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**前言**
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**内核热升级简介**

本文档介绍SeawayEdge系统内核热升级特性的安装部署和使用方法，SeawayEdge的内核热升级特性通过快速重启内核和程序热迁移实现，我们提供了一个用户态工具以自动化这一过程。

本文档适用于使用SeawayEdge系统并希望了解和使用内核热升级的开发者。使用人员需要具备基础的Linux操作系统知识。

内核热升级的目标，是实现在秒级的端到端时延下，实现进程运行现场的保存和恢复。使用场景通常符合以下两个条件：

* 内核由于漏洞修复，版本更新等原因，需要重新启动
* 运行在内核之上的业务能够在内核重启后快速恢复状态

**内核热升级用户指南**

本文档主要适用于使用SeawayEdge并需要安装容器的用户。用户需要具备以下经验和技能：

* 熟悉Linux基本操作
* 对容器有一定了解

# 安装与部署

## 1.1软硬件要求

* + 1. 硬件要求

当前仅支持arm64架构

* + 1. 软件要求

操作系统：SeawayEdge-v3.3

## 1.2环境准备

 安装SeawayEdge系统

 安装内核热升级工具需要root权限

## 1.3安装内核热升级工具

 安装内核热升级工具的操作步骤如下：

1. 挂载SeawayEdge的iso文件。



1. 配置本地yum源



配置内容如下所示：



1. 将RPM数字签名GPG公钥导入系统



1. 安装内核热升级工具



1. 验证是否安装成功，命令和回显如下，则表示安装成功



## 1.4部署内核热升级工具

* 配置介绍

内核热升级工具的配置文件位于/etc/nvwa，配置文件包括：nvwa-restore.yaml该配置文件用于指导内核热升级工具在内核热升级过程中如何保存和恢复现场，具体配置如下：1. pidspids用于指明nvwa热升级过程中需要保留和恢复的进程，此处的进程通过进程号(pid)进行标识，需要注意的是，nvwa管理的进程在nvwa服务启动后，会被自动恢复。2. servicesservices用于指明nvwa热升级过程中需要保留和恢复的服务。与pids的区别在于，内核热升级工具可以直接保存和恢复进程的状态，对于服务，内核热升级工具则需要依赖systemd进行相关操作。此处的服务名称，应该使用systemd中使用的服务名称。需要注意的是，对于nvwa管理的服务，是否要在nvwa启动时自动恢复，取决于systemd中有没有使能该服务，且当前支持的服务类型只有notify和oneshot。3. restore\_netrestore\_net用于指明是否需要内核热升级工具保存和恢复网络配置，如果网络配置有误，有可能导致恢复后网络不可用，默认关闭。4. enable\_quick\_kexecenable\_quick\_kexec用于指明是否需要使能quick kexec特性，quick kexec是nvwa社区推出的，加速内核重启过程的一个特性。使用该特性，需要在cmdline中，加入"quickkexec=128M"。128指分配给quick kexec特性的内存大小，该内存将用于在升级过程中加载kernel和initramfs，因此大小需要大于升级过程中涉及到的kernel，initramfs大小之和。该特性默认关闭。5. enable\_pin\_memoryenable\_pin\_memory用于指明是否需要使能pin memory特性，pin memory是nvwa社区推出的，加速进程保存恢复过程的一个特性。使用该特性，需要在cmdline中，加入"max\_pin\_pid\_num=10 redirect\_space\_size=2M pinmemory=200M@0x640000000"。其中，max\_pin\_pid\_num代表支持pin memory恢复的最大进程数目，redirect\_space\_size代表pin memory过程中重定向物理页所需要的预留内存空间，建议配置为pin memory总预留内存的1/100，pinmemory指明这段内存的起点和大小。从0x640000000开始的200M空间，是pin memory使用的全部内存空间，这段空间不应该被其他程序使用。nvwa-restore.yaml的配置示例：



nvwa-server.yaml该文件包含了内核热升级工具运行过程中，需要使用到的配置信息，具体如下：criu\_dir用于指明内核热升级工具在保存现场过程中，存储产生的信息文件夹路径。需要注意的是，这些信息可能会占用较大的磁盘空间。criu\_exe用于指明内核热升级工具使用的criu可执行文件路径，除非是对criu进行调测，一般不建议修改。kexec\_exe用于指明内核热升级工具使用的kexec可执行文件路径，除非是对kexec进行调测，一般不建议修改。systemd\_etc用于指明覆盖systemd配置过程中，使用到的文件夹路径。该路径由systemd决定，一般不需要修改。log\_dir存放内核热升级工具产生的log信息，log模块当前未启用。内核热升级工具日志信息的查看，参考使用方法-产生的日志信息。nvwa-server.yaml的配置示例：



## 1.5使能内核热升级工具

内核热升级工具的运行依赖配置文件，配置文件修改后应该重新运行内核热升级工具程序。安装成功后，可以通过systemd的相关命令来操作内核热升级工具。

* 使能nvwa。



* 启动nvwa。



* 查看nvwa服务状态及相关信息。



* 更多用法参考systemd用法。

# 第二章 使用方法

## 2.1 命令用法

* nvwa help

打印帮助信息，打印的信息如下:



* nvwa update

热升级到内核某一版本，nvwa会去/boot目录下寻找内核镜像和ramfs。kernel的命名格式需为vmlinuz-<kernel version>，rootfs命名格式需为initramfs-<kernel version>.img。需要注意的是，升级过程有可能会失败，如果失败，部分被dump的进程或者服务，将停止运行。

* nvwa init

清除nvwa产生的现场信息以及对systemd的配置修改，用于nvwa执行前或者执行失败后，对现场进行清理。

## 使用限制

* 对于需要通过nvwa保存的service，其配置中需要设置标准输出(StandardOutput)和错误输出(StandardError)，以redis为例:



* 使用加速特性需要修改cmdline以及分配合适的内存
* 运行过程中需要关闭SELINUX

理论上，仅需要在执行nvwa update之后和系统重启nvwa恢复现场这段时间前关闭。稳妥起见，建议全程关闭SELINUX。

## 加速特性说明及使用

* cpu park(加速内核重启过程)cpu park，是在使用kexec过程，使cpu进入一种忙等的状态，更快的响应主核发送的中断请求，减少状态的变化。使用cpu park，需要在cmdline中加入"cpuparkmem=0x200000000"，其中0x200000000是一段未被其他程序使用的内存起始地址，cpuparkmem将占用从该地址开始，size为1M左右的内存空间。需要注意的是，在内存允许的情况下，此处的地址选择，建议范围在4G(0x100000000)之后，前4G通常被系统各组件预留，容易冲突。
* quick kexec(加速内核启动过程)quick kexec，是对kexec加载镜像过程中的一种加速。使用quick kexec，需要在配置文件中使能相关选项，更多信息参考<<安装与部署>>(配置介绍)。
* pin\_memory(加速现场保存恢复过程)pin memory，是对criu进行现场保存恢复过程中的一种加速。使用pin memory，需要在配置文件中使能相关选项，更多信息参考<<安装与部署>>(配置介绍)。

## 产生的日志信息

内核热升级工具产生的日志分为两部分:、

* 运行过程产生的日志

通过service nvwa status查看

* 保留现场过程中产生的日志

日志位于criu\_dir指定的路径对应命名的进程/服务文件夹中

# 第三章 常见问题与解决方法

* 执行nvwa update后未升级

原因：保留现场或者内核替换过程中出现错误。解决方法：查看日志，找出错误原因。

* 开启加速特性后，nvwa执行命令失败

原因：nvwa提供了诸多加速特性，包括quick kexec，pin memory，cpu park等等。这些特性都涉及到cmdline的配置和内存的分配，在选取内存时，通过cat /proc/iomem确保选取的内存没有与其他程序冲突。必要时，通过dmesg查看使能特性后是否存在错误日志。

* 热升级后，相关现场未被恢复

原因：首先检查nvwa服务是否运行，运行情况下，可能存在两种情况，一种是服务恢复失败，一种是进程恢复失败。解决方法：通过service nvwa status查看nvwa的日志，如果是服务启动失败，首先确认是否使能了该服务，再通过systemd查看对应服务的日志。进一步的日志，去criu\_dir指定的路径对应命名的进程/服务文件夹中。其中dump.log为保存现场产生的日志，restore.log为恢复现场产生的。

* 恢复失败，日志显示Can't fork for 948: File exists

原因：内核热升级工具在恢复程序过程中，发现程序的pid已经被占用。解决方法：当前内核没有提供保留pid的机制，相关策略正在开发，预计会在将来的内核版本中解决这一限制，当前仅能手动重启相关进程。

* 使用nvwa去保存和恢复简单程序(hello world)，显示失败或者程序未在执行

原因: criu使用存在诸多限制解决办法：查看nvwa的日志，如果显示是criu相关的错误，去相应的目录下检查dump.log或者restore.log，criu相关的使用限制，可以参考wiki。