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# **驱动程序基础**

## 驱动程序的进入点和退出点

### module\_init

module\_init (x)

驱动程序初始化进入点

**参数**

x——在内核引导时或模块插入时运行的函数

**说明**

module\_init()将在do\_initcalls()期间（如果是内置的）或在模块插入时（如果是模块）调用。每个模块只能有一个。module\_exit

### module\_exit (x)

驱动程序退出进入点

**参数**

x——当驱动程序被移除时运行的函数

**说明**

当驱动程序是模块时，且module\_exit（）与rmmod一起使用时，将使用cleanup\_module（）包装驱动程序清理代码。如果驱动程序是静态编译到内核中的，那么module\_exit（）将不起作用。每个模块只能有一个。

## 驱动设备表

### struct usb\_device\_id

为探测和热插拔 USB 设备提供标识

**定义**

struct usb\_device\_id {

\_\_u16 match\_flags;

\_\_u16 idVendor;

\_\_u16 idProduct;

\_\_u16 bcdDevice\_lo;

\_\_u16 bcdDevice\_hi;

\_\_u8 bDeviceClass;

\_\_u8 bDeviceSubClass;

\_\_u8 bDeviceProtocol;

\_\_u8 bInterfaceClass;

\_\_u8 bInterfaceSubClass;

\_\_u8 bInterfaceProtocol;

\_\_u8 bInterfaceNumber;

kernel\_ulong\_t driver\_info ;

};

**成员**

**match\_flags**

用于对新设备设置匹配的位掩码，可控制除 driver\_info 以外的任何字段，尽管某些字段仅在与其他字段共同使用时才有意义。这通常由 USB\_DEVICE\_\*() 宏设置，该宏设置此结构中除 driver\_info 以外的所有其他字段。

**idVendor**

设备的USB供应商ID；数字由USB论坛分配给其会员。

**idProduct**

供应商分配的产品ID。

**bcdDevice\_lo**

供应商分配的产品版本号范围的低端。这也用于标识由单个设备组成的范围内的各个产品版本。

**bcdDevice\_hi**

版本号范围的高端。产品版本的范围是包含的。

**bDeviceClass**

设备类别；数字由 USB 论坛分配。产品可以选择实现类别，或者是供应商特定的。设备类别指定设备上所有接口的行为。

**bDeviceSubClass**

设备子类别；与 bDeviceClass 相关联。

**bDeviceProtocol**

设备协议；与 bDeviceClass 相关联。

**bInterfaceClass**

接口类别；数字由 USB 论坛分配。产品可以选择实现类别，或者是供应商特定的。接口类别仅指定给定接口的行为；其他接口可能支持其他类别

**bInterfaceSubClass**

接口子类别；与 bInterfaceClass 相关联。

**bInterfaceProtocol**

接口协议；与 bInterfaceClass 相关联。

**bInterfaceNumbe**

接口编号；复合设备可以使用固定接口编号来区分供应商特定的接口

**driver**\_**info**

保存驱动程序使用的信息。通常它保存指向驱动程序理解的描述符的指针，或者可能是设备标志。

**说明**

在大多数情况下，驱动程序将使用USB\_DEVICE()或类似的用于此目的的宏来创建设备ID表。它们将使用MODULE\_DEVICE\_TABLE()将其导出到用户空间，并通过其usb\_driver结构提供给USB核心。

有关如何执行匹配的信息，请参见usb\_match\_id()函数。简而言之，您通常会使用几个宏来帮助构造这些条目。您提供的每个条目都将标识一个或多个特定的产品，或者标识一类已同意采取相同行为的产品。您应该将更具体的匹配项放在表的开头，以便driver\_info记录特定产品的特点。

### **struct mdio\_device\_id**

在MDIO/MII总线上标识PHY设备

**定义**

struct mdio\_device\_id {

\_\_u32 phy\_id;

\_\_u32 phy\_id\_mask;

};

**成员**

**phy**\_**id**

此PHY类型的(mdio\_read(MII\_PHYSID1)<<16|mdio\_read(MII\_PHYSID2)) & phy\_id\_mask的结果

**phy\_id\_mask**

定义phy\_id的重要位。值0被用于终止struct mdio\_device\_id数组。

### struct amba\_id

标识AMBA总线上的设备

**定义**

struct amba\_id {

unsigned int id;

unsigned int mask;

void \*data;

};

**成员**

**id**

硬件设备 ID 的有效位

**mask**

指定匹配时id字段的哪些位是有效的位掩码。当 ((hardware 设备ID) & mask) == id 时，将驱动程序与设备进行绑定。

**data**

驱动程序使用的私有数据。

### struct mips\_cdmm\_device\_id

标识 MIPS CDMM 总线上的设备

**定义**

struct mips\_cdmm\_device\_id {

\_\_u8 type;

};

**成员**

**type**

设备类型标识符

### struct mei\_cl\_device\_id

MEI 客户端设备标识符

**定义**

struct mei\_cl\_device\_id {

char name[MEI\_CL\_NAME\_SIZE];

uuid\_le uuid;

\_\_u8 version;

kernel\_ulong\_t driver\_info;

};

**成员**

**name**

帮助器名称

**uuid**

客户端uuid

**version**

客户端协议版本

**driver\_info**

驱动程序使用的信息

**说明**

通过 uuid 和名称对mei 客户端设备进行标识

### struct rio\_device\_id

RIO 设备标识符

#### 定义

struct rio\_device\_id {

\_\_u16 did,vid;

\_\_u16 asm\_did,asm\_vid;

};

**成员**

**did**

RapidIO 设备ID

**vid**

RapidIO 供应商ID

**asm\_did**

RapidIO集成设备ID

**asm\_vid**

RapidIO 集成供应商ID

**说明**

根据设备/供应商 ID 和集成设备/集成供应商 ID 标识 RapidIO 设备。

### struct fsl\_mc\_device\_id

MC对象设备标识符

**定义**

struct fsl\_mc\_device\_id {

\_\_u16 vendor;

const char obj\_type[16];

};

**成员**

**vendor**

供应商ID

**obj\_type**

MC 对象类型

**说明**

MC 对象设备驱动程序支持的“设备 ID”表中条目的类型。表的最后一个条目将供应商设置为 0x0。

### struct tb\_service\_id

Thunderbolt服务标识符

**定义**

struct tb\_service\_id {

\_\_u32 match\_flags;

char protocol\_key[8 + 1];

\_\_u32 protocol\_id;

\_\_u32 protocol\_version;

\_\_u32 protocol\_revision;

kernel\_ulong\_t driver\_data;

};

**成员**

**match\_flags**

用于匹配此结构的标志

**protocol\_key**

服务支持的协议密钥

**protocol\_id**

服务支持的协议 ID

**protocol\_version**

协议版本

**protocol\_revision**

协议软件的修订版

**driver\_data**

驱动程序特定数据

**说明**

Thunderbolt XDomain 服务是携带服务支持协议信息的设备。Thunderbolt XDomain 服务驱动程序会匹配该信息。

### struct typec\_device\_id

USB Type-C备用模式标识符

**定义**

struct typec\_device\_id {

\_\_u16 svid;

\_\_u8 mode;

kernel\_ulong\_t driver\_data;

};

**成员**

**svid**

标准或供应商ID

**mode**

模式索引

**driver\_data**

驱动程序特定数据

## 延迟、调度和定时器例程

### struct prev\_cputime

系统和用户CPU时间的快照

**定义**

struct prev\_cputime {

#ifndef CONFIG\_VIRT\_CPU\_ACCOUNTING\_NATIVE;

u64 utime;

u64 stime;

raw\_spinlock\_t lock;

#endif;

};

**成员**

**utime**

在用户模式下花费的时间

**stime**

在系统模式下花费的时间

**lock**

保护上述两个字段

**说明**

存储以前的用户/系统时间值，以便我们可以保证单调性。

### struct task\_cputime

收集的CPU时间计数

**定义**

struct task\_cputime {

u64 utime;

u64 stime;

unsigned long long sum\_exec\_runtime;

};

**成员**

utime

在用户模式下花费的时间（以纳秒为单位）

stime

在内核模式下花费的时间（以纳秒为单位）

sum\_exec\_runtime

t在CPU上花费的总时间（以纳秒为单位）

**说明**

这种结构将跟踪线程和线程组的三种CPU时间组合在一起。大多数考虑CPU时间的事情都希望将这些计数组合在一起，并并行处理这三个计数。

### struct util\_est

估计FAIR任务的利用率

**定义**

struct util\_est {

unsigned int enqueued;

unsigned int ewma;

#define UTIL\_EST\_WEIGHT\_SHIFT 2;

};

**成员**

**enqueued**

任务/ cpu的瞬时估计利用率

**ewma**

任务的指数加权移动平均（EWMA）利用率

**说明**

支持数据结构以跟踪FAIR任务利用率的指数加权移动平均（EWMA）。每当任务完成激活时，将新样本添加到移动平均值中。选择样本的权重，以降低EWMA对任务的工作负载瞬时变化的敏感程度。

enqueued属性对于任务和CPU的含义略有不同：任务：任务出队时的util\_avg。cfs\_rq：该CPU上每个RUNNABLE任务的util\_est.enqueued的总和。

因此，任务的util\_est.enqueued表示该任务当前排队的CPU上估计利用率的贡献。仅对任务进行的是过去瞬时估计利用率的移动平均。这允许吸收原本几乎是周期性任务的利用率的零星下降。

### int pid\_alive(const struct task\_struct \*p)

检查任务结构是否过时

**参数**

**const struct task\_struct \*p**

要检查的任务结构

**说明**

测试进程是否尚未死亡（至多为僵死状态）。 如果pid\_alive失败，则任务结构中的指针可能已过时，不得引用。

**返回**

1表示进程仍在运行。否则为0。

### int is\_global\_init(struct task\_struct \*tsk)

检查任务结构是否为init。由于init可以自由拥有子线程，因此需要检查tgid。

**参数**

**struct task\_struct \*tsk**

要检查的任务结构

**说明**

检查任务结构是否为内核创建的第一个用户空间任务

**返回**

1表示任务结构为init。否则为0

### int task\_nice(const struct task\_struct \*p)

返回给定任务的nice值

参数

**const struct task\_struct \*p**

要查询的任务

**返回**

nice值[ -20 … 0 … 19 ]

### bool is\_idle\_task(const struct task\_struct \*p)

指定任务是否为空闲任务?

**参数**

**const struct task\_struct \*p**

要查询的任务

**返回**

如果p是空闲任务，则为1。否则为0

### int wake\_up\_process(struct task\_struct \*p)

唤醒特定进程

**参数**

**struct task\_struct \*p**

被唤醒的进程

**说明**

尝试唤醒指定的进程并将其移动到可运行进程集。

**返回**

如果唤醒了该进程，则为1，如果该进程已经在运行，则为0。

在访问任务状态之前，此函数执行完整的内存屏障。

### void preempt\_notifier\_register(struct preempt\_notifier \*notifier)

告诉我当前正在抢占和重新调度

**参数**

struct preempt\_notifier \*notifier

要注册的通知器结构

### void preempt\_notifier\_unregister(struct preempt\_notifier \*notifier)

不再对抢占通知感兴趣

**参数**

struct preempt\_notifier \*notifier

要注销的通知器结构

**说明**

这不能从抢占通知程序中调用。

### \_\_visible void notrace preempt\_schedule\_notrace(void)

由跟踪调用preempt\_schedule

**参数**

空

无参数

**说明**

跟踪基础设施使用preempt\_enable\_notrace来防止递归和由跟踪基础设施本身引起的跟踪抢占启用。 但是，由于跟踪可以发生在来自用户空间或即将进入用户空间的区域，所以抢占启用可能会在调用user\_exit（）之前发生。 这将导致在系统仍处于用户模式时调用调度程序。

为了防止这种情况发生，preempt\_enable\_notrace会使用此函数而不是preempt\_schedule（）来在需要时退出用户上下文，然后调用调度程序。

### int sched\_setscheduler(struct task\_struct \* p，int policy，const struct sched\_param \* param)

更改线程的调度策略和/或RT优先级。

**参数**

struct task\_struct \* p

要查询的任务。

int policy

新政策。

const struct sched\_param \* param

包含新RT优先级的结构。

**返回**

成功则返回0。否则为错误代码。

注意，任务可能已经死亡。

### sched\_setscheduler\_nocheck（struct task\_struct \* p，int policy，const struct sched\_param \* param）

从内核空间更改线程的调度策略和/或RT优先级。

**参数**

struct task\_struct \* p

有问题的任务。

int policy

新政策。

const struct sched\_param \* param

包含新RT优先级的结构。

**说明**

就像sched\_setscheduler一样，只是不必检查当前上下文是否具有权限。例如，这在stop\_machine（）中是必需的我们创建临时高优先级的工作线程，但调用者可能没有这个能力。

**返回**

成功时为0。否则为错误代码。

### void yield（void）

将当前处理器让给其他线程。

**参数**

void

没有参数

**说明**

永远不要使用此功能，因为你有99％的机会使用不当。

调度程序随时在自由地选择调用任务作为最合适的任务来运行，如果从代码中删除yield（）调用会破坏它，那么它已经被破坏了。

典型的破碎用法是:

while（！event）

yield（）；

其中一个假设yield（）将让“另一个”进程运行，该进程将使事件成为真。如果当前任务是SCHED\_FIFO任务，那就永远不会发生。永远不要使用yield（）作为进度保证！

如果你想使用yield（）等待某些东西，请使用wait\_event（）。如果您想使用yield（）对他人“友好”，请使用cond\_resched（）。如果你仍然想使用yield（），不要使用它！

### int yield\_to（struct task\_struct \* p，bool preempt）

将当前处理器让给线程组中的另一个线程，或加速该线程朝向它所在的处理器。

**参数**

struct task\_struct \* p

目标任务

bool preempt

是否允许任务抢占

**说明**

调用者的工作是确保目标任务结构在我们可以进行任何检查之前不能消失。

**返回**

true（> 0），如果我们确实提升了目标任务。false（0）如果我们未能提升目标。-ESRCH如果没有任务可屈服。

### int cpupri\_find（struct cpupri \* cp，struct task\_struct \* p，struct cpumask \* lowest\_mask）

查找系统中最佳（最低-pri）CPU

**参数**

struct cpupri \* cp

cpupri上下文

struct task\_struct \* p

任务

struct cpumask \* lowest\_mask

要填充所选CPU的掩码（或NULL）

**注**

此函数返回当前调用期间计算的建议CPU。在调用返回时，CPU的优先级可能已经多次更改。虽然不理想，但这不是正确性问题，因为正常的重新平衡逻辑将纠正由于竞争而导致的任何不一致性当前优先级配置的不确定性。

**返回**

（int）bool-找到CPU

### void cpupri\_set（struct cpupri \* cp，int cpu，int newpri）

更新CPU优先级设置

**参数**

struct cpupri \* cp

cpupri上下文

int cpu

目标CPU

int newpri

要分配给此CPU的优先级（INVALID，NORMAL，RT1-RT99，HIGHER）

**注**

假定cpu\_rq（cpu） - > lock已锁定

**返回**

（void）

### int cpupri\_init（struct cpupri \* cp）

初始化cpupri结构

**参数**

struct cpupri \* cp

cpupri上下文

**返回**

-ENOMEM在内存分配失败时。

### void cpupri\_cleanup（struct cpupri \* cp）

清理cpupri结构

**参数**

struct cpupri \* cp

cpupri上下文

### void update\_tg\_load\_avg（struct cfs\_rq \* cfs\_rq，int force）

更新tg的负载平均值

**参数**

struct cfs\_rq \* cfs\_rq

平均值已更改的cfs\_rq

int force

无论差异有多小都要更新

**说明**

此函数“确保”tg->load\_avg= tg->cfs\_rq [] - > avg.load的总和。但是，由于tg->load\_avg是全局值，因此存在性能方面的考虑。

为了避免必须查看其他cfs\_rq，我们使用差分更新，在其中存储我们传播的上一个值。这反过来允许在差分“小”的情况下跳过更新。

在update\_cfs\_share（）之前，必须更新tg的load\_avg。

### int update\_cfs\_rq\_load\_avg（u64 now，struct cfs\_rq \* cfs\_rq）

更新cfs\_rq的负载/工具平均值

**参数**

u64当前时间，按照cfs\_rq\_clock\_pelt()

struct cfs\_rq \* cfs\_rq

要更新的cfs\_rq

**说明**

cfs\_rq平均值是所有实体（阻止和可运行）平均值的直接总和。直接推论是，所有（公平）任务都必须附加。

例如，cfs\_rq-> avg用于task\_h\_load（）和update\_cfs\_share（）。

由于这些条件都表示已更改cfs\_rq->avg.load，因此我们应在此函数返回true时调用update\_tg\_load\_avg（）。

如果负载衰减或我们删除了负载，则返回true。

由于这些条件都表示已更改cfs\_rq->avg.load，因此我们应在此函数返回true时调用update\_tg\_load\_avg（）。

### void attach\_entity\_load\_avg（struct cfs\_rq \* cfs\_rq，struct sched\_entity \* se，int flags）

将此实体附加到其cfs\_rq负载平均值

**参数**

struct cfs\_rq \* cfs\_rq

cfs\_rq 要附加到 struct sched\_entity \*se

sched\_entity 要附加

int flags

迁移提示

**说明**

在此之前必须调用 update\_cfs\_rq\_load\_avg()，因为我们依赖于 cfs\_rq->avg.last\_update\_time 是当前时间。

### void detach\_entity\_load\_avg(struct cfs\_rq \*cfs\_rq, struct sched\_entity \*se)

将此实体从其 cfs\_rq 负载平均值中分离

**参数**

struct cfs\_rq \*cfs\_rq

要从中分离的 cfs\_rq

struct sched\_entity \*se

要分离的 sched\_entity

**说明**

在此之前必须调用 update\_cfs\_rq\_load\_avg()，因为我们依赖于 cfs\_rq->avg.last\_update\_time 是当前时间。

### void cpu\_load\_update(struct rq \* this\_rq, unsigned long this\_load, unsigned long pending\_updates)

更新 rq->cpu\_load[] 统计数据

**参数**

struct rq \* this\_rq

要更新统计数据的 rq

unsigned long this\_load

当前负载

unsigned long pending\_updates

错过的更新数

**说明**

更新 rq->cpu\_load[] 统计数据。 此函数通常在每个调度器时钟滴答声（TICK\_NSEC）调用一次。

此函数计算衰减平均值:

load[i]’ = (1 - 1/2^i) \* load[i] + (1/2^i) \* load

由于 NOHZ，它可能不会在每个时钟滴答声上调用，这就需要使用 pending\_updates 参数。

load[i]\_n = (1 - 1/2^i) \* load[i]\_n-1 + (1/2^i) \* load\_n-1

= A \* load[i]\_n-1 + B ; A := (1 - 1/2^i), B := (1/2^i) \* load = A \* (A \* load[i]\_n-2 + B) + B = A \* (A \* (A \* load[i]\_n-3 + B) + B) + B = A^3 \* load[i]\_n-3 + (A^2 + A + 1) \* B = A^n \* load[i]\_0 + (A^(n-1) + A^(n-2) + ... + 1) \* B = A^n \* load[i]\_0 + ((1 - A^n) / (1 - A)) \* B = (1 - 1/2^i)^n \* (load[i]\_0 - load) + load

在上述中，我们假设 load\_n := load，这对于 NOHZ\_FULL 是正确的，因为负载的任何更改都会导致时钟滴答返回。

对于常规 NOHZ，这缩小为:

load[i]\_n = (1 - 1/2^i)^n \* load[i]\_0

请参见 decay\_load\_misses()。 对于 NOHZ\_FULL，我们可以减去并添加额外的项。

### unsigned long cpu\_util(int cpu)

**参数**

int cpu

要获取利用率的 CPU

**说明**

返回的单位必须是容量的单位，以便我们可以将利用率与可用于 CFS 任务的 CPU 容量（即 cpu\_capacity）进行比较。

cfs\_rq.avg.util\_avg 是可运行任务的运行时间总和加上当前不可运行任务的最近利用率的总和。它表示 CPU 利用率的量在 [0..capacity\_orig] 范围内，其中 capacity\_orig 是在最高频率（arch\_scale\_freq\_capacity()）提供的 cpu\_capacity。 CPU 的利用率趋向于等于或小于 CPU 的当前容量（capacity\_curr <= capacity\_orig），因为它是在此 CPU 上运行时间按 capacity\_curr 缩放的结果。

CPU 的估计利用率被定义为其 cfs\_rq.avg.util\_avg 和当前 RUNNABLE 任务的估计利用率之和中的较大值。 这使得可以正确地表示一个 CPU 的预期利用率，该 CPU 在经过长时间的睡眠期后刚刚运行了一个大任务。 然而，它也保留了“阻塞利用率”的好处，以说明其他任务在同一 CPU 上唤醒的潜力。

不过，由于 cfs\_rq.avg.util\_avg 中的不幸取舍或在迁移任务和新任务唤醒之后直到平均时间稳定为止，cfs\_rq.avg.util\_avg 可能会高于 capacity\_curr，甚至高于 capacity\_orig。 我们需要检查利用率是否保持在 [0..capacity\_orig] 范围内并限制它（如果需要）。 如果没有利用率限制，那么一个组可能被视为过载（CPU0 利用率为 121% + CPU1 利用率为 80%），而 CPU1 具有 20% 的可用容量。 我们允许利用率超过 capacity\_curr（但不是 capacity\_orig），因为它有助于预测任务迁移后所需的容量（调度程序驱动的 DVFS）。

**返回**

指定 CPU 的（估计的）利用率

### int get\_sd\_load\_idx(struct sched\_domain \* sd, enum cpu\_idle\_type idle)

获取给定调度域的负载索引。

**参数**

struct sched\_domain \* sd

要获取其 load\_idx 的调度域。

enum cpu\_idle\_type idle

该 CPU 的空闲状态，其 sd load\_idx 被获取。

**返回**

负载索引。

### void update\_sg\_lb\_stats(struct lb\_env \* env, struct sched\_group \* group, int load\_idx, int local\_group, struct sg\_lb\_stats \* sgs, bool \* overload)

更新负载平衡的 sched\_group 统计数据。

**参数**

struct lb\_env \* env

负载平衡环境。

struct sched\_group \* group

要更新统计数据的 sched\_group。

int load\_idx

此 CPU 的 sched\_domain 的负载索引，用于负载计算。

int local\_group

组是否包含此 CPU。

struct sg\_lb\_stats \* sgs

用于保存此组的统计数据的变量。

bool \* overload

指示任何 CPU 上有多个可运行任务。

### bool update\_sd\_pick\_busiest(struct lb\_env \*env, struct sd\_lb\_stats \*sds, struct sched\_group \*sg, struct sg\_lb\_stats \*sgs)

如果被选中的组比之前选中的最繁忙组更繁忙，则返回1

**参数**

struct lb\_env \*env

负载平衡环境。

struct sd\_lb\_stats \*sds

调度域统计信息

struct sched\_group \*sg

待检查是否为最繁忙组的调度组候选项

struct sg\_lb\_stats \*sgs

调度组统计信息

**说明**

确定sg是否比先前选定的最繁忙组更繁忙。

**返回**

如果sg是比之前选定的最繁忙组更繁忙，则返回true，否则返回false。

### void update\_sd\_lb\_stats(struct lb\_env \*env, struct sd\_lb\_stats \*sds)

更新负载平衡所需的调度域统计信息。

**参数**

struct lb\_env \*env

负载平衡环境。

struct sd\_lb\_stats \*sds

存储该调度域统计信息的变量。

### int check\_asym\_packing(struct lb\_env \* env, struct sd\_lb\_stats \* sds)

检查组是否已装入调度域。

**参数**

struct lb\_env \*env

负载平衡环境。

struct sd\_lb\_stats \*sds

所需打包的调度域的统计信息

**说明**

主要用于兄弟级别上的调用。某些内核像POWER7 prefer to use lower numbered SMT threads. 对于POWER7，只有在更高的线程空闲时才能向更低的SMT mode移动。当在低SMT模式下时，线程会表现更好，因为它们共享了更少的内核资源。因此，当我们有空闲的线程时，我们希望它们是更高的线程。

此打包函数在空闲线程上运行。它检查这个域（在P7中为内核）中最繁忙的CPU是否具有比当前运行打包函数的CPU更高的CPU编号。这里假定较低的CPU编号等价于较低的SMT线程编号。

**返回**

如果需要打包并将任务移动到该CPU，则返回1。环境（env->imbalance）返回不平衡的量。

### void fix\_small\_imbalance(struct lb\_env \* env, struct sd\_lb\_stats \* sds)

计算负载平衡期间调度域组之间存在的小不平衡。

**参数**

struct lb\_env \*env

负载平衡环境。

struct sd\_lb\_stats \*sds

需要计算其不平衡度的调度域统计信息。

### void calculate\_imbalance(struct lb\_env \*env, struct sd\_lb\_stats \*sds)

计算负载平衡期间给定调度域组内部存在的不平衡程度。

**参数**

struct lb\_env \*env

负载均衡环境

struct sd\_lb\_stats \*sds

需要计算其中不平衡度的调度域统计信息。

### struct sched\_group \*find\_busiest\_group(struct lb\_env \* env)

返回调度域内最繁忙的组，如果存在不平衡现象。

**参数**

struct lb\_env \*env

负载平衡环境。

**说明**

同时计算需要移动以恢复平衡的可运行负载量。

**返回**

如果存在不平衡现象，则返回最繁忙的组。

### DECLARE\_COMPLETION (work)

声明并初始化完成结构

**参数**

工作

完成结构的标识符

**说明**

这个宏声明并初始化完成结构。通常用于静态声明。自动变量应使用\_ONSTACK变体。

### DECLARE\_COMPLETION\_ONSTACK

DECLARE\_COMPLETION\_ONSTACK (work)

在内核堆栈上声明并初始化完成结构

**参数**

工作

完成结构的标识符

**说明**

这个宏在内核堆栈上声明并初始化完成结构。

### void init\_completion(struct completion \*x)

初始化动态分配的完成结构

**参数**

struct completion \*x

指向需初始化的完成结构的指针

**说明**

此内联函数将初始化动态创建的完成结构。

### void reinit\_completion(struct completion \*x)

重新初始化完成结构

**参数**

struct completion \*x

指向需要重新初始化的完成结构的指针

**说明**

应使用此内联函数重新初始化完成结构，以便它可以被重用。在使用complete\_all()后，这一点尤其重要。

### unsigned long \_\_round\_jiffies(unsigned long j, int cpu)

将 jiffies 舍入为整秒的函数

**参数**

unsigned long j

要舍入的绝对时间（以 jiffies 表示）

int cpu

超时将发生的处理器编号

**说明**

\_\_round\_jiffies()将未来（以 jiffies 表示）的绝对时间上舍入为整秒。例如，如果某个定时器的确切触发时间不太重要，只要它每 X 秒左右触发一次即可，那么这种舍入就很有用。

通过将这些定时器舍入为整秒，所有这样的定时器都将同时触发，而不是在各个时间点分散触发。这样做的目的是让 CPU 少唤醒，从而节省电力。

由于每个处理器的舍入都有偏差，以避免所有处理器在确切的相同时刻重复触发与此相关的锁争用或伪共享缓存行。

返回是 j 参数的舍入版本。

### unsigned long \_\_round\_jiffies\_relative(unsigned long j, int cpu)

将 jiffies 舍入为整秒的函数

**参数**

unsigned long j

要舍入的相对时间（以 jiffies 表示）

int cpu

超时将发生的处理器编号

**说明**

\_\_round\_jiffies\_relative()将相对（以 jiffies 表示）的未来时间向上或向下舍入为（大约）整秒。例如，如果某个定时器的确切触发时间不太重要，只要它每 X 秒左右触发一次即可，那么这种舍入就很有用。

通过将这些定时器舍入为整秒，所有这样的定时器都将同时触发，而不是在各个时间点分散触发。这样做的目的是让 CPU 少唤醒，从而节省电力。

由于每个处理器的舍入都有偏差，以避免所有处理器在确切的相同时刻重复触发与此相关的锁争用或伪共享缓存行。

返回是 j 参数的舍入版本。

### unsigned long round\_jiffies（unsigned long j）

将jiffies舍入为整数秒的函数

**参数**

unsigned long j

应舍入的（绝对）jiffies时间

**说明**

round\_jiffies（）将将来的时间（以jiffies为单位）向上或向下舍入到（大约）整秒。 这对于时间器来说非常有用，因为它们触发的确切时间并不太重要，只要它们大约每X秒触发一次即可。

将这些定时器舍入到整数秒，所有这样的定时器将在同一时间触发，而不是在不同的时间间隔触发。 目标是让CPU更少地唤醒，从而节省电力。

返回是j参数的舍入版本。

### unsigned long round\_jiffies\_relative（unsigned long j）

将jiffies舍入为整数秒的函数

**参数**

unsigned long j

应舍入的（相对）jiffies时间

**说明**

round\_jiffies\_relative（）将将来的时间差（以jiffies为单位）向上或向下舍入到（大约）整秒。 这对于时间器来说非常有用，因为它们触发的确切时间并不太重要，只要它们大约每X秒触发一次即可。

将这些定时器舍入到整数秒，所有这样的定时器将在同一时间触发，而不是在不同的时间间隔触发。 目标是让CPU更少地唤醒，从而节省电力。

返回是j参数的舍入版本。

### unsignedlong \_\_round\_jiffies\_up（unsigned long j，int cpu）

将jiffies舍入为整数秒的函数

**参数**

unsigned long j

应舍入的（绝对）jiffies时间

int cpu

超时将发生的处理器编号

**说明**

除了它永远不会向下舍入之外，它与\_\_round\_jiffies（）相同。 这对于超时来说非常有用，因为它们触发的确切时间并不太重要，只要它们不太早触发即可。

### unsigned long \_\_round\_jiffies\_up\_relative（unsigned long j，int cpu）

将jiffies舍入为整数秒的函数

**参数**

unsigned long j

应舍入的（相对）jiffies时间

int cpu

超时将发生的处理器编号

**说明**

除了它永远不会向下舍入之外，它与\_\_round\_jiffies\_relative（）相同。 这对于超时来说非常有用，因为它们触发的确切时间并不太重要，只要它们不太早触发即可。

### unsigned long round\_jiffies\_up（unsigned long j）

将jiffies舍入为整数秒的函数

**参数**

unsigned long j

应舍入的（绝对）jiffies时间

**说明**

除了它永远不会向下舍入之外，它与round\_jiffies（）相同。 这对于超时来说非常有用，因为它们触发的确切时间并不太重要，只要它们不太早触发即可。

### unsigned long round\_jiffies\_up\_relative（unsigned long j）

将jiffies舍入为整数秒的函数

**参数**

unsigned long j

应舍入的（相对）jiffies时间

**说明**

除了它永远不会向下舍入之外，它与round\_jiffies\_relative（）相同。 这对于超时来说非常有用，因为它们触发的确切时间并不太重要，只要它们不太早触发即可。

### void init\_timer\_key

void init\_timer\_key（struct timer\_list \* timer，void（\* func）（struct timer\_list \*），unsigned int flags，const char \* name，struct lock\_class\_key \* key）

初始化计时器

**参数**

struct timer\_list \* timer

要初始化的计时器

void（\* func）（struct timer\_list \*）

计时器回调函数

unsigned int flags

计时器标志

const char \* name

计时器名称

struct lock\_class\_key \* key

用于跟踪计时器同步锁依赖关系的假锁的lockdep类别键

**说明**

在调用任何其他计时器函数之前，必须对计时器执行init\_timer\_key（）。

### int mod\_timer\_pending（struct timer\_list \* timer，unsigned long expires）

修改挂起计时器的超时

**参数**

struct timer\_list \*timer

要修改的挂起计时器

unsigned long expires

以jiffies为单位的新计时器超时时间

**说明**

mod\_timer\_pending()对于挂起的计时器与mod\_timer()相同，但不会重新激活和修改已经删除的计时器。

它对于计时器的非序列化使用很有用。

### int mod\_timer(struct timer\_list \*timer, unsigned long expires)

修改计时器的超时时间

**参数**

struct timer\_list \*timer

要修改的计时器

unsigned long expires

以jiffies为单位的新计时器超时时间

**说明**

mod\_timer()是更新活动计时器的到期字段的更有效的方法（如果计时器未活动则它将被激活）。

mod\_timer(timer，expires)相当于

del\_timer(timer); timer->expires = expires; add\_timer(timer);

请注意，如果有多个非序列化并发用户使用相同的计时器，则mod\_timer()是修改超时的唯一安全方法，因为add\_timer()无法修改已经运行的计时器。

该函数返回它是否已经修改了一个挂起的计时器。（即mod\_timer()的未活动计时器返回0，mod\_timer()的活动计时器返回1。）

### int timer\_reduce(struct timer\_list \*timer, unsigned long expires)

如果减少时间，则修改计时器的超时时间

**参数**

struct timer\_list \*timer

要修改的计时器

unsigned long expires

以jiffies为单位的新计时器超时时间

**说明**

timer\_reduce()与mod\_timer()非常相似，但它仅在减少过期时间时修改正在运行的计时器（它将启动一个未运行的计时器）。

### void add\_timer(struct timer\_list \*timer)

开始一个计时器

**参数**

struct timer\_list \*timer

要添加的计时器

**说明**

内核从将来计时器中断的“到期时间”调用 ->function(timer) 回调。当前时间为“jiffies”。

在调用该函数之前，计时器的->expires、->function字段必须被设置。

超时时间（->expires字段）较早的计时器将在下一个计时器时刻执行。

### void add\_timer\_on(struct timer\_list \*timer, int cpu)

在特定CPU上启动计时器

**参数**

struct timer\_list \*timer

要添加的计时器

int cpu

启动计时器的CPU

**说明**

这在SMP上不是非常可扩展的。不能进行双倍添加。

### int del\_timer(struct timer\_list \*timer)

停用一个计时器。

**参数**

struct timer\_list \*timer

要停用的计时器

**说明**

del\_timer()停用一个计时器——这适用于活动计时器和未活动计时器。

该函数返回它是否已停用一个挂起计时器。（即不活动计时器的del\_timer()返回0，而活动计时器的del\_timer()返回1。）

### int try\_to\_del\_timer\_sync(struct timer\_list \*timer)

尝试停用一个计时器

**参数**

struct timer\_list \*timer

要删除的计时器

**说明**

此函数尝试停用计时器。成功（ret >= 0）退出后，计时器未排队，并且处理程序不在任何CPU上运行。

### int del\_timer\_sync(struct timer\_list \*timer)

停用一个计时器并等待处理程序完成。

**参数**

struct timer\_list \*timer

要停用的计时器

**说明**

此函数与del\_timer()在SMP上唯一不同除了停用计时器之外，它还确保处理程序在其他CPU上执行完毕。

同步规则调用者必须防止重新启动计时器，否则此函数没有意义。除非计时器是irqsafe计时器，否则不能在中断上下文中调用它。调用者不能持有阻止计时器处理程序完成的锁。计时器的处理程序不能调用add\_timer\_on()。退出后，计时器未排队并且处理程序不在任何CPU上运行。

**注意**

对于不是irqsafe计时器，当调用此函数时，您必须不持有在中断上下文中持有的锁。即使该锁与所讨论的计时器无关。

CPU0 CPU1

---- ----

<SOFTIRQ>

call\_timer\_fn();

base->running\_timer = mytimer;

spin\_lock\_irq(somelock);

<IRQ>

spin\_lock(somelock);

del\_timer\_sync(mytimer);

while(base->running\_timer == mytimer);

则del\_timer\_sync()将永远不会返回，也永远不会释放somelock。另一个CPU上的中断正在等待获取somelock，但它已中断了CPU0正在等待完成的softirq。

该函数返回它是否已停用一个挂起计时器。（即不活动计时器的del\_timer\_sync()返回0，而活动计时器的del\_timer\_sync()返回1。）

### signed long schedule\_timeout(signed long timeout)

休眠，直到超时

**参数**

signed long timeout

以jiffies为单位的超时值

**说明**

让当前任务休眠，直到超时的jiffies已经过去。函数的行为取决于当前任务的状态（也可以参见set\_current\_state()说明）

TASK\_UNINTERRUPTIBLE - 保证至少有timeout个jiffies经过，然后该例程才返回，除非当前任务被显式唤醒（例如通过wake\_up\_process()）。

TASK\_INTERRUPTIBLE - 如果向当前任务发送信号或者当前任务被显式唤醒，该例程可能会提前返回。

当此函数返回时，当前任务状态保证为TASK\_RUNNING。

指定MAX\_SCHEDULE\_TIMEOUT的超时值将在无限制的超时下调度CPU。在这种情况下，返回将是MAX\_SCHEDULE\_TIMEOUT。

计时器已过期时返回0，否则返回以jiffies为单位的剩余时间。在所有情况下，返回保证为非负数。

### void msleep(unsigned int msecs)

即使有waitqueue中断也可以安全睡眠

**参数**

unsigned int msecs

睡眠时间（以毫秒为单位）

### unsigned long msleep\_interruptible(unsigned int msecs)

睡眠等待信号

**参数**

unsigned int msecs

睡眠时间（以毫秒为单位）

### void usleep\_range(unsigned long min, unsigned long max)

近似睡眠

**参数**

unsigned long min

最少的睡眠时间（以微秒为单位）

unsigned long max

最多的睡眠时间（以微秒为单位）

**说明**

在非原子环境下，如果确切的唤醒时间是灵活的，则应使用usleep\_range()而不是udelay()。睡眠通过避免CPU占用的忙等待来提高响应能力，而范围通过允许hrtimers利用已经调度的中断而不是仅为此睡眠而调度一个新的中断来降低功耗。

## 等待队列和唤醒事件

### int waitqueue\_active(struct wait\_queue\_head \*wq\_head)

无锁测试队列中是否有等待者

**参数**

struct 等待队列头\* wq\_head

要测试等待者的等待队列

**说明**

如果等待列表不为空，则返回true。

**注意**

此函数是无锁的，并且需要小心使用，错误的使用会导致零散且不明显的故障。

在持有wait\_queue\_head::lock的同时使用或用于带有额外smp\_mb()的唤醒时使用

CPU0 - 唤醒器CPU1 - 等待者

for (;;) {

cond = true; prepare\_to\_wait(wq\_head, wait, state); smp\_mb(); // smp\_mb() from set\_current\_state() if (waitqueue\_active(wq\_head)) if (cond)

wake\_up(wq\_head); break;

schedule();

} finish\_wait(wq\_head, wait);

如果没有明确的smp\_mb()，则可能会将waitqueue\_active()加载提升到cond存储器之上，以便我们在观察到空等待列表时，等待者可能不观察到cond。

还要注意，此“优化”是用一个spin\_lock()来交换一个smp\_mb()，（当锁没有竞争时），代价大约相同。

### bool wq\_has\_sleeper(struct wait\_queue\_head \*wq\_head)

检查是否有正在等待的进程

**参数**

struct 等待队列头\* wq\_head

等待队列头

**说明**

如果wq\_head有正在等待的进程，则返回true。

请参阅waitqueue\_active的注释。

### wait\_event

wait\_event(wq\_head，condition)

等待条件为真时睡眠

**参数**

wq\_head

要等待的等待队列

condition

用于等待事件的C表达式

**说明**

将进程放入睡眠状态（TASK\_UNINTERRUPTIBLE），直到条件计算为true。每次唤醒waitqueue wq\_head时都会检查条件。

更改可能改变等待条件结果的任何变量后都必须调用wake\_up()。

### wait\_event\_freezable

wait\_event\_freezable(wq\_head，condition)

睡眠（或冻结）直到条件成立

**参数**

wq\_head

要等待的等待队列

condition

用于等待事件的C表达式

**说明**

将进程放入睡眠状态（TASK\_INTERRUPTIBLE - 以减少系统负载），直到条件计算为true。每次唤醒waitqueue wq\_head时都会检查条件。

更改可能改变等待条件结果的任何变量后都必须调用wake\_up()。

### wait\_event\_timeout

wait\_event\_timeout(wq\_head，condition，timeout)

睡眠直到条件成立或超时

**参数**

wq\_head

要等待的等待队列

condition

用于等待事件的C表达式

timeout

循环周期（以jiffies为单位）

**说明**

将进程设置为睡眠状态（TASK\_UNINTERRUPTIBLE），直到条件计算为true。每次唤醒waitqueue wq\_head时都会检查条件。

更改可能改变等待条件结果的任何变量后都必须调用wake\_up()。

**返回**

如果在超时时间结束后条件计算为false，则返回0；如果在超时时间结束后条件计算为true，则返回1；如果在超时之前条件计算为true，则返回剩余的jiffies（至少为1）。

### wait\_event\_cmd

wait\_event\_cmd(wq\_head，condition，cmd1，cmd2)

睡眠直到条件为真

**参数**

wq\_head

要等待的等待队列

condition

用于等待事件的C表达式

cmd1

将在睡眠之前执行的命令

cmd2

将在睡眠之后执行的命令

**说明**

将进程放入睡眠状态（TASK\_UNINTERRUPTIBLE），直到条件计算为true。每次唤醒waitqueue wq\_head时都会检查条件。

更改可能改变等待条件结果的任何变量后都必须调用wake\_up()。

### wait\_event\_interruptible

wait\_event\_interruptible（wq\_head，condition）

睡眠直到条件为真或收到信号结束。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

**说明**

进程被置于睡眠状态（TASK\_INTERRUPTIBLE），直到条件为真或收到信号为止。每次唤醒等待队列（wq\_head）时都会检查条件是否满足。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

如果被信号中断则返回 -ERESTARTSYS，如果条件为真则返回 0。

### wait\_event\_interruptible\_timeout (wq\_head, condition, timeout)

睡眠直到条件为真或超时结束。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

timeout

超时时间（以jiffies为单位）。

**说明**

进程被置于睡眠状态（TASK\_INTERRUPTIBLE），直到条件为真或收到信号为止，每次唤醒等待队列（wq\_head）时都会检查条件是否满足。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

返回为 0 或 1，分别代表超时结束时条件是否满足。如果条件在超时前满足，则返回余下的jiffies，如果被信号中断则返回 -ERESTARTSYS。

### wait\_event\_hrtimeout (wq\_head, condition, timeout)

睡眠直到条件为真或超时结束。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

timeout

超时时间(以ktime\_t为单位）。

**说明**

进程被置于睡眠状态（TASK\_UNINTERRUPTIBLE），直到条件为真或收到信号为止，每次唤醒等待队列（wq\_head）时都会检查条件是否满足。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

返回为 0 或 -ETIME，分别代表条件是否满足和超时结束。

### wait\_event\_interruptible\_hrtimeout (wq, condition, timeout)

睡眠直到条件为真或超时结束。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

timeout

超时时间(以ktime\_t为单位）。

**说明**

进程被置于睡眠状态（TASK\_INTERRUPTIBLE），直到条件为真或收到信号为止，每次唤醒等待队列（wq）时都会检查条件是否满足。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

返回为 0，-ERESTARTSYS或 -ETIME，分别代表条件是否满足、如果被信号中断或超时结束。

### wait\_event\_idle (wq\_head, condition)

等待条件为真而不贡献系统负载。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

**说明**

进程被置于睡眠状态（TASK\_IDLE），直到条件为真，每次唤醒等待队列（wq\_head）时都会检查条件是否满足。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

### wait\_event\_idle\_exclusive (wq\_head, condition)

等待条件为真同时贡献系统负载。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

**说明**

进程被置于睡眠状态（TASK\_IDLE），直到条件为真。每次唤醒等待队列（wq\_head）时都会检查条件是否满足。

将进程加入带有 WQ\_FLAG\_EXCLUSIVE 标志的等待队列。因此，当其他进程等待相同的列表时，唤醒该进程时不会考虑其他进程。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

### wait\_event\_idle\_timeout (wq\_head, condition, timeout)

睡眠直到条件为真或超时结束，不贡献系统负载。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

timeout

超时时间（以jiffies为单位）。

**说明**

进程被置于睡眠状态（TASK\_IDLE），直到条件为真，每次唤醒等待队列（wq\_head）时都会检查条件是否满足。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

返回为 0 或 1，分别代表超时结束时条件是否满足。如果条件在超时前满足，则返回余下的jiffies。

### wait\_event\_idle\_exclusive\_timeout (wq\_head, condition, timeout)

睡眠直到条件为真或超时结束，贡献系统负载。

**参数**

wq\_head

等待队列头

condition

等待事件的C表达式条件

timeout

超时时间（以jiffies为单位）

**说明**

进程被置于睡眠状态（TASK\_IDLE），直到条件为真。每次唤醒等待队列（wq\_head）时都会检查条件是否满足。

将进程加入带有 WQ\_FLAG\_EXCLUSIVE 标志的等待队列。因此，当其他进程等待相同的列表时，唤醒该进程时不会考虑其他进程。

如果改变了任何可能改变等待条件结果的变量，则必须调用wake\_up()。

返回为 0 或 1，分别代表超时结束时条件是否满足。如果条件在超时前满足，则返回余下的jiffies。

### wait\_event\_interruptible\_locked

wait\_event\_interruptible\_locked (wq, condition)

等待直到条件为true

**参数**

wq

等待要等待的队列

条件

待等待事件的C表达式

**说明**

进程被置于睡眠(TASK\_INTERRUPTIBLE)状态，直到条件被评估为true或接收到信号。每次唤醒等待队列wq时都会检查条件。

必须在持有wq.lock的情况下调用此函数。当睡眠时，这个自旋锁会被解锁，但是在持有锁的情况下进行条件测试，并且当这个宏退出时，锁是被持有的。

锁使用spin\_lock()/spin\_unlock()函数锁定/解锁，这与它们在此宏外部锁定/解锁的方式必须匹配。

在更改可能改变等待条件结果的任何变量后必须调用wake\_up\_locked()。

如果被信号中断，则返回-ERESTARTSYS；如果条件评估为true，则返回0。

### wait\_event\_interruptible\_locked\_irq

wait\_event\_interruptible\_locked\_irq (wq, condition)

等待直到条件为true

**参数**

wq

等待要等待的队列

条件

待等待事件的C表达式

**说明**

进程被置于睡眠(TASK\_INTERRUPTIBLE)状态，直到条件被评估为true或接收到信号。每次唤醒等待队列wq时都会检查条件。

必须在持有wq.lock的情况下调用此函数。当睡眠时，这个自旋锁会被解锁，但是在持有锁的情况下进行条件测试，并且当这个宏退出时，锁是被持有的。

锁使用spin\_lock\_irq()/spin\_unlock\_irq()函数锁定/解锁，这与它们在此宏外部锁定/解锁的方式必须匹配。

在更改可能改变等待条件结果的任何变量后必须调用wake\_up\_locked()。

如果被信号中断，则返回-ERESTARTSYS；如果条件评估为true，则返回0。

### wait\_event\_interruptible\_exclusive\_locked

wait\_event\_interruptible\_exclusive\_locked (wq, condition)

独占睡眠直到条件为true

**参数**

wq

等待要等待的队列

条件

待等待事件的C表达式

**说明**

进程被置于睡眠(TASK\_INTERRUPTIBLE)状态，直到条件被评估为true或接收到信号。每次唤醒等待队列wq时都会检查条件。

必须在持有wq.lock的情况下调用此函数。当睡眠时，这个自旋锁会被解锁，但是在持有锁的情况下进行条件测试，并且当这个宏退出时，锁是被持有的。

锁使用spin\_lock()/spin\_unlock()函数锁定/解锁，这与它们在此宏外部锁定/解锁的方式必须匹配。

进程被放置在等待队列中，并设置WQ\_FLAG\_EXCLUSIVE标志，因此当其他进程在列表上等待时，如果唤醒了该进程，则不再考虑其他进程。

在更改可能改变等待条件结果的任何变量后必须调用wake\_up\_locked()。

如果被信号中断，则返回-ERESTARTSYS；如果条件评估为true，则返回0。

### wait\_event\_interruptible\_exclusive\_locked\_irq

wait\_event\_interruptible\_exclusive\_locked\_irq (wq, condition)

独占睡眠直到条件为true

**参数**

wq

等待要等待的队列

条件

待等待事件的C表达式

**说明**

进程被置于睡眠(TASK\_INTERRUPTIBLE)状态，直到条件被评估为true或接收到信号。每次唤醒等待队列wq时都会检查条件。

必须在持有wq.lock的情况下调用此函数。当睡眠时，这个自旋锁会被解锁，但是在持有锁的情况下进行条件测试，并且当这个宏退出时，锁是被持有的。

锁使用spin\_lock\_irq()/spin\_unlock\_irq()函数锁定/解锁，这与它们在此宏外部锁定/解锁的方式必须匹配。

进程被放置在等待队列中，并设置WQ\_FLAG\_EXCLUSIVE标志，因此当其他进程在列表上等待时，如果唤醒了该进程，则不再考虑其他进程。

在更改可能改变等待条件结果的任何变量后必须调用wake\_up\_locked()。

如果被信号中断，则返回-ERESTARTSYS；如果条件评估为true，则返回0。

### wait\_event\_killable

wait\_event\_killable（wq\_head，condition）

睡眠直到条件为真

**参数**

wq\_head

等待队列上等待

condition

等待事件的C表达式

**说明**

进程睡眠（TASK\_KILLABLE），直到条件求值为真或接收到信号。每次唤醒waitqueue wq\_head时都会检查条件。

在更改任何可能改变等待条件结果的变量后，必须调用wake\_up（）。

如果它被信号中断，则该函数将返回-ERESTARTSYS，如果条件求值为true，则返回0。

### wait\_event\_killable\_timeout

wait\_event\_killable\_timeout（wq\_head，condition，timeout）

睡眠直到条件为真或超时

**参数**

wq\_head

等待队列上等待

condition

等待事件的C表达式

timeout

按照滴答声超时

**说明**

进程睡眠（TASK\_KILLABLE），直到条件求值为真或收到kill信号。每次唤醒waitqueue wq\_head时都会检查条件。

在更改任何可能改变等待条件结果的变量后，必须调用wake\_up（）。

只有kill信号会中断此进程。

**返回**

如果在超时之后条件求值为false，则返回0，如果在超时之后条件求值为true，则返回1，如果在超时之前条件求值为true，则返回剩余的jiffies（至少为1），或者在被kill信号中断时返回-ERESTARTSYS。

只有kill信号会中断此进程。

### wait\_event\_lock\_irq\_cmd

wait\_event\_lock\_irq\_cmd（wq\_head，condition，lock，cmd）

睡眠直到条件为真。在锁下检查条件。预计使用已锁定。

**参数**

wq\_head

等待队列上等待

condition

等待事件的C表达式

lock

一个已锁定的spinlock\_t，在cmd和schedule（）之前和之后将被释放和重新获取。

cmd

在休眠之前在临界区外调用的命令

**说明**

进程被置于睡眠状态（TASK\_UNINTERRUPTIBLE）直到条件求值为真。每次唤醒waitqueue wq\_head时都会检查条件。

在更改任何可能改变等待条件结果的变量后，必须调用wake\_up（）。

预计在持有锁时调用此函数。在调用cmd和睡眠之前，锁被释放，并在之后重新获得。

### wait\_event\_lock\_irq

wait\_event\_lock\_irq（wq\_head，condition，lock）

睡眠直到条件为真。在锁下检查条件。预计使用已锁定。

**参数**

wq\_head

等待队列上等待

condition

等待事件的C表达式

lock

一个已锁定的spinlock\_t，在schedule（）之前和之后将被释放和重新获取。

**说明**

进程被置于睡眠状态（TASK\_UNINTERRUPTIBLE）直到条件求值为真。每次唤醒waitqueue wq\_head时都会检查条件。

在更改任何可能改变等待条件结果的变量后，必须调用wake\_up（）。

预计在持有锁时调用此函数。在睡眠之前释放锁并在之后重新获得。

### wait\_event\_interruptible\_lock\_irq\_cmd

wait\_event\_interruptible\_lock\_irq\_cmd（wq\_head，condition，lock，cmd）

睡眠直到条件为真。在锁下检查条件。预计使用已锁定。

**参数**

wq\_head

等待队列上等待

condition

等待事件的C表达式

lock

一个已锁定的spinlock\_t，在cmd和schedule（）之前和之后将被释放和重新获取。

cmd

在休眠之前在临界区外调用的命令

**说明**

进程被放入睡眠状态（TASK\_INTERRUPTIBLE），直到条件求值为真或收到信号。每次唤醒waitqueue wq\_head时都会检查条件。

在更改任何可能改变等待条件结果的变量后，必须调用wake\_up（）。

预计在持有锁时调用此函数。在调用cmd和睡眠之前，锁被释放，并在之后重新获得。

如果它被信号中断，则该宏将返回-ERESTARTSYS，如果条件求值为true，则返回0。

### wait\_event\_interruptible\_lock\_irq

wait\_event\_interruptible\_lock\_irq（wq\_head，condition，lock）

睡眠直到条件为真。在锁下检查条件。预计使用已锁定。

**参数**

wq\_head

等待队列上等待

condition

等待事件的C表达式

lock

一个已锁定的spinlock\_t，在schedule（）之前和之后将被释放和重新获取。

**说明**

进程被放入睡眠状态（TASK\_INTERRUPTIBLE），直到条件求值为true或收到信号。每次唤醒waitqueue wq\_head时都会检查条件。

在更改任何可能改变等待条件结果的变量后，必须调用wake\_up（）。

这个应该在保持锁的同时调用。在睡眠之前放下锁，之后重新获取。

如果被信号中断，宏将返回-ERESTARTSYS，如果条件评估为真，则返回0。

### wait\_event\_interruptible\_lock\_irq\_timeout

wait\_event\_interruptible\_lock\_irq\_timeout（wq\_head，condition，lock，timeout）

睡眠，直到条件为真或超时。该条件在锁下检查。这预计在获取锁时调用。

**参数**

wq\_head

要等待的等待队列

condition

要等待的事件的C表达式

lock

已锁定的spinlock\_t，将在schedule（）之前释放并重新获取。

超时

超时，在jiffies中

**说明**

将进程置于睡眠状态（TASK\_INTERRUPTIBLE），直到条件评估为真或接收到信号。每次唤醒waitqueue wq\_head时都会检查条件。

在更改可能改变等待条件结果的任何变量后，必须调用wake\_up（）。

这个应该在保持锁的同时调用。在睡眠之前放下锁，之后重新获取。

如果超时已过，则函数返回0，如果由信号中断，则返回-ERESTARTSYS，否则返回调用时剩余的jiffies（如果在超时之前评估为true）。

### void \_\_wake\_up（struct wait\_queue\_head \* wq\_head，unsigned int mode，int nr\_exclusive，void \* key）

叫醒在等待队列上阻塞的线程。

**参数**

待等待的等待队列 \* wq\_head

mode

哪些线程

nr\_exclusive

唤醒一个或唤醒多个线程的数量

键

直接传递给唤醒函数

**说明**

如果此函数唤醒任务，它将在访问任务状态之前执行完整的内存屏障。

### void \_\_wake\_up\_sync\_key（struct wait\_queue\_head \* wq\_head，unsigned int mode，void \* key）

叫醒在等待队列上阻塞的线程。

**参数**

待等待的等待队列 \* wq\_head

mode

哪些线程

键

要传递给唤醒目标的不透明值

**说明**

同步唤醒不同之处在于唤醒程序知道它很快就会执行调度，因此尽管唤醒目标线程，但不会将其迁移到另一个CPU-即两个线程彼此“同步”。这可以避免CPU之间不必要的反弹。

在UP上它可以防止额外的抢占。

如果此函数唤醒任务，它将在访问任务状态之前执行完整的内存屏障。

### void finish\_wait（struct wait\_queue\_head \* wq\_head，struct wait\_queue\_entry \* wq\_entry）

在队列中等待后进行清理

**参数**

等待等待的等待队列 \* wq\_head

等待说明符

**说明**

如果仍在队列中则将当前线程设置回运行状态并删除给定等待队列中的等待说明符。

## 高分辨率计时器

### ktime\_t ktime\_set（const s64 secs，const unsigned long nsecs）

从秒/纳秒值设置ktime\_t变量

**参数**

**const s64 sec**

要设置的秒

**const unsigned long nsecs**

要设置的纳秒

**返回**

值的ktime\_t表示。

### int ktime\_compare（const ktime\_t cmp1，const ktime\_t cmp2）

比较两个ktime\_t变量大小

**const ktime\_t cmp1**

可以比较1

**const ktime\_t cmp2**

可比较2

**返回**

…

cmp1 <cmp2返回 <0 ；cmp1 == cmp2返回 0 ；cmp1> cmp2返回> 0

### bool ktime\_after（const ktime\_t cmp1，const ktime\_t cmp2）

比较ktime\_t值是否大于另一个值。

**参数**

**const ktime\_t cmp1**

可以比较1

**const ktime\_t cmp2**

可比较2

**返回**

如果cmp1发生在cmp2之后，则为true。

### bool ktime\_before（const ktime\_t cmp1，const ktime\_t cmp2）

比较ktime\_t值是否小于另一个值。

**参数**

**const ktime\_t cmp1**

可以比较1

**const ktime\_t cmp2**

可比较2

**返回**

如果cmp1比cmp2先发生，则为true。

### bool ktime\_to\_timespec\_cond（const ktime\_t kt，struct timespec \* ts）

仅在变量包含数据的情况下将ktime\_t变量转换为timespec格式

**参数**

const ktime\_t kt

要转换的ktime\_t变量

struct timespec \* ts

将结果存储在的timespec变量

**返回**

如果成功转换，则为true，如果kt为0，则为false。

### bool ktime\_to\_timespec64\_cond（const ktime\_t kt，struct timespec64 \* ts）

仅在变量包含数据的情况下将ktime\_t变量转换为timespec64格式

**参数**

const ktime\_t kt

要转换的ktime\_t变量

struct timespec \* ts

将结果存储在的timespec变量

**返回**

如果成功转换，则为真，如果kt为0，则为假。

struct hrtimer

基本的hrtimer结构

**定义**

struct hrtimer {

struct timerqueue\_node node;

ktime\_t \_softexpires;

enum hrtimer\_restart (\*function)(struct hrtimer \*);

struct hrtimer\_clock\_base \*base;

u8 state;

u8 is\_rel;

u8 is\_soft;

};

**成员**

node

时间队列节点，还管理node.expires，即hrtimers内部表示中的绝对到期时间。该时间与计时器所基于的时钟有关。通过将松弛度添加到\_softexpires值来设置。对于非范围计时器，与\_softexpires相同。

\_softexpires

hrtimer的绝对最早过期时间。定时器被装备时给定的过期时间。

function

计时器过期回调函数

base

指向定时器基准（每个CPU和每个时钟）的指针

state

状态信息（见上面的位值）

is\_rel

如果定时器是相对装备的，则设置

is\_soft

如果hrtimer将在软中断上下文中过期，则设置。

**说明**

hrtimer结构必须通过hrtimer\_init()进行初始化

### struct hrtimer\_sleeper

简单的休眠结构

**定义**

struct hrtimer\_sleeper {

struct hrtimer timer;

struct task\_struct \*task;

};

**成员**

timer

嵌入式计时器结构

task

要唤醒的任务

**说明**

当计时器过期时，将任务设置为NULL。

### struct hrtimer\_clock\_base

特定时钟的计时器基准

**定义**

struct hrtimer\_clock\_base {

struct hrtimer\_cpu\_base \*cpu\_base;

unsigned int index;

clockid\_t clockid;

seqcount\_raw\_spinlock\_t seq;

struct hrtimer \*running;

struct timerqueue\_head active;

ktime\_t(\*get\_time)(void);

ktime\_t offset;

};

**成员**

cpu\_base

每个CPU时钟基准

index

用于per\_cpu支持时将计时器移动到另一个CPU上的时钟类型索引。

clockid

用于per\_cpu支持的时钟ID

seq

\_\_run\_hrtimer周围的seqcount

running

指向当前正在运行的hrtimer的指针

active

用于活动计时器的红黑树根节点

get\_time

检索时钟当前时间的函数

offset

此时钟相对于单调基准的偏移量

### struct hrtimer\_cpu\_base

每个CPU时钟基准

**定义**

struct hrtimer\_cpu\_base {

raw\_spinlock\_t lock;

unsigned int cpu;

unsigned int active\_bases;

unsigned int clock\_was\_set\_seq;

unsigned int hres\_active : 1,in\_hrtirq : 1,hang\_detected : 1,softirq\_activated : 1;

#ifdef CONFIG\_HIGH\_RES\_TIMERS;

unsigned int nr\_events;

unsigned short nr\_retries;

unsigned short nr\_hangs;

unsigned int max\_hang\_time;

#endif;

ktime\_t expires\_next;

struct hrtimer \*next\_timer;

ktime\_t softirq\_expires\_next;

struct hrtimer \*softirq\_next\_timer;

struct hrtimer\_clock\_base clock\_base[HRTIMER\_MAX\_CLOCK\_BASES];

};

**成员**

lock

保护基准和关联时钟基准和计时器的锁

CPU

CPU编号

active\_bases

用于标记具有活动计时器的基准的位域

clock\_was\_set\_seq

时钟被设置事件的序列计数器

hres\_active

高分辨率模式的状态

in\_hrtirq

hrtimer\_interrupt()当前正在执行

hang\_detected

最后一个hrtimer中断检测到挂起

softirq\_activated

如果引发了softirq，则显示-然后不需要更新与softirq相关的设置。

nr\_events

hrtimer中断事件的总数

nr\_retries

hrtimer中断重试的总数

nr\_hangs

hrtimer中断挂起的总数

max\_hang\_time

在hrtimer\_interrupt中花费的最长时间

expires\_next

下一个事件的绝对时间，对于远程hrtimer入队是必需的；它是总的第一个到期时间（硬件和软件hrtimer都会考虑在内）

next\_timer

指向第一个到期计时器的指针

softirq\_expires\_next

检查软队列是否也需要过期的时间

softirq\_next\_timer

指向第一个即将到期的基于softirq的计时器的指针

clock\_base

此CPU的时钟基准数组

**注**

next\_timer仅是\_\_remove\_hrtimer()的优化。

不要解引用指针，因为它在跨CPU删除时不是可靠的。

### hrtimer\_start

void hrtimer\_start(struct hrtimer \*timer, ktime\_t tim, const enum hrtimer\_mode mode)

重新启动hrtimer

**参数**

struct hrtimer \*timer

要添加的计时器

ktime\_t tim

到期时间

const enum hrtimer\_mode mode

计时器模式绝对（HRTIMER\_MODE\_ABS）或相对（HRTIMER\_MODE\_REL），以及固定（HRTIMER\_MODE\_PINNED）；软中断基础模式仅用于调试目的！

### void hrtimer\_start( struct [hrtimer](https://www.kernel.org/doc/html/v4.19/driver-api/basics.html" \l "c.hrtimer" \o "计时器) \*  timer , ktime\_t  tim , const enum hrtimer\_mode  mode )

（重新）启动一个 hrtimer

**参数**

struct hrtimer \* timer

要添加的定时器

ktime\_t tim

到期时间

const enum hrtimer\_mode mode

定时器模式：绝对（HRTIMER\_MODE\_ABS）或相对（HRTIMER\_MODE\_REL），以及固定（HRTIMER\_MODE\_PINNED）；基于软中断的模式仅用于调试目的！

### u64 hrtimer\_forward\_now(struct hrtimer \*timer, ktime\_t interval)

延迟计时器过期时间，使其在n之后过期

**参数**

struct hrtimer \*timer

要延迟计时器过期时间

ktime\_t interval

要延迟的时间

**说明**

推迟计时器到期时间，使其在hrtimer时钟基准的当前时间之后过期。返回超限次数。

可以安全地从定时器的回调函数中调用。如果从其他上下文中调用定时器，则定时器既不能在队列中，也不能在运行回调函数，调用者需要注意序列化。

**注意**

这仅更新计时器到期值，而不重新排队计时器。

### u64 hrtimer\_forward(struct hrtimer \*timer, ktime\_t now, ktime\_t interval)

延迟计时器过期时间

**参数**

struct hrtimer \*timer

要延迟计时器过期时间

ktime\_t now

向前调整此时间

ktime\_t interval

要延迟的时间

**说明**

推迟计时器到期时间，使其在将来过期。返回超限次数。

可以安全地从定时器的回调函数中调用。如果从其他上下文中调用定时器，则定时器既不能在队列中，也不能在运行回调函数，调用者需要注意序列化。

**注意**

这仅更新计时器到期值，而不重新排队计时器。

### void hrtimer\_start\_range\_ns(struct hrtimer \*timer, ktime\_t tim, u64 delta\_ns, const enum hrtimer\_mode mode)

重新启动hrtimer

**参数**

struct hrtimer \*timer

要添加的计时器

ktime\_t tim

到期时间

u64 delta\_ns

计时器的“松动”范围

const enum hrtimer\_mode mode

计时器模式绝对（HRTIMER\_MODE\_ABS）或相对（HRTIMER\_MODE\_REL），以及固定（HRTIMER\_MODE\_PINNED）；软中断基础模式仅用于调试目的！

### int hrtimer\_try\_to\_cancel（struct hrtimer \*timer）

尝试停止计时器

**参数**

struct hrtimer \* timer

要停止的高精度计时器

**返回**

当计时器未激活时返回0

当计时器已激活时返回1

当计时器正在执行回调函数且无法停止时返回-1

### int hrtimer\_cancel（struct hrtimer \*timer）

取消计时器并等待处理程序完成。

**参数**

struct hrtimer \* timer

要取消的计时器

**返回**

当未激活计时器时返回0，当计时器已激活时返回1

### ktime\_t \_\_hrtimer\_get\_remaining（const struct hrtimer \* timer, bool adjust）

获取计时器的剩余时间

**参数**

const struct hrtimer \* timer

要读取的计时器

bool adjust

当CONFIG\_TIME\_LOW\_RES = y时，调整相对计时器

### void hrtimer\_init（struct hrtimer \* timer，clockid\_t clock\_id，enum hrtimer\_mode mode）

将计时器初始化到给定时钟

**参数**

struct hrtimer \* timer

要初始化的计时器

clockid\_t clock\_id

要使用的时钟

enum hrtimer\_mode mode

与初始化相关的模式HRTIMER\_MODE\_ABS，HRTIMER\_MODE\_REL，HRTIMER\_MODE\_ABS\_SOFT，HRTIMER\_MODE\_REL\_SOFT

**说明**

以上的PINNED变体可以被传递，但是当hrtimer启动时会忽略固定位的设置。

### int schedule\_hrtimeout\_range（ktime\_t \* expires，u64 delta，const enum hrtimer\_mode mode）

等待超时

**参数**

ktime\_t \* expires

超时值（ktime\_t）

u64 delta

过期超时的松弛度（ktime\_t）

enum型hrtimer\_mode mode

计时器模式

**说明**

使当前任务睡眠，直到给定的到期时间已经过去。该程序将立即返回，除非已设置当前任务状态（请参见set\_current\_state（））。

delta参数使内核可以在既节能又高效的时间内调度实际的唤醒操作。内核为“expires + delta”提供正常的尽力而为的行为，但可以决定更早地触发计时器，但不会超过到期时间。

您可以通过以下方式设置任务状态 -

TASK\_UNINTERRUPTIBLE-除非当前任务被显示唤醒（例如通过wake\_up\_process（）），否则至少保证超时时间已过去。

TASK\_INTERRUPTIBLE-如果信号已传递到当前任务或当前任务已被明确唤醒，则可能早些时候返回。

当此例程返回时，当前任务状态保证为TASK\_RUNNING。

当计时器已过期时返回0。如果任务在计时器过期之前被信号唤醒（仅在TASK\_INTERRUPTIBLE状态下可能），或者被显式唤醒，则返回-EINTR。

### int schedule\_hrtimeout（ktime\_t \* expires，const enum hrtimer\_mode mode）

等待超时

**参数**

ktime\_t \* expires

超时值（ktime\_t）

const enum hrtimer\_mode mode

计时器模式

**说明**

使当前任务睡眠，直到给定的到期时间已经过去。该程序将立即返回，除非已设置当前任务状态（请参见set\_current\_state（））。

您可以通过以下方式设置任务状态 -

TASK\_UNINTERRUPTIBLE-除非当前任务被唤醒（例如通过wake\_up\_process（）），否则至少保证超时时间已过去。

TASK\_INTERRUPTIBLE-如果信号已传递到当前任务或当前任务已被明确唤醒，则可能早些时候返回。

当此例程返回时，当前任务状态保证为TASK\_RUNNING。

当计时器已过期时返回0。如果任务在计时器过期之前被信号（仅在STATE\_INTERRUPTIBLE状态下可能）或显式唤醒唤醒，则返回-EINTR。

## 工作队列和Kevents

### struct workqueue\_attrs

工作队列属性的结构 。

**定义**

struct workqueue\_attrs {

int nice;

cpumask\_var\_t cpumask;

bool no\_numa;

};

**成员**

nice

优美水平

cpumask

允许使用的CPU

no\_numa

禁用NUMA亲和性

与其他字段不同，no\_numa不是worker\_pool的属性。它仅修改apply\_workqueue\_attrs（）如何选择池，因此不参与池哈希计算或相等性比较。

**说明**

这可以用于更改未绑定工作队列的属性。

### work\_pending（work）

找出工作项当前是否待处理

**参数**

work

所考虑的工作项

### delayed\_work\_pending（w）

查找可延迟的工作项当前是否待处理

**参数**

w

所考虑的工作项

### alloc\_workqueue（fmt，flags，max\_active，args ...）

分配工作队列

**参数**

fmt

工作队列名称的printf格式

flags

WQ\_\*标志

max\_active

最大的正在飞行的工作项，0为默认

args ...

用于格式的一些参数

**说明**

使用指定参数分配工作队列。有关WQ\_\*标志的详细信息，请参见Documentation / core-api / workqueue.rst。

\_\_lock\_name宏的舞蹈是为了保证单个lock\_class\_key不会以不同的名称结束，这在lockdep中是不允许的。

**返回**

成功时返回分配的工作队列指针，失败时返回NULL。

### alloc\_ordered\_workqueue（fmt，flags，args ...）

分配有序工作队列

**参数**

fmt

工作队列名称的printf格式

flags

WQ\_\*标志（仅WQ\_FREEZABLE和WQ\_MEM\_RECLAIM有意义）

args...

args for fmt

**说明**

分配有序的工作队列。有序工作队列按照排队顺序最多同时执行一个工作项。它们作为无限制工作队列实现，最大活动度为1。

**返回**

成功时指向分配的工作队列的指针，失败时为NULL。

### bool queue\_work(struct workqueue\_struct \* wq, struct work\_struct \* work)

在工作队列上排队工作

**参数**

struct workqueue\_struct \* wq

要使用的工作队列

struct work\_struct \* work

要排队的工作

**说明**

如果工作已经在队列中，返回false，否则返回true。

我们将工作排队到提交它的CPU上，但如果该CPU出现故障，它可以由另一个CPU处理。

### bool queue\_delayed\_work(struct workqueue\_struct \* wq, struct delayed\_work \* dwork, unsigned long delay)

在延迟后将工作排队到工作队列上

**参数**

struct workqueue\_struct \* wq

要使用的工作队列

struct delayed\_work \* dwork

可延迟工作要排队

unsigned long delay

在排队之前等待的节拍数

**说明**

相当于queue\_delayed\_work\_on()，但尝试使用本地CPU。

### bool mod\_delayed\_work( struct workqueue\_struct \*  wq , struct delayed\_work \*  dwork , unsigned long  delay )

修改延迟或排队延迟的工作

**参数**

struct workqueue\_struct \* wq

要使用的工作队列

struct delayed\_work \* dwork

工作排队

unsigned long delay

排队前等待的jiffies数

**说明**

[mod\_delayed\_work\_on()](https://www.kernel.org/doc/html/v4.19/driver-api/basics.html" \l "c.mod_delayed_work_on" \o "mod_delayed_work_on)在本地 CPU 上。

### bool schedule\_work\_on(int cpu, struct work\_struct \* work)

将工作任务放在特定的CPU上

**参数**

int cpu

要放置工作任务的CPU

struct work\_struct \* work

要完成的工作

**说明**

这将一个作业放在特定的CPU上。

### bool schedule\_work(struct work\_struct \* work)

将工作任务放入全局工作队列

**参数**

struct work\_struct \* work

要完成的工作

**说明**

如果work已经在内核全局工作队列中排队，则返回false，否则返回true。

如果作业已经排队，它将保留在内核全局工作队列的同一位置中；如果未排队，则将其放在内核全局工作队列中。

### void flush\_scheduled\_work(void)

确保任何计划的工作都完成。

**参数**

void

无参数

**说明**

强制执行内核全局工作队列，并阻塞直到其完成。

在调用此函数之前请三思！如果您不很小心，很容易陷入困境。

其中之一是当前在工作队列上的工作项需要获取由您的代码或其调用者持有的锁。

您的代码正在工作例程的上下文中运行。

当发生这些情况时，它们将由lockdep检测到，但第一个可能不会经常发生。这取决于工作队列上有什么工作项以及它们需要什么锁，这是您无法控制的。

在大多数情况下，刷新整个工作队列是过度的；您仅需要知道特定的工作项是否已排队并且未运行。在这种情况下，应使用cancel\_delayed\_work\_sync()或cancel\_work\_sync()。

### bool schedule\_delayed\_work\_on(int cpu, struct delayed\_work \* dwork, unsigned long delay)

延迟后将工作排队到全局工作队列上的CPU

**参数**

int cpu

要使用的CPU

struct delayed\_work \* dwork

要完成的工作

unsigned long delay

等待的节拍数

**说明**

等待一段时间后，在指定的CPU上将作业放入内核全局工作队列。

### bool schedule\_delayed\_work(struct delayed\_work \* dwork, unsigned long delay)

在延迟后将工作任务放入全局工作队列

**参数**

struct delayed\_work \* dwork

要完成的工作

unsigned long delay

要等待的节拍数，为0表示立即执行

**说明**

等待一段时间后，在内核全局工作队列中放置作业。

### bool queue\_work\_on(int cpu, struct workqueue\_struct \* wq, struct work\_struct \* work)

在特定CPU上排队工作

**参数**

int cpu

要执行工作的CPU号

struct workqueue\_struct \* wq

要使用的工作队列

struct work\_struct \* work

要排队的工作

**说明**

我们将工作排队到特定的CPU上，调用者必须确保它不会消失。

**返回**

如果work已经在队列上，则返回false，否则返回true。

### bool queue\_delayed\_work\_on(int CPU，struct workqueue\_struct \* wq，struct delayed\_work \* dwork，unsigned long delay)

在延迟后将工作排队到特定CPU上

**参数**

int cpu

要执行工作的CPU号

struct workqueue\_struct \* wq

要使用的工作队列

struct delayed\_work \* dwork

要排队的作业

unsigned long delay

在排队之前等待的节拍数

**返回**

如果work已经在队列上，则返回false，否则返回true。如果延迟为零且dwork处于空闲状态，则将立即调度它。

### bool mod\_delayed\_work\_on(int cpu, struct workqueue\_struct \* wq, struct delayed\_work \* dwork, unsigned long delay)

修改或在特定CPU上排队延迟工作

**参数**

int cpu

要执行工作的CPU号

struct workqueue\_struct \* wq

要使用的工作队列

struct delayed\_work \* dwork

要排队的工作

unsigned long delay

在排队之前等待的节拍数

**说明**

如果dwork处于空闲状态，则相当于queue\_delayed\_work\_on()；否则，修改dwork的计时器，以便在延迟之后到期。如果延迟为零，则无论其当前状态如何，都保证立即调度work。

如果dwork空闲并排队，返回false；如果dwork挂起且其计时器被修改，返回true。此函数可在任何上下文中调用，包括IRQ处理程序。有关详细信息，请参阅try\_to\_grab\_pending()。

### bool queue\_rcu\_work(struct workqueue\_struct \* wq，struct rcu\_work \* rwork)

在RCU优雅周期后排队工作。

**参数**

struct workqueue\_struct\* wq

要使用的工作队列

struct rcu\_work \* rwork

要排队的工作

如果rwork已挂起，则返回false；否则返回true。请注意，仅在返回true后才能保证完整的RCU优雅周期。当返回false时，rwork保证在执行之后被执行，但执行可能在完整的RCU优雅周期之前发生。

### void flush\_workqueue(struct workqueue\_struct\* wq)

确保任何已预定的工作已运行到完成。

**参数**

struct workqueue\_struct \* wq

要刷新的工作队列

**说明**

此函数睡眠，直到在入口排队的所有工作项已完成执行，但不会被新的传入项锁定。

### void drain\_workqueue(struct workqueue\_struct \* wq)

排空工作队列

**参数**

struct workqueue\_struct \* wq

要排空的工作队列

**说明**

等待工作队列变为空。在排空过程中，仅允许链队列。即，只有当前挂起或正在运行的工作项wq才能在其中排队。重复刷新wq直到其为空。清洁的次数由链接深度决定，应相对较短。如果太久，请发出警报。

### bool flush**\_**work(struct work\_struct \* work)

等待工作完成执行最后一个队列实例

**参数**

struct work\_struct \* work

要刷新的工作

**说明**

等待work完成执行。如果自flush开始以来未重新排队，则在返回时保证work处于空闲状态。

如果已空闲，则返回false；如果等待了工作的完成执行，则返回true。

### bool cancel\_work\_sync(struct work\_struct \* work)

取消工作并等待其完成

**参数**

struct work\_struct \* work

要取消的工作

**说明**

取消work并等待其执行完成。即使工作自行重新排队或迁移到其他工作队列，也可以使用此函数。从此函数返回时，work保证在任何CPU上都不是挂起或正在执行。

不得使用cancel\_work\_sync（delayed\_work->work）用于延迟的工作。请改用cancel\_delayed\_work\_sync()。

调用者必须确保在此函数返回之前，上次排队work的工作队列不能被销毁。

如果work已挂起，则返回true；否则返回false。

### bool flush**\_**delayed\_work(struct delayed\_work \* dwork)

等待dwork完成执行最后一个队列

**参数**

struct delayed\_work \* dwork

要刷新的延迟工作

**说明**

取消延迟计时器，并将挂起的工作项排队以进行立即执行。与flush\_work（）类似，此函数仅考虑dwork的最后一个排队实例。

如果已空闲，则返回false；如果等待了工作的完成执行，则返回true。

### bool flush\_rcu\_work(struct rcu\_work \* rwork)

等待rwork完成执行最后一个队列

**参数**

struct rcu\_work \* rwork

要刷新的rcu工作

如果已空闲，则返回false；如果等待了工作的完成执行，则返回true。

### bool cancel\_delayed\_work(struct delayed\_work \* dwork)

取消延迟工作

**参数**

struct delayed\_work \* dwork

要取消的延迟工作

**说明**

取消挂起的延迟工作。

如果dwork挂起并被取消，则返回true；如果没有挂起，则返回false。

注在返回时，工作回调函数可能仍在运行，除非它返回true并且工作不重新启用。显式刷新或使用cancel\_delayed\_work\_sync（）等待它。

此函数可在任何上下文中调用，包括IRQ处理程序。

### bool cancel\_delayed\_work\_sync(struct delayed\_work \* dwork)

取消延迟工作并等待其完成

**参数**

struct delayed\_work \* dwork

要取消的延迟工作

**说明**

这是延迟工作的cancel\_work\_sync（）。

如果dwork已挂起，则返回true；否则返回false。

### int execute\_in\_process\_context(work\_func\_t fn, struct execute\_work \* ew)

可靠地使用用户上下文执行例程

**参数**

work\_func\_t fn

要执行的函数

struct execute\_work \* ew

用于执行工作结构的保证存储（工作执行时必须可用）

**说明**

如果有进程上下文可用，则立即执行函数；否则，将函数计划为延迟执行。

**返回**

0-函数已执行

1-函数已安排执行

### int apply\_workqueue\_attrs(struct workqueue\_struct \* wq, const struct workqueue\_attrs \* attrs)

将新的workqueue\_attrs应用于未绑定的工作队列

**参数**

struct workqueue\_struct \* wq

目标工作队列

const struct workqueue\_attrs \* attrs

要应用的workqueue\_attrs，使用alloc\_workqueue\_attrs（）分配

**说明**

将attrs应用于未绑定的工作队列wq。除非禁用，在NUMA机器上，此功能将为具有属于attrs->cpumask的可能性CPU的每个NUMA节点映射单独的pwq，以便工作项与其发出的NUMA节点相匹配。更早的pwq将随着正在进行的工作项完成而释放。请注意，重复将自己排队回到back-to-back的工作项将留在其当前的pwq上。

执行GFP\_KERNEL分配。

成功返回0，失败返回-errno。

### void destroy\_workqueue(struct workqueue\_struct \* wq)

安全地终止一个工作队列。

**参数**

struct workqueue\_struct \* wq

目标工作队列

**说明**

安全地销毁一个工作队列。所有当前挂起的工作将被完成。

### void workqueue\_set\_max\_active(struct workqueue\_struct \* wq, int max\_active)

调整工作队列的max\_active

**参数**

struct workqueue\_struct \* wq

目标工作队列

int max\_active

新的max\_active值。

**说明**

将wq的max\_active设置为max\_active。

**上下文**

不要从IRQ上下文调用。

### struct work\_struct \* current\_work(void)

检索当前任务的工作struct

**参数**

无参数

**说明**

确定当前任务是否是工作队列的工作线程以及它正在执行的任务。有助于找出当前任务正在运行的上下文。

**返回**

如果当前任务是工作队列的工作线程，则返回工作struct ，否则返回NULL。

### bool workqueue\_congested(int cpu, struct workqueue\_struct \* wq)

测试工作队列是否拥堵

**参数**

int cpu

所需CPU

struct workqueue\_struct \* wq

目标工作队列

**说明**

测试wq的CPU工作队列是否拥堵。该函数周围没有同步，测试结果不可靠，仅用于提供提示或调试。

如果cpu是WORK\_CPU\_UNBOUND，则在本地CPU上执行测试。请注意，每个CPU和无绑定的工作队列都可能与多个具有单独拥堵状态的pool\_workqueues相关联。一个工作队列在一个CPU上拥堵并不意味着该工作队列在其他CPU / NUMA节点上也被争用。

**返回**

如果拥堵，则为true，否则为false。

### unsigned int work\_busy(struct work\_struct \* work)

测试工作当前是否挂起或正在运行

**参数**

struct work\_struct \* work

要测试的工作

**说明**

测试work当前是否挂起或正在运行。该函数周围没有同步，测试结果不可靠，仅用于提供提示或调试。

**返回**

OR的WORK\_BUSY\_\*位掩码。

### void set\_worker\_desc(const char \* fmt, ...)

为当前工作项设置说明

**参数**

const char \* fmt

printf样式的格式字符串

...

格式字符串的参数

**说明**

可以由运行中的工作函数调用此函数来说明工作项的内容。如果工作任务被转储，则将一起打印此信息以帮助调试。说明最多可以为WORKER\_DESC\_LEN，包括尾随的'0'。

### long work\_on\_cpu(int cpu, long (\*fn) (void \*, void \* arg)

在特定的cpu上以线程上下文运行函数

**参数**

int cpu

要运行的CPU

long (\*)(void \*) fn

要运行的函数

void \* arg

该函数的参数

**说明**

由调用者负责确保CPU不会下线。调用者不得持有任何锁，这些锁会阻止fn完成。

**返回**

fn返回的值。

### long work\_on\_cpu\_safe(int cpu, long (\*fn) (void \*, void \* arg)

在特定的CPU上以线程上下文运行函数

**参数**

int cpu

要运行的CPU

long (\*)(void \*) fn

要运行的函数

void \* arg

函数参数

**说明**

禁用CPU热插拔并调用work\_on\_cpu()。调用者不得持有任何锁，这些锁将阻止fn完成。

**返回**

fn返回的值。

## 内部函数

### int wait\_task\_stopped(struct wait\_opts \*wo, int ptrace, struct task\_struct \*p)

等待TASK\_STOPPED或TASK\_TRACED

**参数**

struct wait\_opts \*wo

等待选项

int ptrace

等待ptrace

struct task\_struct \*p

要等待的任务

**说明**

处理p的sys\_wait4()工作，状态为TASK\_STOPPED或TASK\_TRACED。

**上下文**

read\_lock(tasklist\_lock)，如果返回为非零，则释放，grabs并释放p->sighand->siglock。

**返回**

如果等待条件不存在，则返回0，搜索其他等待条件应继续。非零返回，返回-errno表示失败，并且返回p的pid表示成功，意味着tasklist\_lock已释放，等待条件搜索应终止。

### bool task\_set\_jobctl\_pending(struct task\_struct \*task, unsigned long mask)

设置作业控制挂起位

**参数**

struct task\_struct \*task

目标任务

unsigned long mask

要设置的挂起位

**说明**

从task->jobctl清除掩码。mask必须是JOBCTL\_PENDING\_MASK | JOBCTL\_STOP\_CONSUME | JOBCTL\_STOP\_SIGMASK | JOBCTL\_TRAPPING的子集。如果设置了停止signo，则清除现有的signo。如果任务已被杀死或退出，则此函数会成为noop。

**上下文**

必须使用task->sighand->siglock调用。

**返回**

如果设置了掩码，则为true，如果任务正在死亡，则为false。

### void task\_clear\_jobctl\_trapping(struct task\_struct \*task)

清除作业控制陷阱位

**参数**

struct task\_struct \*task

目标任务

**说明**

如果设置了JOBCTL\_TRAPPING，则ptracer正在等待我们进入TRACED。清除并唤醒ptracer。请注意，我们不需要任何其他锁定。 task->siglock保证task->parent指向ptracer。

**上下文**

必须使用task->sighand->siglock调用。

### void task\_clear\_jobctl\_pending(struct task\_struct \*任务，unsigned long 掩码)

清除任务控制作业等待标志位

**参数**

struct task\_struct \*任务

目标任务

unsigned long 掩码

待清除的等待标志位

**说明**

从任务->jobctl中清除掩码。 掩码必须是JOBCTL\_PENDING\_MASK的子集。 如果正在清除JOBCTL\_STOP\_PENDING，则其他STOP位将一起清除。

如果清除掩码后没有停止或陷阱等待，此函数将调用task\_clear\_jobctl\_trapping（）。

**环境**

必须在持有task->sighand->siglock的情况下调用。

### bool task\_participate\_group\_stop(struct task\_struct \*task)

参与组停止

**参数**

struct task\_struct \*task

参与组停止的任务

**说明**

任务已设置JOBCTL\_STOP\_PENDING，并且正在参与组停止。 如果设置了JOBCTL\_STOP\_CONSUME，则清除组停止状态并使用组停止计数。 如果消耗完成组停止，则将设置适当的SIGNAL\_\*标志。

**上下文**

必须在持有task->sighand->siglock的情况下调用。

**返回**

如果应通知父项完成组停止，则返回true；否则返回false。

### void ptrace\_trap\_notify(struct task\_struct \*t)

安排陷阱通知ptracer

**参数**

struct task\_struct \*t

要通知的被跟踪者

**说明**

该函数安排了一个粘性的ptrace陷阱，该陷阱在下一个TRAP\_STOP时被清除，以通知ptracer事件。 t必须已被ptracer扣押。

如果t正在运行，则将执行STOP陷阱。 如果被救为停止并且ptracer正在侦听事件，则唤醒跟踪器以便它可以重新为新事件捕获。 如果受到其他陷阱的困扰，则STOP陷阱将在PTRACE\_CONT完成现有陷阱后最终被执行而不返回到用户空间。

**上下文**

必须在持有task->sighand->siglock的情况下调用。

### void do\_notify\_parent\_cldstop(struct task\_struct \*tsk，bool for\_ptracer，int why)

通知父项已停止/继续状态更改

**参数**

struct task\_struct \*tsk

报告状态更改的任务

bool for\_ptracer

通知是针对ptracer的

int why

CLD\_{CONTINUED | STOPPED | TRAPPED}进行报告

**说明**

通知tsk的父项已更改已停止/继续状态。 如果for\_ptracer为false，则tsk的组长通知其真正的父项。 如果为true，则tsk向tsk->parent报告，应该是ptracer。

**上下文**

必须在tasklist\_lock至少读取锁定的情况下调用。

### bool do\_signal\_stop(int signr)

处理SIGSTOP和其他停止信号的组停止

**参数**

int signr

引起组停止的信号

**说明**

如果尚未设置JOBCTL\_STOP\_PENDING，则初始化使用signr进行组停止并参与其中。 如果已经设置，请参与现有的组停止。 如果参与了组停止（因此睡眠），则使用siglock释放并返回true。

如果被跟踪，则此函数不处理停止本身。 相反，“ JOBCTL\_TRAP\_STOP”已安排，使用siglock未设置并返回false。 呼叫者必须确保后续发生中断陷阱处理。

**上下文**

必须在持有current->sighand->siglock的情况下调用，在真实返回时释放。

**返回**

如果组已停止取消或已安排ptrace陷阱，则返回false。如果参与了组停止，则返回true。

### void do\_**jobctl**\_trap(void)

处理ptrace jobctl陷阱

**参数**

void

没有参数

**说明**

当PT\_SEIZED时，它用于组停止和显式SEIZE / INTERRUPT陷阱。两者都会生成带有附带的siginfo的PTRACE\_EVENT\_STOP陷阱。如果停止，则exit\_code的低八位包含停止信号；否则，SIGTRAP。

当！PT\_SEIZED时，它仅用于组停止陷阱，其中停止信号编号为exit\_code，没有siginfo。

**上下文**

必须在当前->sighand->siglock的情况下调用，在中间睡眠后可能释放和重新获取。

### void signal\_delivered(struct ksignal \*ksig，int stepping)

在成功传递信号后调用以更新阻止的信号

**参数**

struct ksignal \*ksig

内核信号结构

int stepping

如果调试器使用单步或块步，则为非零

**说明**

成功传送信号后应调用此函数。它相应地更新已阻止的信号（ksig->ka.sa.sa\_mask始终被阻止），并且除非ksig->ka.sa.sa\_flags中设置了SA\_NODEFER，否则信号本身会被阻止。会通知跟踪。

### long sys\_restart\_syscall(void)

重新启动系统调用

**参数**

void

没有参数

### void set\_current\_blocked(sigset\_t \* newset)

更改current->blocked掩码

**参数**

sigset\_t \* newset

新掩码

**说明**

直接更改->blocked是错误的，应使用此帮助程序来确保进程不会错过我们要阻止的共享信号。

### long sys\_rt\_sigprocmask(int how，sigset\_t \_\_user \* nset，sigset\_t \_\_user \* oset，size\_t sigsetsize)

更改当前阻止信号的列表

**参数**

int how

是否添加，删除或设置信号

sigset\_t \_\_user \* nset

存储挂起信号

sigset\_t \_\_user \* oset

如果非空，则为信号掩码的先前值

size\_t sigsetsize

sigset\_t类型的大小

### long sys\_rt\_sigpending(sigset\_t \_\_user \* uset，size\_t sigsetsize)

检查已经被阻止而已经被触发的挂起信号

**参数**

sigset\_t \_\_user \* uset

存储待处理信号

size\_t sigsetsize

sigset\_t 类型或更大的大小

### int do\_sigtimedwait(const sigset\_t \* which，kernel\_siginfo\_t \* info，const struct timespec64 \* ts)

等待在 which 中指定的排队信号

**参数**

const sigset\_t \* which

等待的排队信号

kernel\_siginfo\_t \* info

如果非空，在此处返回信号的 siginfo

const struct timespec64 \* ts

进程时间暂停的上限

### long sys\_rt\_sigtimedwait(const sigset\_t \_\_user \* uthese，siginfo\_t \_\_user \* uinfo，const struct \_\_kernel\_timespec \_\_user \* uts，size\_t sigsetsize)

同步等待在 uthese 中指定的排队信号

**参数**

const sigset\_t \_\_user \* uthese

等待的排队信号

siginfo\_t \_\_user \* uinfo

如果非空，在此处返回信号的 siginfo

const struct \_\_kernel\_timespec \_\_user \* uts

进程时间暂停的上限

size\_t sigsetsize

sigset\_t 类型的大小

### long sys\_kill(pid\_t pid，int sig)

向进程发送信号

**参数**

pid\_t pid

进程的 PID

int sig

要发送的信号

### long sys\_tgkill(pid\_t tgid，pid\_t pid，int sig)

向一个特定的线程发送信号

**参数**

pid\_t tgid

线程所在线程组的 ID

pid\_t pid

线程的 PID

int sig

要发送的信号

该系统调用还会检查 tgid，并返回 -ESRCH，即使 PID 存在但不再属于目标进程。该方法解决了线程退出和 PID 被重新使用的问题。

### long sys\_tkill(pid\_t pid，int sig)

向一个特定的任务发送信号

**参数**

pid\_t pid

任务的 PID

int sig

要发送的信号

仅向一个任务发送信号，即使它是 CLONE\_THREAD 任务。

### long sys\_rt\_sigqueueinfo(pid\_t pid，int sig，siginfo\_t \_\_user \* uinfo)

向信号发送信号信息

**参数**

pid\_t pid

线程的 PID

int sig

要发送的信号

siginfo\_t \_\_user \* uinfo

要发送的信号信息

### long sys\_sigpending(old\_sigset\_t \_\_user \* uset)

检查待处理信号

**参数**

old\_sigset\_t \_\_user \* uset

待处理信号掩码的返回位置

### long sys\_sigprocmask(int how，old\_sigset\_t \_\_user \* nset，old\_sigset\_t \_\_user \* oset)

检查和更改阻塞的信号

**参数**

int how

是添加、删除还是设置信号

old\_sigset\_t \_\_user \* nset

要添加或删除的信号（如果非空）

old\_sigset\_t \_\_user \* oset

如果非空，则为信号掩码的先前值

**说明**

一些平台具有其自己的具有特殊参数的版本；其他平台仅支持 sys\_rt\_sigprocmask。

### long sys\_rt\_sigaction(int sig，const struct sigaction \_\_user \* act，struct sigaction \_\_user \* oact，size\_t sigsetsize)

更改进程执行的操作

**参数**

int sig

要发送的信号

const struct sigaction \_\_user \* act

新的 sigaction

struct sigaction \_\_user \* oact

用于保存先前的 sigaction

size\_t sigsetsize

sigset\_t 类型的大小

### long sys\_rt\_sigsuspend(sigset\_t \_\_user \* unewset，size\_t sigsetsize)

将信号掩码替换为 unewset 值，直到接收信号

**参数**

sigset\_t \_\_user \* unewset

新的信号掩码值

size\_t sigsetsize

sigset\_t 类型的大小

### kthread\_create

kthread\_create (threadfn，data，namefmt，arg...)

在当前节点上创建一个 kthread。

**参数**

threadfn

要在线程中运行的函数

data

线程 fn() 的数据指针

namefmt

线程名称的 printf 样式格式字符串

arg...

namefmt 的参数。

**说明**

此宏将在当前节点上创建一个 kthread，并将其保留在停止状态。这只是 kthread\_create\_on\_node() 的辅助功能；有关更多详细信息，请参阅那里的文档。

### kthread\_run

kthread\_run (threadfn，data，namefmt，...)

创建和唤醒线程。

**参数**

threadfn

要在信号到达(current)之前运行的函数。

data

线程 fn 的数据 ptr。

namefmt

线程的 printf-style 名称。

...

可变参数

**说明**

方便的 kthread\_create() 包装器，后跟 wake\_up\_process()。返回 kthread 或 ERR\_PTR(-ENOMEM)。

### bool kthread\_should\_stop(void)

现在应该返回这个 kthread 吗？

**参数**

void

没有参数

**说明**

当某人在您的 kthread 上调用 kthread\_stop() 时，它将被唤醒，这将返回 true。然后您应该返回，您的返回将被传递到 kthread\_stop()。

### bool kthread\_should\_park(void)

现在应该将此 kthread 停泊吗？

**参数**

void

没有参数

**说明**

当某人在您的 kthread 上调用 kthread\_park() 时，它将被唤醒，这将返回 true。然后，您应该进行必要的清理并调用 kthread\_parkme()，类似于 kthread\_should\_stop()，但这会保持线程处于活动状态并处于停泊位置。 kthread\_unpark() “重新启动”线程并再次调用线程函数。

### bool kthread\_freezable\_should\_stop(bool \* was\_frozen)

现在应该返回此可冻结的 kthread 吗？

**参数**

bool \* was\_frozen

可选的输出参数，表示当前是否已被冻结

**说明**

freezable kthreads 的 kthread\_should\_stop()，如果必要会进入冰箱。此函数在 kthread\_stop() / 冰箱死锁和可冻结的 kthread 中是安全的，并且可冻结的 kthread 应该使用此函数而不是直接调用 try\_to\_freeze()。

### struct task\_struct \*kthread\_create\_on\_node(int (\*threadfn)(void \* data)，void \* data，int node，const char namefmt[]，...)

创建一个 kthread。

**参数**

int (\*threadfn)(void \* data)

要运行直到 signal\_pending(current) 的函数。

void \*data

threadfn 的数据指针。

int node

为线程分配任务和线程结构的节点。

const char namefmt[]

线程的 printf 格式化名称。

...

变量参数

**说明**

该帮助函数创建并命名内核线程。该线程将停止使用 wake\_up\_process() 来启动它。另请参阅 kthread\_run()。新线程具有 SCHED\_NORMAL 策略，并与所有 CPU 亲和。

如果要将线程绑定到特定 CPU，则在节点中指定其节点，以获取 kthread 堆栈的 NUMA 亲和性，否则指定 NUMA\_NO\_NODE。唤醒后，线程将在将 data 作为参数的情况下运行 threadfn()。threadfn() 可以直接返回，如果它是一个独立的线程，没有人会调用 kthread\_stop()，或者在 'kthread\_should\_stop()' 为 true 时返回（这意味着已调用 kthread\_stop()）。返回应为零或负错误号；它将被传递给 kthread\_stop()。

返回 task\_struct 或 ERR\_PTR(-ENOMEM) 或 ERR\_PTR(-EINTR)。

### void kthread\_bind(struct task\_struct \*p, unsigned int cpu)

将新创建的 kthread 绑定到 CPU。

**参数**

struct task\_struct \*p

由 kthread\_create() 创建的线程。

unsigned int cpu

要在其上运行 kthread 的 CPU（可能不在线，必须可用）。

**说明**

此函数等同于 set\_cpus\_allowed()，除了 cpu 不需要在线，并且线程必须已停止（即刚刚从 kthread\_create() 返回）。

### void kthread\_unpark(struct task\_struct \*k)

唤醒由 kthread\_create() 创建的线程。

**参数**

struct task\_struct \*k

由 kthread\_create() 创建的线程。

**说明**

将 kthread\_should\_park() 设置为返回 false，唤醒线程，并等待其返回。如果线程被标记为 percpu，则绑定到 CPU 后。

### int kthread\_park(struct task\_struct \*k)

挂起由 kthread\_create() 创建的线程。

**参数**

struct task\_struct \*k

由 kthread\_create() 创建的线程。

**说明**

将 kthread\_should\_park() 设置为返回 true，唤醒它并等待它返回。这也可以在 kthread\_create() 后调用，而不是调用 wake\_up\_process()线程将停留在不调用 threadfn() 的情况下。

如果线程停在 0，则返回 0；如果线程已退出，则返回 -ENOSYS。如果由 kthread 自身调用，则只设置停放位。

### int kthread\_stop(struct task\_struct \*k)

停止由 kthread\_create() 创建的线程。

**参数**

struct task\_struct \*k

由 kthread\_create() 创建的线程。

**说明**

将 kthread\_should\_stop() 设置为返回 true，唤醒它并等待它退出。这也可以在 kthread\_create() 后调用，而不是调用 wake\_up\_process()线程将停止而不调用 threadfn()。

如果 threadfn() 可以调用 kthread\_exit()，则调用者必须确保 task\_struct 不能消失。

返回 threadfn() 的结果，如果从未调用 wake\_up\_process()，则返回 -EINTR。

### int kthread\_worker\_fn(void \*worker\_ptr)

kthread 处理 kthread\_worker 的函数

**参数**

void \*worker\_ptr

已初始化的 kthread\_worker 的指针

**说明**

此函数实现 kthread worker 的主循环。它处理 work\_list，直到使用 kthread\_stop() 停止。当队列为空时，它会睡眠。

处理工作时，不允许保留任何锁、禁用抢占或中断。在一个工作完成之后、新工作开始之前，定义了一个安全冻结点。

还需要注意的是，作业不能同时由多个工作线程处理。另请参阅 kthread\_queue\_work()。

### struct kthread\_worker \*kthread\_create\_worker(unsigned int flags, const char namefmt[], ...)

创建 kthread worker。

**参数**

unsigned int flags

修改 worker 默认行为的标志

const char namefmt[]

kthread worker 的 printf 格式名称（任务）。

...

变量参数

**说明**

在成功时返回分配的 worker 的指针，在需要时未分配的结构返回 ERR\_PTR(-ENOMEM)，而调用者在遇到致命信号后则返回 ERR\_PTR(-EINTR)。

### struct kthread\_worker \*kthread\_create\_worker\_on\_cpu(int cpu, unsigned int flags, const char namefmt[], ...)

创建 kthread worker 并将其绑定到给定 CPU 及其相关联的 NUMA 节点。

**参数**

int cpu

CPU 数。

unsigned int flags

修改 worker 默认行为的标志

const char namefmt[]

kthread worker 的 printf 格式名称（任务）。

...

变量参数

**说明**

如果要将 kthread worker 绑定到给定的 CPU 和相关联的 NUMA 节点，则使用有效的 CPU 数。一个良好的实践是将 CPU 数字添加到 worker 名称中。例如，使用 kthread\_create\_worker\_on\_cpu(cpu,“helper/d”,cpu)。

在成功时返回分配的 worker 的指针，未分配所需结构时返回 ERR\_PTR(-ENOMEM)，工作线程被 SIGKILL 时则返回 ERR\_PTR(-EINTR)。

### bool kthread\_queue\_work(struct kthread\_worker \*worker, struct kthread\_work \*work)

队列 kthread\_work。

**参数**

struct kthread\_worker \*worker

目标 kthread\_worker。

struct kthread\_work \*work

要排队的 kthread\_work。

**说明**

将工作队列排队到工作处理器任务以进行异步执行。必须已使用 kthread\_worker\_create() 创建 task。如果成功排队，则返回 true；如果已经有待处理的，则返回 false。

如果需要被其他工作者使用，则重新初始化工作。例如，当工作者停止并再次启动时。

### void kthread\_delayed\_work\_timer\_fn（struct timer\_list\* t）

定时器到期时排队关联的kthread延迟工作的回调。

**参数**

struct timer\_list \* t

指向已过期的计时器的指针

**说明**

函数的格式由struct timer\_list定义。它应该从irqsafe timer中调用，并且中断已关闭。

### bool kthread\_queue\_delayed\_work（struct kthread\_worker \* worker，struct kthread\_delayed\_work \* dwork，unsigned long delay）

延迟一段时间后排队关联的kthread工作。

**参数**

struct kthread\_worker \* worker

目标kthread\_worker

struct kthread\_delayed\_work \* dwork

要排队的kthread\_delayed\_work

unsigned long delay

排队前要等待的jiffies数

**说明**

如果工作没有挂起，则启动一个定时器，该定时器将在给定的延迟后排队工作。如果延迟为零，则立即排队工作。

**返回**

如果工作已经挂起，则为false。这意味着计时器正在运行或者工作已经排队。否则返回true。

### void kthread\_flush\_work（struct kthread\_work \* work）

刷新kthread\_work

**参数**

struct kthread\_work \* work

要刷新的工作

**说明**

如果工作已排队或正在执行，则等待它执行完成。

### bool kthread\_mod\_delayed\_work（struct kthread\_worker \* worker，struct kthread\_delayed\_work \* dwork，unsigned long delay）

修改或排队kthread延迟工作的延迟

**参数**

struct kthread\_worker \* worker

要使用的kthread worker

struct kthread\_delayed\_work \* dwork

要排队的kthread\_delayed\_work

unsigned long delay

排队前要等待的jiffies数

**说明**

如果dwork为空闲状态，则相当于kthread\_queue\_delayed\_work（）。否则，修改dwork的计时器，使其在延迟后过期。如果延迟为零，则保证立即排队工作。

**返回**

如果dwork已挂起并且其计时器已修改，则返回true；否则返回false。

一个特殊情况是并行取消工作。它可能由realkthread\_cancel\_delayed\_work\_sync（）或另一个kthread\_mod\_delayed\_work（）调用引起。我们让其他命令获胜，并在此处返回true。返回可用于引用计数，排队工作的数量保持不变。不管怎样，调用者应以合理的方式同步这些操作。

此函数可以从任何上下文安全调用，包括IRQ处理程序。有关详细信息，请参见\_\_kthread\_cancel\_work（）和kthread\_delayed\_work\_timer\_fn（）。

### bool kthread\_cancel\_work\_sync（struct kthread\_work \* work）

取消kthread work并等待其执行完成

**参数**

struct kthread\_work \* work

要取消的kthread work

**说明**

取消工作并等待其执行完成。即使工作重新排队，也可以使用此函数。从此函数返回时，保证work不会挂起或在任何CPU上执行。

不得使用kthread\_cancel\_work\_sync（delayed\_work-> work）来取消延迟工作。请改用kthread\_cancel\_delayed\_work\_sync（）。

调用者必须确保最后排队work的工作者在此函数返回之前不能被销毁。

**返回**

如果work已挂起，则返回true；否则返回false。

### bool kthread\_cancel\_delayed\_work\_sync（struct kthread\_delayed\_work \* dwork）

取消kthread延迟工作并等待其执行完成。

**参数**

struct kthread\_delayed\_work \* dwork

要取消的kthread延迟工作

**说明**

这是面向延迟工作的kthread\_cancel\_work\_sync（）。

**返回**

如果dwork已挂起，则返回true；否则返回false。

### void kthread\_flush\_worker（struct kthread\_worker \* worker）

清除kthread\_worker上的所有当前工作

**参数**

struct kthread\_worker \* worker

要清除的工作者

**说明**

等待工作者上的所有正在执行或挂起的工作完成。

### void kthread\_destroy\_worker（struct kthread\_worker \* worker）

销毁kthread\_worker

**参数**

struct kthread\_worker \* worker

要销毁的工作者

**说明**

清除并销毁worker。简单的清除就足够了，因为kthread worker API仅用于简单的场景。不需要多步状态机。

### void kthread\_associate\_blkcg（struct cgroup\_subsys\_state \* css）

将blkcg关联到当前kthread

**参数**

struct cgroup\_subsys\_state \* css

cgroup信息

**说明**

当前线程必须是kthread。该线程代表其他线程运行作业。在某些情况下，我们希望作业附加原始线程的cgroup信息，而不是当前线程的cgroup信息。此函数将原始线程的cgroup信息存储在当前kthread上下文中，以供以后检索。

### struct cgroup\_subsys\_state \* kthread\_blkcg（void）

获取当前kthread关联的blkcg css

**参数**

void

无参数

**说明**

当前线程必须是kthread。

## 引用计数

### struct refcount\_struct

用于引用计数的原子类型的变体

**定义**

struct refcount\_struct {

atomic\_t refs;

};

**成员**

refs

计数器字段

**说明**

计数器饱和于UINT\_MAX，并且一旦达到这个值就不会再动了。这避免了计数器包装并导致“虚假”的使用后释放错误。

### void refcount\_set（refcount\_t \* r，int n）

设置引用计数的值

**参数**

refcount\_t \* r

引用计数

int n

要将引用计数设置为的值

### unsigned int refcount\_read(const refcount\_t \* r)

获取引用计数的值

**参数**

const refcount\_t \* r

引用计数

返回是引用计数的值

### bool refcount\_add\_not\_zero\_checked（int i，refcount\_t \*r）

将一个值添加到refcount中，除非它为0

**参数**

int i

要添加到refcount中的值

refcount\_t \* r

引用计数

**说明**

饱和时为REFCOUNT\_SATURATED和WARN。

不提供内存订购，假定调用者已保证对象内存稳定（RCU等）。它确实提供了控制依赖性，从而为将来的存储排序。请参阅顶部的注释。

不推荐在正常引用计数用例中使用此功能，在这些情况下，应使用refcount\_inc（）或其变体之一来增加引用计数。

**返回**

如果传递的引用计数为0，则为false，否则为true

### void refcount\_add\_checked（int i，refcount\_t \* r）

将一个值添加到refcount

**参数**

int i

要添加到引用计数中的值

refcount\_t \* r

引用计数

**说明**

类似于atomic\_add（），但饱和时为REFCOUNT\_SATURATED和WARN。

不提供内存订购，假定调用者已保证对象内存稳定（RCU等）。它确实提供了控制依赖性，从而为将来的存储排序。请参阅顶部的注释。

不推荐在正常引用计数用例中使用此功能，在这些情况下，应使用refcount\_inc（）或其变体之一来增加引用计数。

### bool refcount\_inc\_not\_zero\_checked（refcount\_t \* r）

增加引用计数，除非它为0

**参数**

refcount\_t \* r

要增加的引用计数

**说明**

类似于atomic\_inc\_not\_zero（），但饱和时为REFCOUNT\_SATURATED和WARN。

不提供内存订购，假定调用者已保证对象内存稳定（RCU等）。它确实提供了控制依赖性，从而为将来的存储排序。请参阅顶部的注释。

**返回**

如果增量成功，则为true，否则为false

### void refcount\_inc\_checked（refcount\_t \* r）

增加引用计数

**参数**

refcount\_t \* r

要增加的引用计数

**说明**

类似于atomic\_inc（），但饱和时为REFCOUNT\_SATURATED和WARN。

不提供内存订购，假定调用者已保留了对象的引用。

如果refcount为0，则会发出警告，因为这表示可能存在使用后释放的情况。

### bool refcount\_sub\_and\_test\_checked（int i，refcount\_t \* r）

从refcount中减去并测试是否为0

**参数**

int i

要从refcount中减去的数量

refcount\_t \* r

引用计数

**说明**

类似于atomic\_dec\_and\_test（），但会显示警告，返回false，并最终泄漏，当REFCOUNT\_SATURATED饱和时，将无法减少。

提供释放内存排序，以使先前的加载和存储在之前完成，并在成功时提供获取排序，以使free（）必须在之后。

不推荐在正常引用计数用例中使用此功能，在这些情况下，应删除refcount\_dec（）或其变体之一来减少引用计数。

**返回**

如果结果refcount为0，则为true，否则为false

### bool refcount\_dec\_and\_test\_checked（refcount\_t \* r）

递减refcount并测试是否为0

**参数**

refcount\_t \* r

引用计数

**说明**

类似于atomic\_dec\_and\_test（），它会在REFCOUNT\_SATURATED饱和时发出警告，并无法减少。

提供释放内存排序，以使先前的加载和存储在之前完成，并在成功时提供获取排序，以使free（）必须在之后。

**返回**

如果结果refcount为0，则为true，否则为false

### void refcount\_dec\_checked（refcount\_t \* r）

递减refcount

**参数**

refcount\_t \* r

引用计数

**说明**

类似于atomic\_dec（），如果饱和时为REFCOUNT\_SATURATED并发出警告。

提供释放内存排序，以使先前的加载和存储在之前完成。

### bool refcount\_dec\_if\_one（refcount\_t \* r）

如果为1，则递减refcount

**参数**

refcount\_t \* r

引用计数

**说明**

没有atomic\_t对应项，它会尝试1->0的转换并返回成功。

像所有减量操作一样，它提供释放内存顺序并提供控制依赖性。

它可以像try-delete运算符一样使用；提供了此明确情况并且在通用情况下不提供cmpxchg，因为那会允许实现不安全操作。

**返回**

如果结果refcount为0，则为true，否则为false

### bool refcount\_dec\_not\_one（refcount\_t \* r）

如果不是1，则递减refcount

**参数**

refcount\_t \* r

引用计数

**说明**

没有atomic\_t对应项，它会递减，除非其值为1，在这种情况下，它将返回false。

通常会这样做atomic\_add\_unless（var，-1，1）

**返回**

如果递减操作成功，则为true，否则为false

### bool refcount\_dec\_and\_mutex\_lock（refcount\_t \* r，struct mutex \* lock）

如果能够将refcount减到0，则返回保持互斥锁

**参数**

refcount\_t \*r

引用计数

struct mutex \*lock

要锁定的互斥锁

**说明**

与atomic\_dec\_and\_mutex\_lock()类似，当饱和时，会发出underflow的警告并不能够减少到RECOUNT\_SATURATED。

提供释放内存顺序，先前的加载和存储已完成，并提供控制依赖关系，free()必须在之后进行。请参考顶部的注释。

**返回**

如果能够将引用计数减少到0，则返回true和保持互斥锁；否则返回false

### bool refcount\_dec\_and\_lock(refcount\_t \*r, spinlock\_t \*lock)

减小引用计数到0就保持自旋锁

**参数**

refcount\_t \*r

引用计数

spinlock\_t \*lock

要锁定的自旋锁

**说明**

与atomic\_dec\_and\_lock()类似，当饱和时，会发出underflow的警告并不能够减少到RECOUNT\_SATURATED。

提供释放内存顺序，先前的加载和存储已完成，并提供控制依赖关系，free()必须在之后进行。请参考顶部的注释。

**返回**

如果能够将引用计数减少到0，则返回true和保持自旋锁；否则返回false

### bool refcount\_dec\_and\_lock\_irqsave(refcount\_t \*r, spinlock\_t \*lock, unsigned long \*flags)

在减小引用计数到0时，会保存禁用中断的自旋锁

**参数**

refcount\_t \*r

引用计数

spinlock\_t \*lock

要锁定的自旋锁

unsigned long \*flags

如果已获取，则保存irq-flags

**说明**

与上述refcount\_dec\_and\_lock()相同，只是自旋锁使用禁用中断进行获取。

**返回**

如果能够将引用计数减少到0，则返回true和保持自旋锁；否则返回false

## 原子操作

### int arch\_atomic\_read(const atomic\_t \*v)

读取原子变量

**参数**

const atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地读取v的值。

### void arch\_atomic\_set(atomic\_t \*v, int i)

设置原子变量

**参数**

atomic\_t \*v

类型为atomic\_t的指针

int i

要设置的值

**说明**

原子地将v的值设置为i。

### void arch\_atomic\_add(int i, atomic\_t \*v)

将整数添加到原子变量

**参数**

int i

要添加的整数值

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地将i加到v。

### void arch\_atomic\_sub(int i, atomic\_t \*v)

从原子变量中减去整数

**参数**

int i

要减去的整数值

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地从v中减去i。

### bool arch\_atomic\_sub\_and\_test(int i, atomic\_t \*v)

从变量中减去值并测试结果

**参数**

int i

要减去的整数值

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地从v中减去i，如果结果为零，则返回true，否则返回false。

### void arch\_atomic\_inc(atomic\_t \*v)

递增原子变量

**参数**

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地将v增加1。

### void arch\_atomic\_dec(atomic\_t \*v)

递减原子变量

**参数**

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地将v减1。

### bool arch\_atomic\_dec\_and\_test(atomic\_t \*v)

递减并测试

**参数**

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地将v减1，如果结果为0，则返回true，否则返回false。

### bool arch\_atomic\_inc\_and\_test(atomic\_t \*v)

递增并测试

**参数**

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地将v增加1，如果结果为零，则返回true，否则返回false。

### bool arch\_atomic\_add\_negative(int i, atomic\_t \*v)

添加并测试值是否为负数

**参数**

int i

要添加的整数值

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地将i加到v中，并在结果为负数时返回true，在结果大于或等于零时返回false。

### int arch\_atomic\_add\_return(int i, atomic\_t \*v)

添加整数并返回

**参数**

int i

要添加的整数值

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地将i加到v中，并返回i + v

### int arch\_atomic\_sub\_**r**eturn(int i, atomic\_t \*v)

减去整数并返回

**参数**

int i

要减去的整数值

atomic\_t \*v

类型为atomic\_t的指针

**说明**

原子地从v中减去i，并返回v - i

## 内核对象操作

### char \*kobject\_get\_path(struct kobject \*kobj, gfp\_t gfp\_mask)

分配内存并填充kobj的路径。

**参数**

struct kobject \*kobj

要构建路径的kobject

gfp\_t gfp\_mask

用于分配路径的分配类型

**返回**

新分配的内存，调用者必须使用kfree()释放。

### int kobject\_set\_name(struct kobject \*kobj, const char \*fmt, ...)

设置kobject的名称。

**参数**

struct kobject \*kobj

要设置名称的struct kobject

const char \*fmt

用于构建名称的格式字符串

...

可变参数

**说明**

这将设置kobject的名称。如果已将kobject添加到系统中，则必须调用kobject\_rename()以更改kobject的名称。

### void kobject\_init(struct kobject \*kobj, const struct kobj\_type \*ktype)

初始化kobject结构。

**参数**

struct kobject \*kobj

要初始化的kobject指针

const struct kobj\_type \*ktype

此kobject的ktype的指针。

**说明**

此函数将正确初始化一个 kobject，以便可以将其传递给 kobject\_add() 调用。

调用此函数后，必须通过调用 kobject\_put() 清理 kobject，而不是直接调用 kfree，以确保所有内存得到正确清理。

### int kobject\_add(struct kobject \*kobj, struct kobject \*parent, const char \*fmt, ...)

主要的 kobject 添加函数。

**参数**

struct kobject \*kobj

要添加的 kobject

struct kobject \*parent

指向 kobject 的父级的指针。

const char \*fmt

用于对 kobject 命名的格式。

...

变量参数

**说明**

此函数将设置 kobject 名称，并将其添加到 kobject 层次结构中。

如果设置了 parent，则 kobj 的父级将设置为它。如果 parent 为空，则 kobj 的父级将设置为分配给此 kobject 的 kset 关联的 kobject。如果没有将 kset 分配给 kobject，则 kobject 将位于 sysfs 树的根目录中。

如果此函数返回错误，则必须调用 kobject\_put() 以正确清理与该对象关联的内存。在任何情况下，都不应该直接使用 kfree() 调用来释放传递给此函数的 kobject，因为可能会泄漏内存。

请注意，此调用不会创建“add”uevent，调用者应该设置该对象的所有必要 sysfs 文件，然后调用 kobject\_uevent()，并使用 UEVENT\_ADD 参数，以确保用户空间正确通知此 kobject 的创建。

### int kobject\_init\_and\_add(struct kobject \*kobj, const struct kobj\_type \*ktype, struct kobject \*parent, const char \*fmt, ...)

初始化 kobject 结构并将其添加到 kobject 层次结构中。

**参数**

struct kobject \*kobj

要初始化的 kobject 指针

const struct kobj\_type \*ktype

此 kobject 的 ktype 指针。

struct kobject \*parent

此 kobject 的父级指针。

const char \*fmt

kobject 的名称。

...

可变参数

**说明**

此函数将调用 kobject\_init() 和 kobject\_add()。

### int kobject\_rename(struct kobject \*kobj, const char \*new\_name)

更改对象的名称。

**参数**

struct kobject \*kobj

需要更改名称的对象。

const char \*new\_name

对象的新名称。

**说明**

调用者有责任在同一 kobject 上的两个不同 kobject\_rename 调用之间提供互斥，并确保 new\_name 是有效的并且不会与其他 kobject 冲突。

### int kobject\_move(struct kobject \*kobj, struct kobject \*new\_parent)

将对象移动到另一个父级。

**参数**

struct kobject \*kobj

需要移动的对象。

struct kobject \*new\_parent

对象的新父级（可以为空）。

### void kobject\_del(struct kobject \*kobj)

从层次结构中取消链接 kobject。

**参数**

struct kobject \*kobj

对象。

**说明**

这是应该调用以通过 kobject\_add() 成功添加对象并删除对象的函数。

### struct kobject \*kobject\_get(struct kobject \*kobj)

增加对象的引用计数。

**参数**

struct kobject \*kobj

对象。

### void kobject\_put(struct kobject \*kobj)

减少对象的引用计数。

**参数**

struct kobject \*kobj

对象。

**说明**

减少引用计数，如果为 0，则调用 kobject\_cleanup()。

### struct kobject \*kobject\_create\_and\_add(const char \*name, struct kobject \*parent)

动态创建 struct kobject 并在 sysfs 中注册它。

**参数**

const char \*name

kobject 的名称

struct kobject \*parent

该 kobject 的父 kobject，如果有的话。

**说明**

此函数动态创建 kobject 结构并在 sysfs 中注册它。完成此结构后，请调用 kobject\_put()，这个结构将在不再使用它时被动态释放。

如果无法创建 kobject，则返回 NULL。

### int kset\_register(struct kset \*k)

初始化并添加 kset。

**参数**

struct kset \*k

kset。

### void kset\_unregister(struct kset \*k)

删除 kset。

**参数**

struct kset \*k

kset。

### struct kobject \*kset\_find\_obj(struct kset \*kset, const char \*name)

在 kset 中搜索对象。

**参数**

struct kset \*kset

我们要查找的 kset。

const char \*name

对象的名称。

**说明**

通过 kset->subsys 锁和迭代 kset->list，查找匹配的 kobject，如果找到匹配对象，则引用该对象并返回它。

### struct kset \*kset\_create\_and\_add(const char \*name, const struct kset\_uevent\_ops \*uevent\_ops, struct kobject \*parent\_kobj)

动态创建 struct kset 并将其添加到 sysfs 中。

**参数**

const char \*name

kset 的名称

const struct kset\_uevent\_ops \*uevent\_ops

kset\_uevent\_ops 的 struct kset\_uevent\_ops

struct kobject \*parent\_kobj

该 kset 的父 kobject，如果有的话。

**说明**

此函数动态创建 kset 结构并在 sysfs 中注册它。完成此结构后，请调用 kset\_unregister()，这个结构将在不再使用它时被动态释放。

如果无法创建 kset，则返回 NULL。

## 内核实用函数

### REPEAT\_BYTE

REPEAT\_BYTE（x）

将值x多次重复为无符号长整型值

**参数**

x——要重复的值

**注**

没有检查x> 0xff;较大的值产生奇怪的结果。

### ARRAY\_SIZE

ARRAY\_SIZE(arr)

获取数组arr中的元素数量

**参数**

arr——要调整大小的数组

### round\_up（x，y）

向上舍入到下一个指定的2的幂次

**参数**

x

要舍入的值

y

要舍入到的倍数（必须是2的幂次）

**说明**

将x舍入到接下来的y的倍数（必须是2的幂次）。要执行任意舍入，请使用下面的roundup（）。

### round\_down（x，y）

向下舍入到下一个指定的2的幂次

**参数**

x

要舍入的值

y

要向下舍入到的倍数（必须是2的幂次）

**说明**

将x向下舍入到接下来的y的倍数（必须是2的幂次）。要执行任意向下舍舍，请使用下面的“rounddown（）”。

### FIELD\_SIZEOF（t，f）

获取struct 字段的大小

**参数**

t

目标struct

f

目标struct 的字段

**返回**

在没有声明t的实例的结构定义中，f的大小。

### roundup（x，y）

向上舍入到下一个指定的倍数

**参数**

x

要上调的值

y

要舍入到的倍数

**说明**

将x向上舍入到接下来的y的倍数。如果y始终是2的幂次，则考虑使用更快的round\_up（）。

这里的“const”防止gcc-3.3调用\_\_divdi3

### rounddown（x，y）

向下舍入到下一个指定​​的倍数

**参数**

x

要舍入的值

y

要向下舍入到的倍数

**说明**

将x向下舍入到接下来的y的倍数。如果y始终是2的幂次，则考虑使用更快的round\_down（）。

### upper\_32\_bits

upper\_32\_bits（n）

返回数字的位32-63

**参数**

n——我们正在访问的数字

**说明**

64位或32位数量的基本右移。使用此方法可以消除“右移计数>类型宽度”的警告，当该数量为32位时。

### lower\_32\_bits

lower\_32\_bits（n）

返回数字0-31位

**参数**

n——我们正在访问的数字

可能入睡

### might\_sleep（）

可以睡觉的函数注释

**参数**

**说明**

如果在原子上下文（自旋锁，irq-handler，…）中执行，则此宏将打印堆栈跟踪。还可以使用non\_block\_start（）和non\_block\_end（）对不允许阻止的其他部分进行注释。

这是一种有用的调试帮助，可以尽早捕捉问题，并且在不应该睡眠的调用函数稍后发生睡眠时不会受到伤害。

### abs（x）

返回参数的绝对值

**参数**

x

价值。如果它是无符号类型，则首先将其转换为有符号类型。 char被视为带符号的（无论实际上是否），但是保留了宏的返回类型为char。

回报

x的绝对值。

### u32 reciprocal\_scale（u32 val，u32 ep\_ro）

将“规模”值缩放到[0，ep\_ro）范围内

**参数**

u32 val

价值

u32 ep\_ro

右打开间隔端点

**说明**

执行“倒数乘法”以便将值缩放到范围[0，ep\_ro）内，其中上部间隔端点为右打开。这很有用，例如用于访问包含ep\_ro元素的数组的索引。想像一下它是一种模量，只是结果不是模除的结果。 ;)请注意，如果初始输入是小值，则结果将返回0。

**返回**

基于val的结果，范围为[0，ep\_ro）。

### int kstrtoul（const char \* s，unsigned int base，unsigned long \* res）

将字符串转换为无符号长整数

**参数**

const char \* s

字符串的开始。字符串必须以null终止，并且也可以在其终止null之前包括单个换行符。第一个字符还可以是加号，但不能是减号。

unsigned int base

要使用的数字基数。支持的最大基数是16。如果将基数给定为0，则字符串的基数将自动检测到具有常规语义-如果以0x开头，则该数字将解析为十六进制（不区分大小写），如果它以0开头，则将将解析为八进制数。否则将解析为十进制。

unsigned long \* res

成功转换的结果的写入位置。

**说明**

返回成功的0，对于溢出的-ERANGE和对于解析错误的-EINVAL。用作过时的simple\_strtoull的替代品。必须检查返回代码。

### int kstrtol（const char \* s，unsigned int base，long \* res）

将字符串转换为长整数

**参数**

const char \* s

字符串的起始位置。该字符串必须以空字符结尾，也可以在终止空字符之前包含单个换行符。第一个字符也可能是加号或减号。

unsigned int base

要使用的数字进制。支持的最大进制是16。如果base的值为0，则将以传统语义自动检测字符串的进制——如果以0x开头，则解析为16进制（不区分大小写），如果以0开头，则解析为八进制数。否则，将解析为十进制。

long \* res

成功转换后结果的存储位置。

**说明**

返回0表示成功，-ERANGE表示溢出，-EINVAL表示解析错误。用作simple\_strtoull的替代品。必须检查返回。

### trace\_printk

trace\_printk(fmt，...)

ftrace缓冲区中的printf格式化

**参数**

fmt

打印的printf格式

...

可变参数

**注意**

\_\_trace\_printk是trace\_printk()的内部函数，ip通过trace\_printk()宏传递。

该函数允许内核开发人员调试快速路径段，对于printk不合适的情况。通过在代码中散布各种类似于printk的跟踪，开发人员可以快速地看到出现问题的地方。

这只是开发人员的调试工具。请勿在您的代码中散布trace\_printk。（使用trace\_printk()时会使用专用缓冲区分配额外的内存。）

这里做了一个小优化技巧。如果只有一个参数，不需要扫描字符串以找到printf格式。trace\_puts()就足够了。但是当trace\_printk()只有一个参数时，我们如何利用使用trace\_puts()呢？通过将参数字符串化并检查其大小，我们可以告诉是否有参数。当没有参数时，\_\_stringify((\_\_VA\_ARGS\_\_))将变成“(）0”，大小为3。否则，大小会变大。我们只需要将一个字符串**定义**为此，然后取其大小并将其与3进行比较。如果更大，使用do\_trace\_printk()，否则将其优化为trace\_puts()。然后让gcc优化其余部分。

### trace\_puts

trace\_puts(str)

将字符串写入ftrace缓冲区

**参数**

str

要记录的字符串

**注意**

\_\_trace\_bputs是trace\_puts的内部函数，并通过trace\_puts宏传递ip。

这类似于trace\_printk()，但适用于那些处理打印格式仍然太多的快速路径，开发人员希望其出现“Heisenbug”效应的时间尽可能少。

该函数允许内核开发人员调试快速路径段，对于printk不合适的情况。通过在代码中散布各种类似于printk的跟踪，开发人员可以快速地看到出现问题的地方。

这只是开发人员的调试工具。请勿在您的代码中散布trace\_puts。（使用trace\_puts()时会使用专用缓冲区分配额外的内存。）

**返回**

如果没有写入任何内容，则返回0，如果返回字符串，则返回正的#（使用\_\_trace\_bputs时为1，使用\_\_trace\_puts时为strlen(str)）。

### min(x，y)

返回两个相同或兼容类型值的最小值

**参数**

x

第一个值

y

第二个值

### max(x，y)

返回两个相同或兼容类型值的最大值

**参数**

x

第一个值

y

第二个值

### min3(x，y，z)

返回三个值中的最小值

**参数**

x

第一个值

y

第二个值

z

第三个值

### max3(x，y，z)

返回三个值中的最大值

**参数**

x

第一个值

y

第二个值

z

第三个值

### min\_not\_zero(x，y)

返回不为零的最小值，除非两者都为零

**参数**

x

值1

y

值2

### clamp(val，lo，hi)

返回在给定范围内夹住的值，并进行严格类型检查

**参数**

val

当前值

lo

最小允许值

hi

最大允许值

**说明**

此宏对lo/hi进行严格的类型检查，以确保它们与val具有相同的类型。查看不必要的指针比较。

### min\_t(type，x，y)

使用指定类型返回两个值的最小值

**参数**

type

要使用的数据类型

x

第一个值

y

第二个值

### max\_t(type，x，y)

使用指定类型返回两个值的最大值

**参数**

type

要使用的数据类型

x

第一个值

y

第二个值

### clamp\_t(type，val，lo，hi)

使用给定类型将值夹在给定范围内

**参数**

type

要使用的变量类型

val

当前值

lo

最小允许的值

hi

最大允许值

**说明**

该宏不进行类型检查，并使用类型为type的临时变量进行所有比较。

### clamp\_val（val，lo，hi）

使用val的类型返回限制在给定范围内的值

**参数**

val

当前值

lo

最小允许值

hi

最大允许值

**说明**

该宏不进行类型检查，并使用输入参数val的任何类型的临时变量。当val为无符号类型而lo和hi是将分配有符号整数类型的文字时，这会很有用。

### swap（a，b）

交换a和b的值

**参数**

a

第一个值

b

第二个值

### container\_of（ptr，type，member）

将结构的成员强制转换为包含结构

**参数**

ptr

成员的指针。

type

包含此嵌入式结构的容器结构的类型。

member

结构中的成员名称。

### container\_of\_safe（ptr，type，member）

将结构的成员强制转换为包含结构

**参数**

ptr

成员的指针。

type

包含此嵌入式结构的容器结构的类型。

member

结构中的成员名称。

**说明**

如果IS\_ERR\_OR\_NULL（ptr），则返回未更改的ptr。

### \_\_visible int printk（const char \* fmt，...）

打印内核消息

**参数**

const char \* fmt

格式字符串

...

可变参数

**说明**

这是printk（）。它可以从任何上下文调用。我们希望它起作用。

我们尝试抓取console\_lock。如果成功，很容易-我们记录输出并调用控制台驱动程序。如果我们未能获取信号量，我们将输出放入日志缓冲区并返回。当前控制台\_sem的持有者将在console\_unlock（）中注意到新的输出;并在释放锁之前将其发送到控制台。

这种延迟的打印的一个影响是，调用printk（）然后更改console\_loglevel的代码可能会中断。这是因为在实际打印发生时检查console\_loglevel。

另请参见printf（3）

请参阅vsnprintf（）文档以获取C99格式字符串扩展。

### void console\_lock（void）

锁定控制台系统以进行独占使用。

**参数**

void

没有参数

**说明**

获取保证调用者具有对控制台系统和控制台驱动程序列表的独占访问权限的锁。

可以睡觉，什么都不返回

### int console\_trylock（void）

尝试锁定控制台系统以进行独占使用。

**参数**

void

没有参数

**说明**

尝试获取保证调用者具有对控制台系统和控制台驱动程序列表的独占访问权限的锁。

在成功时返回1，在无法获取锁时返回0。

### void console\_unlock（void）

解锁控制台系统

**参数**

void

没有参数

**说明**

释放调用方在控制台系统和控制台驱动程序列表上保持的console\_lock。如果此时保留了console\_lock，则可能缓冲了printk（）的控制台输出。如果是这种情况，“console\_unlock（）;”将在释放锁之前发射输出。如果有等待输出，我们将唤醒/dev/kmsg和syslog（）用户。

可以从任何上下文调用console\_unlock（）。

### void console\_conditional\_schedule（void）

如有必要，请让出CPU

**参数**

void

没有参数

**说明**

如果控制台代码当前允许睡眠，并且该CPU应将CPU交给另一个任务，则在此处执行。必须在console\_lock（）内调用;

### bool printk\_timed\_ratelimit(unsigned long \* caller\_jiffies，unsigned int interval\_msecs)

调用方控制的printk速率限制

**参数**

unsigned long \* caller\_jiffies

指向caller状态的指针

unsigned int interval\_msecs

打印之间的最小间隔

**说明**

printk\_timed\_ratelimit（）返回true，如果从上次返回true的时间以来已经过去了interval\_msecs毫秒。

### int kmsg\_dump\_register（struct kmsg\_dumper \* dumper）

注册内核日志转储程序。

**参数**

struct kmsg\_dumper \* dumper

指向kmsg\_dumper结构的指针

**说明**

向系统添加内核日志转储程序。必须设置结构中的转储回调，并返回成功的零，并在否则返回-EINVAL或-EBUSY。

### int kmsg\_dump\_unregister（struct kmsg\_dumper \* dumper）

注销kmsg转储器。

**参数**

struct kmsg\_dumper \* dumper

指向kmsg\_dumper结构的指针

**说明**

从系统中删除转储设备。成功时返回零，否则返回-EINVAL。

### bool kmsg\_dump\_get\_line（struct kmsg\_dump\_iter \* iter，bool syslog，char \* line，size\_t size，size\_t \* len）

检索一个kmsg日志行

**参数**

struct kmsg\_dump\_iter \* iter

kmsg转储迭代器

bool syslog

包括“<4>”前缀

char \* line

将行复制到的缓冲区

size\_t size

缓冲区的最大大小

size\_t \* len

放入缓冲区的行的长度

**说明**

将记录开始到提供的缓冲区中。连续调用将返回向年轻的消息移动到缓冲区末尾的下一个可用记录。

FALat表明kmsg缓冲区的开头，其中包含最旧的kmsg记录，并复制一个rSE表示没有更多记录可读。

### bool kmsg\_dump\_get\_buffer(struct kmsg\_dump\_iter \*iter, bool syslog, char \*buf, size\_t size, size\_t \*len\_out)

复制 kmsg 日志行

**参数**

struct kmsg\_dump\_iter \*iter

kmsg 转储迭代器

bool syslog

包括“<4>”前缀

char \*buf

将行复制到的缓冲区

size\_t size

缓冲区的最大长度

size\_t \*len\_out

放入缓冲区的行的长度

**说明**

从 kmsg 缓冲区的末尾开始，并将尽可能多的最新的 kmsg 记录填充到提供的缓冲区中。如果缓冲区足够大，则可以使用单个调用复制所有可用的 kmsg 记录。

连续调用将使用下一个可用的较旧记录块填充缓冲区，不包括较早检索到的记录。

返回为 FALSE 表示没有更多的记录可读取。

### void kmsg\_dump\_rewind(struct kmsg\_dump\_iter \*iter)

重置迭代器

**参数**

struct kmsg\_dump\_iter \*iter

kmsg 转储迭代器

**说明**

重置转储器的迭代器，以便可以在相同的转储程序中多次调用 kmsg\_dump\_get\_line() 和 kmsg\_dump\_get\_buffer()。

### void panic(const char \*fmt, ...)

停止系统

**参数**

const char \*fmt

要打印的文本字符串

...

可变参数

**说明**

显示消息，然后执行清理。

此函数永远不会返回。

### void add\_taint(unsigned flag, enum lockdep\_ok lockdep\_ok)

如果尚未设置，则添加脏标志。

**参数**

unsigned flag

TAINT\_\* 常量之一。

enum lockdep\_ok lockdep\_ok

锁调试是否仍然正常。

**说明**

如果出现严重问题，则需要 lockdebug\_ok = false，但对于一些值得注意但不会损坏的情况，可以将其设置为 true。

### bool notrace rcu\_is\_watching(void)

查看 RCU 是否认为当前 CPU 处于空闲状态

**参数**

void

没有参数

**说明**

如果 RCU 正在监视运行 CPU，则返回 true，这意味着此 CPU 可以安全地进入 RCU 读侧临界区。换句话说，如果当前 CPU 在其空闲循环中，并且既不在中断处理程序也不在 NMI 处理程序中，则返回 true。

### void call\_rcu\_sched(struct rcu\_head \* head, rcu\_callback\_t func)

在 sched 优先期之后排队调用 RCU。

**参数**

struct rcu\_head \* head

用于排队 RCU 更新的结构。

rcu\_callback\_t func

经过宽限期后要调用的实际回调函数

**说明**

回调函数将在完整的宽限期之后的某个时间被调用，换句话说，在当前执行的所有 RCU 读侧临界区都完成之后。 call\_rcu\_sched() 假定读侧临界区在启用前置换或自愿前置换时结束。 RCU 读侧临界区由以下内容进行限定

rcu\_read\_lock\_sched() 和 rcu\_read\_unlock\_sched()，或

禁用前置换的任何内容。

这些可能是嵌套的。

有关内存顺序保证的更详细信息，请参见 call\_rcu() 的说明。

### void call\_rcu\_bh(struct rcu\_head \* head, rcu\_callback\_t func)

在较快的宽限期之后排队调用 RCU。

**参数**

struct rcu\_head \* head

用于排队 RCU 更新的结构。

rcu\_callback\_t func

经过宽限期后要调用的实际回调函数

**说明**

回调函数将在完整的宽限期之后的某个时间被调用，换句话说，在当前执行的所有 RCU 读侧临界区都完成之后。 call\_rcu\_bh() 假定读侧临界区在完成软中断处理程序时结束。这意味着进程上下文中的读侧临界区不能被软中断打断。此接口在大多数读侧临界区在软中断上下文中的情况下使用。 RCU 读侧临界区由以下内容进行限定

如果在中断上下文中，则为 rcu\_read\_lock() 和 rcu\_read\_unlock()，或

如果在进程上下文中，则为 rcu\_read\_lock\_bh() 和 rcu\_read\_unlock\_bh()。

这些可能是嵌套的。

有关内存顺序保证的更详细信息，请参见 call\_rcu() 的说明。

### void synchronize\_sched(void)

等待 rcu-sched 宽限期已过。

**参数**

void

没有参数

**说明**

控制将在完整的 rcu-sched 宽限期之后的某个时间返回给调用者，换句话说，在当前执行的所有 rcu-sched 读侧临界区都完成之后。 这些读侧临界区由 rcu\_read\_lock\_sched() 和 rcu\_read\_unlock\_sched() 进行限定，可能是嵌套的。请注意，可以使用 preempt\_disable()、local\_irq\_disable() 等代替 rcu\_read\_lock\_sched()。

这意味着所有 preempt\_disable 代码序列（包括 NMI 和非线程化硬件中断处理程序）在进入时正在进行中的这个保证都将完成，然后这个基元将返回。但是，这并不保证软中断处理程序将完成，因为在某些内核中，这些处理程序可以在进程上下文中运行并且可以阻止。

请注意，此保证意味着进一步的内存排序保证。在具有多个 CPU 的系统上，当 synchronize\_sched() 返回时，保证每个 CPU 自上次 RCU-sched 读侧临界区结束以来已执行完整的内存屏障。此外，具有扩展自 synchronize\_sched() 返回以外的 RCU 读侧临界区的每个 CPU 都保证在 synchronize\_sched() 的开始和该 RCU 读侧临界区的开始之间执行完整的内存屏障。请注意，这些保证包括处于离线状态、空闲状态或用户模式下执行的 CPU，以及在内核中执行的 CPU。

此外，如果 CPU A 调用了 synchronize\_sched() 函数，并在 CPU B 上返回了它的调用，则在 synchronize\_sched() 函数执行期间 CPU A 和 CPU B 都保证已执行完整的内存屏障 - 即使 CPU A 和 CPU B 是同一 CPU（但仅在系统具有多个 CPU 的情况下）。

## void synchronize\_rcu\_bh(void)

等待 rcu\_bh 优雅时期结束。

**参数**

void

无参数

**说明**

在完整的 rcu\_bh 优雅时期经过后，控制权将返回给调用者。换句话说，所有当前正在执行的 rcu\_bh 读侧临界区块都已完成。 RCU 读侧关键部分由 rcu\_read\_lock\_bh() 和 rcu\_read\_unlock\_bh() 限定，并且可以嵌套。

有关内存排序保证的更多详细信息，请参见 synchronize\_sched() 的说明。

### unsigned long get\_state\_synchronize\_rcu(void)

快照当前 RCU 状态

**参数**

void

无参数

**说明**

返回一个 cookie，该 cookie 可用于稍后调用 cond\_synchronize\_rcu() 来确定是否在此期间经过了完整的优雅时期。

### void cond\_synchronize\_rcu(unsigned long oldstate)

有条件地等待 RCU 优雅时期

**参数**

unsigned long oldstate

早期调用 get\_state\_synchronize\_rcu() 的返回

**说明**

如果自早期调用 get\_state\_synchronize\_rcu() 后已经经过了完整的 RCU 优雅时期，则只需返回即可。否则，请调用 synchronize\_rcu() 等待完整的优雅时期。

是的，此函数不考虑计数器包装。但是计数器包装是无害的。如果计数器包装，我们等待了超过20亿个优雅周期（在64位系统上还要多得多！），因此等待一个额外的优雅周期应该没问题。

### unsigned long get\_state\_synchronize\_sched(void)

快照当前 RCU-sched 状态

**参数**

void

无参数

**说明**

返回一个 cookie，该 cookie 可用于稍后调用 cond\_synchronize\_sched() 来确定是否在此期间经过了完整的优雅时期。

### void cond\_synchronize\_sched(unsigned long oldstate)

有条件地等待 RCU-sched 优雅时期

**参数**

unsigned long oldstate

早期调用 get\_state\_synchronize\_sched() 的返回

**说明**

如果自早期调用 get\_state\_synchronize\_sched() 后已经经过了完整的 RCU-sched 优雅时期，则只需返回即可。否则，请调用 synchronize\_sched() 等待完整的优雅时期。

是的，此函数不考虑计数器包装。但是计数器包装是无害的。如果计数器包装，我们等待了超过20亿个优雅周期（在64位系统上还要多得多！），因此等待一个额外的优雅周期应该没问题。

### void rcu\_barrier\_bh(void)

等待所有正在飞行的 call\_rcu\_bh() 回调完成。

**参数**

void

无参数

### void rcu\_barrier\_sched(void)

等待正在进行的 call\_rcu\_sched() 回调。

**参数**

void

无参数

### void call\_rcu(struct rcu\_head \*head, rcu\_callback\_t func)

将 RCU 回调队列排队，以在优雅时期后调用回调函数。

**参数**

struct rcu\_head \*head

用于排队 RCU 更新的struct 。

rcu\_callback\_t func

在经过优雅时期后实际调用的回调函数

**说明**

回调函数将在完整的优雅期间过后的某个时间调用，换句话说，在所有现有的 RCU 读侧临界区块完成后调用。但是，回调函数可能会与在调用 call\_rcu() 之后开始的 RCU 读侧临界区块并发执行。 RCU 读侧关键部分由 rcu\_read\_lock() 和 rcu\_read\_unlock() 限定，并且可以嵌套。

请注意，所有 CPU 必须同意优雅期间是否已经超过了所有现有的 RCU 读侧临界区块。在具有多个 CPU 的系统上，这意味着在调用“func()”时，每个 CPU 都保证在其上一个 RCU 读侧临界区块的开始之前，自其上一个 RCU 读侧临界区块结束以来已执行完整的内存屏障。这也意味着，在开始“func()”之后继续执行 RCU 读侧临界区块的每个 CPU 必须在 call\_rcu() 之后在其 RCU 读侧临界区块开始之前执行内存屏障。请注意，这些保证包括处于离线、空闲或用户模式下执行以及在内核中执行的 CPU。

此外，如果 CPU A 调用了 call\_rcu()，CPU B 调用了相应的 RCU 回调函数“func()”，则在调用 call\_rcu() 和调用“func()”之间的时间间隔内，CPU A 和 CPU B 都保证执行完整的内存屏障 - 即使 CPU A 和 CPU B 是同一 CPU（但仅在系统具有多个 CPU 的情况下）。

### void synchronize\_rcu(void)

等待一个优雅期间经过。

**参数**

void

无参数

**说明**

在完整的优雅时期经过后，控制权将返回调用者。换句话说，在从 synchronize\_rcu() 返回后，调用者可能会与使用新的 RCU 读侧临界区块并发执行。 RCU 读侧临界区块由 rcu\_read\_lock() 和 rcu\_read\_unlock() 限定，并且可以嵌套。

请参阅 synchronize\_sched() 的说明，以获取有关内存顺序保证的详细信息。但请注意，仅适用于内存顺序保证。例如，synchronize\_rcu() 不保证等待任何由 preempt\_disable() 保护的代码，而仅保证等待 RCU 读侧临界区，也就是由 rcu\_read\_lock() 保护的代码区段。

### void rcu\_barrier(void)

等待所有正在运行的 call\_rcu() 回调函数完成。

**参数**

void

无参数

**说明**

请注意，此原语未必会等待 RCU 优化周期完成。例如，如果系统中没有任何 RCU 回调在队列中等待，则 rcu\_barrier() 有权立即返回，无需等待任何东西，更不用说等待 RCU 优化周期。

### int rcu\_read\_lock\_sched\_held(void)

可能我们正在 RCU-sched 读侧临界区中？

**参数**

void

无参数

**说明**

如果选择了 CONFIG\_DEBUG\_LOCK\_ALLOC，则在 RCU-sched 读侧临界区返回非零值。在没有 CONFIG\_DEBUG\_LOCK\_ALLOC 的情况下，假设我们正在 RCU-sched 读侧临界区中，除非可以证明我们不在其中。注意，禁用抢占（包括禁用 IRQ）计为 RCU-sched 读侧临界区。这对于要求在 RCU-sched 读侧临界区内调用它们的函数的调试检查非常有用。

检查 debug\_lockdep\_rcu\_enabled()，以防止启动期间和在禁用 lockdep 时出现误报。

请注意，如果 CPU 从 RCU 的角度处于空闲循环中（即我们在 rcu\_idle\_enter() 和 rcu\_idle\_exit() 之间的部分中），则即使 CPU 做了 rcu\_read\_lock()，rcu\_read\_lock\_held() 返回 false 也是如此。原因是 RCU 忽略处于这种部分中的 CPU，将其视为处于扩展静止状态，因此无论其调用了什么 RCU 原语，这样的 CPU 实际上永远不处于 RCU 读侧临界区。必须是这种情况——我们需要在空闲时保留一个无 RCU 窗口，以便 CPU 可能进入低功耗模式。这样我们就可以向启动优化周期的其他 CPU 感知到扩展静止状态。否则，我们会延迟所有的优化周期，因为我们在空闲任务中运行。

类似地，如果当前 CPU 离线，我们会避免声称持有 SRCU 读锁。

### void rcu\_expedite\_gp(void)

加速未来的 RCU 优化周期

**参数**

void

无参数

**说明**

调用此函数后，未来调用 synchronize\_rcu() 等函数将像调用相应的 synchronize\_rcu\_expedited() 函数一样。

### void rcu\_unexpedite\_gp(void)

取消以前对 rcu\_expedite\_gp() 的调用

**参数**

void

无参数

**说明**

撤消之前对 rcu\_expedite\_gp() 的调用。如果所有对 rcu\_expedite\_gp() 的先前调用都由后续对 rcu\_unexpedite\_gp() 的调用取消，而且 rcu\_expedited sysfs/boot 参数未设置，则所有后续对 synchronize\_rcu() 等函数的调用都将返回其正常的非加速行为。

### int rcu\_read\_lock\_held(void)

可能我们正在 RCU 读侧临界区中？

**参数**

void

无参数

**说明**

如果选择了 CONFIG\_DEBUG\_LOCK\_ALLOC，则在 RCU 读侧临界区返回非零值。在没有 CONFIG\_DEBUG\_LOCK\_ALLOC 的情况下，假设我们正在 RCU 读侧临界区中，除非可以证明我们不在其中。这对于要求在 RCU 读侧临界区内调用它们的函数的调试检查非常有用。

检查 debug\_lockdep\_rcu\_enabled()，以防止启动期间和在禁用 lockdep 时出现误报。

请注意，必须在相同的上下文中调用 rcu\_read\_lock() 和相应的 rcu\_read\_unlock()，例如，如果匹配的 rcu\_read\_lock() 是从 irq 处理程序内部调用的，则在进程上下文中调用 rcu\_read\_unlock() 是非法的。

请注意，如果 CPU 从 RCU 的角度处于空闲或离线状态，则不允许使用 rcu\_read\_lock()，因此也要检查这些状态。

### int rcu\_read\_lock\_bh\_held(void)

可能我们正在 RCU-bh 读侧临界区中？

**参数**

void

无参数

**说明**

检查是否禁用了底半部，这涵盖了 CONFIG\_PROVE\_RCU 和非这种情况的情况。请注意，如果有人使用了 rcu\_read\_lock\_bh()，但随后启用了 BH，则锁定依赖项（如果启用）将显示该情况。这对于要求在 RCU 读侧临界区内调用它们的函数的调试检查非常有用。

检查 debug\_lockdep\_rcu\_enabled()，以防止启动期间出现误报。

请注意，必须在相同的上下文中调用 rcu\_read\_lock() 和相应的 rcu\_read\_unlock()，例如，如果匹配的 rcu\_read\_lock() 是从 irq 处理程序内部调用的，则在进程上下文中调用 rcu\_read\_unlock() 是非法的。

### void wakeme\_after\_rcu(struct rcu\_head \* head)

回调函数，在收到优化周期信号后唤醒任务

**参数**

struct rcu\_head \* head

在 rcu\_synchronize 结构内的 rcu\_head 成员指针

**说明**

在优化周期过去后立即唤醒相应的任务。

### void init\_rcu\_head\_on\_stack(struct rcu\_head \* head)

为 debugobjects 初始化栈上的 rcu\_head

**参数**

struct rcu\_head \* head

指向要初始化的rcu\_head结构的指针

**说明**

该函数通知debugobjects，已在堆栈上分配了一个新的rcu\_head结构作为自动变量。这个函数不适用于静态定义或在堆上动态分配的rcu\_head结构。对于!CONFIG\_DEBUG\_OBJECTS\_RCU\_HEAD内核构建，此函数没有任何影响。

### void destroy\_rcu\_head\_on\_stack(struct rcu\_head \* head)

为debugobjects销毁在栈上的rcu\_head

**参数**

struct rcu\_head \* head

指向要初始化的rcu\_head结构的指针

**说明**

此函数通知debugobjects，一个在栈上的rcu\_head结构即将超出范围。与init\_rcu\_head\_on\_stack()一样，对于静态定义或在堆上动态分配的rcu\_head结构，此函数不是必需的。而且，与init\_rcu\_head\_on\_stack()一样，此函数对于!CONFIG\_DEBUG\_OBJECTS\_RCU\_HEAD内核构建没有影响。

### void call\_rcu\_tasks(struct rcu\_head \* rhp, rcu\_callback\_t func)

将RCU加入任务基础优雅周期的调用队列

**参数**

struct rcu\_head \* rhp

用于排队RCU更新的结构。

rcu\_callback\_t func

在优雅周期之后调用的实际回调函数

**说明**

回调函数将在完整的优雅周期经过一段时间后调用，换句话说，在所有当前执行的RCU读侧关键段完成后。call\_rcu\_tasks()假定读侧关键段在自愿的上下文切换（而不是抢占！ ），cond\_resched\_rcu\_qs()，进入idle或转换为usermode执行时结束。因此，不存在类似于rcu\_read\_lock()和rcu\_read\_unlock()的读侧原语，因为此原语旨在确定所有任务都已通过安全状态，而不是进行数据结构同步。

有关内存排序保证的更详细信息，请参阅call\_rcu()的说明。

### void synchronize\_rcu\_tasks(void)

等待rcu-tasks优雅周期已经过。

**参数**

void

没有参数

**说明**

在完整的rcu-tasks优雅周期经过一段时间后，控制将返回调用者，换句话说，在所有当前执行的rcu-tasks读侧临界区域已经过时。这些读侧关键段由schedule()，cond\_resched\_tasks\_rcu\_qs()，空闲执行，用户空间执行，调用synchronize\_rcu\_tasks()和（理论上）cond\_resched()限定。

这是一个非常专业的基元，仅供追踪和其他需要操纵函数序言和分析挂钩的情况使用。synchronize\_rcu\_tasks()函数（尚未）不适用于多个CPU的重度使用。

请注意，此保证还意味着进一步的内存排序保证。在具有多个CPU的系统上，当synchronize\_rcu\_tasks()返回时，保证每个CPU都已执行自上次RCU-tasks读侧关键区域结束以来的完整内存屏障。此外，有一个rcu-tasks读侧关键部分的每个CPU超出返回synchronize\_rcu\_tasks()，在开始synchronize\_rcu\_tasks()之后，在该RCU-tasks读侧关键部分开始之前执行了完整的内存屏障。请注意，这些保证包括脱机，空闲或在用户模式下执行以及在内核中执行的CPU。

此外，如果CPU A调用了synchronize\_rcu\_tasks()，返回到CPU B的调用者，则在synchronize\_rcu\_tasks()的执行期间，CPU A和CPU B都保证已经执行了完整的内存屏障-即使CPU A和CPU B是相同的CPU（但仅当系统具有多个CPU时）。

### void rcu\_barrier\_tasks(void)

等待正在进行的call\_rcu\_tasks()回调。

**参数**

void

没有参数

**说明**

虽然当前的实现保证等待，但例如如果没有挂起的回调，则不必如此。

## 设备资源管理

### void \*\_\_devres\_alloc\_node(dr\_release\_t release, size\_t size, gfp\_t gfp, int nid, const char \*name)

分配设备资源数据

**参数**

dr\_release\_t release

与devres将相关联的释放函数

size\_t size

分配大小

gfp\_t gfp

分配标志

int nid

NUMA节点

const char \*name

资源名称

**说明**

分配大小为字节的devres。分配的区域为零，然后与释放相关联。返回的指针可以传递给其他devres\_\*()函数。

**返回**

成功时返回指向分配的devres的指针，失败时返回NULL。

### void devres\_for\_each\_res(struct device \*dev, dr\_release\_t release, dr\_match\_t match, void \*match\_data, void (\*fn)(struct device\*, void\*, void\*), void \*data)

资源迭代器

**参数**

struct device \*dev

从中迭代资源的设备

dr\_release\_t release

查找与该释放函数相关联的资源

dr\_match\_t match

匹配函数（可选）

void \*match\_data

匹配函数的数据

void (\*fn)(struct device \*, void \*, void \*)

对每个匹配的资源调用的函数。

void \*data

fn的数据，fn的第3个参数

**说明**

对于与release相关联的每个devres，调用fn，对于匹配函数返回1的devres。

**返回**

无

### void devres\_free（void \*res）

释放设备资源数据

**参数**

void \*res

要释放的devres数据指针

**说明**

使用devres\_alloc（）创建的devres将被释放。

### void devres\_add（struct device \*dev，void \*res）

注册设备资源

**参数**

struct device \*dev

要添加资源的设备

void \*res

要注册的资源

**说明**

将devres res注册到dev上。 res应该使用devres\_alloc（）进行分配。在驱动程序卸载时，将调用相关的释放函数，devres将自动释放。

### void \*devres\_find（struct device \*dev，dr\_release\_t release，dr\_match\_t match，void \*match\_data）

查找设备资源

**参数**

struct device \*dev

要查询资源的设备

dr\_release\_t release

查找与此释放函数相关联的资源

dr\_match\_t match

匹配函数（可选）

void \*match\_data

匹配函数的数据

**说明**

找到最新的与释放相关联且匹配返回1的设备的devres。如果match为NULL，则认为匹配所有内容。

**返回**

找到的devres指针，如果未找到则为NULL。

### void \*devres\_get（struct device \*dev，void \*new\_res，dr\_match\_t match，void \*match\_data）

查找devres，如果不存在，则原子地添加一个

**参数**

struct device \*dev

要查找或添加devres的设备

void \*new\_res

指向新初始化的devres的指针，以添加如果未找到

dr\_match\_t match

匹配函数（可选）

void \*match\_data

匹配函数的数据

**说明**

找到与new\_res具有相同释放函数且匹配返回1的设备的最新devres。如果找到，new\_res将被释放；否则，new\_res将被原子地添加。

**返回**

找到或添加的devres指针。

### void \*devres\_remove（struct device \*dev，dr\_release\_t release，dr\_match\_t match，void \*match\_data）

查找设备资源并删除它

**参数**

struct device \*dev

要找到资源的设备

dr\_release\_t release

查找与此释放函数相关联的资源

dr\_match\_t match

匹配函数（可选）

void \*match\_data

匹配函数的数据

**说明**

找到最新的与释放相关联且匹配返回1的设备的devres。如果match为NULL，则认为匹配所有内容。如果找到，将原子地删除资源并返回。

**返回**

成功删除的devres指针，如果未找到则为NULL。

### int devres\_destroy（struct device \*dev，dr\_release\_t release，dr\_match\_t match，void \*match\_data）

查找设备资源并销毁它

**参数**

struct device \*dev

要找到资源的设备

dr\_release\_t release

查找与此释放函数相关联的资源

dr\_match\_t match

匹配函数（可选）

void \*match\_data

匹配函数的数据

**说明**

找到最新的与释放相关联且匹配返回1的设备的devres。如果match为NULL，则认为匹配所有。如果找到，将原子地删除资源并释放。

请注意，资源的释放函数不会被调用，只有devres分配的数据将被释放。调用者需要负责释放其他数据。

**返回**

如果找到并释放devres，则为0；如果未找到，则为-ENOENT。

### int devres\_release（struct device \*dev，dr\_release\_t release，dr\_match\_t match，void \*match\_data）

查找设备资源并销毁它，调用释放函数

**参数**

struct device \*dev

要找到资源的设备

dr\_release\_t release

查找与此释放函数相关联的资源

dr\_match\_t match

匹配函数（可选）

void \*match\_data

匹配函数的数据

**说明**

找到最新的与释放相关联且匹配返回1的设备的devres。如果match为NULL，则认为匹配所有内容。如果找到，将原子地删除资源，调用释放函数并释放资源。

**返回**

如果找到并释放devres，则为0；如果未找到，则为-ENOENT。

### void \*devres\_open\_group（struct device \*dev，void \*id，gfp\_t gfp）

打开新的devres组

**参数**

struct device \*dev

要为其打开devres组的设备

void \*id

分隔符ID

gfp\_t gfp

分配标志

**说明**

为dev以id打开一个新的devres组。对于id，建议使用将不会用于另一个组的对象的指针。如果id为NULL，则创建一个按地址唯一的ID。

**返回**

新组的ID，失败为NULL。

### void devres\_close\_group（struct device \*dev，void \*id）

关闭devres组

**参数**

struct device \*dev

要关闭devres组的设备

void \*id

目标组的ID，可以为NULL

**说明**

关闭由id标识的组。如果id为NULL，则选择最新打开的组。

### void devres\_remove\_group（struct device \*dev，void \*id）

删除devres组

**参数**

struct device \*dev

要删除组的设备

void \*id

要删除的组的ID，可以为NULL

**说明**

删除由id标识的组。如果id为NULL，则选择最新打开的组。请注意，删除组不会影响任何其他资源。

### int devres\_release\_group（struct device \*dev，void \*id）

释放devres组中的资源

**参数**

struct device \*dev

需要释放的设备

void \*id

目标组的ID，可以为NULL

**说明**

释放由id标识的组中的所有资源。如果id为NULL，则选择最近打开的组。选择的组及正确嵌套在所选组中的组均将被移除。

**返回**

释放的非组资源数量。

### int devm\_add\_action(struct device \*dev, void (\*action)(void\*), void \*data)

将自**定义**操作添加到受管理资源的列表中

**参数**

struct device \*dev

拥有该操作的设备

void (\*action)(void \*)

应该调用的函数

void \*data

传递给操作实现的数据指针

**说明**

这将添加一个自定义操作到受管理资源的列表中，以便作为标准资源解除的一部分执行它。

### void devm\_remove\_action(struct device \*dev, void (\*action)(void\*), void \*data)

删除先前添加的自定义操作

**参数**

struct device \*dev

拥有该操作的设备

void (\*action)(void \*)

实现该操作的函数

void \*data

传递给操作实现的数据指针

**说明**

删除由devm\_add\_action()先前添加的操作实例。操作和数据应与现有条目之一匹配。

### void devm\_release\_action(struct device \*dev, void (\*action)(void\*), void \*data)

释放以前添加的自定义操作

**参数**

struct device \*dev

拥有该操作的设备

void (\*action)(void \*)

实现该操作的函数

void \*data

传递给操作实现的数据指针

**说明**

释放并删除由devm\_add\_action()先前添加的操作实例。操作和数据应与现有条目之一匹配。

### void \*devm\_kmalloc(struct device \*dev, size\_t size, gfp\_t gfp)

资源管理kmalloc

**参数**

struct device \*dev

分配内存的设备

size\_t size

分配大小

gfp\_t gfp

分配gfp标志

**说明**

被管理的kmalloc。使用此函数分配的内存在驱动程序分离时将自动释放。像所有其他devres资源一样，保证对齐方式是unsigned long long。

**返回**

成功时分配的内存指针，失败时为NULL。

### char \*devm\_kstrdup(struct device \*dev, const char \*s, gfp\_t gfp)

分配资源受控空间并将现有字符串复制到其中。

**参数**

struct device \*dev

分配内存的设备

const char \*s

要复制的字符串

gfp\_t gfp

在调用devm\_kmalloc()时用于分配内存的GFP掩码

**返回**

成功时分配的字符串指针，失败时为NULL。

### char \*devm\_kvasprintf(struct device \*dev, gfp\_t gfp, const char \*fmt, va\_list ap)

分配资源管理空间并将一个字符串格式化到其中。

**参数**

struct device \*dev

分配内存的设备

gfp\_t gfp

在调用devm\_kmalloc()时用于分配内存的GFP掩码

const char \*fmt

printf()-样式格式字符串

va\_list ap

格式字符串的参数

**返回**

成功时分配的字符串指针，失败时为NULL。

### char \*devm\_kasprintf(struct device \*dev, gfp\_t gfp, const char \*fmt, ...)

分配资源管理空间并将一个字符串格式化到其中。

**参数**

struct device \*dev

分配内存的设备

gfp\_t gfp

在调用devm\_kmalloc()时用于分配内存的GFP掩码

const char \*fmt

printf()-样式格式字符串

...

格式字符串的参数

**返回**

成功时分配的字符串指针，失败时为NULL。

### void devm\_kfree(struct device \*dev, const void \*p)

资源受控kfree

**参数**

struct device \*dev

此内存所属的设备

const void \*p

要释放的内存

**说明**

释放使用devm\_kmalloc()分配的内存。

### void \*devm\_kmemdup(struct device \*dev, const void \*src, size\_t len, gfp\_t gfp)

资源管理kmemdup

**参数**

struct device \*dev

此内存所属的设备

const void \*src

要复制的内存区域

size\_t len

内存区域长度

gfp\_t gfp

要使用的GFP标志

**说明**

使用资源管理kmalloc复制一段内存区域

### unsigned long devm\_get\_free\_pages(struct device \*dev, gfp\_t gfp\_mask, unsigned int order)

资源管理\_\_get\_free\_pages

**参数**

struct device \*dev

要分配内存的设备

gfp\_t gfp\_mask

分配gfp标志

unsigned int order

分配大小为(1 << order)页

**说明**

管理的get\_free\_pages。使用此函数分配的内存在驱动程序分离时将自动释放。

**返回**

成功时分配的内存地址，失败时为0。

### void devm\_free\_pages(struct device \*dev, unsigned long addr)

资源受控的free\_pages

**参数**

struct device \*dev

此内存所属的设备

unsigned long addr

要释放的内存

**说明**

释放使用devm\_get\_free\_pages()分配的内存。与free\_pages不同的是，无需提供顺序。

### void \_\_percpu \*\_\_devm\_alloc\_percpu(struct device \*dev, size\_t size, size\_t align)

资源管理的alloc\_percpu

**参数**

struct device \*dev

要为其分配per-CPU内存的设备

size\_t size

要分配的per-CPU内存的大小

size\_t align

要分配的per-CPU内存的对齐

**说明**

管理的alloc\_percpu。使用此函数分配的per-CPU内存在驱动程序分离时将自动释放。

**返回**

成功时分配的内存指针，失败时为NULL。

### void devm\_free\_percpu(struct device \*dev, void \_\_percpu \*pdata)

资源管理的free\_percpu

**参数**

struct device \*dev

此内存所属设备

void \_\_percpu \*pdata

要释放的单核内存

**说明**

释放用devm\_alloc\_percpu()分配的内存。

# 设备驱动的基础架构

## 基本设备驱动模型结构

### struct bus\_type

设备的总线类型

**定义**

struct bus\_type {

const char \*name;

const char \*dev\_name;

struct device \*dev\_root;

const struct attribute\_group \*\*bus\_groups;

const struct attribute\_group \*\*dev\_groups;

const struct attribute\_group \*\*drv\_groups;

int (\*match)(struct device \*dev, struct device\_driver \*drv);

int (\*uevent)(struct device \*dev, struct kobj\_uevent\_env \*env);

int (\*probe)(struct device \*dev);

int (\*remove)(struct device \*dev);

void (\*shutdown)(struct device \*dev);

int (\*online)(struct device \*dev);

int (\*offline)(struct device \*dev);

int (\*suspend)(struct device \*dev, pm\_message\_t state);

int (\*resume)(struct device \*dev);

int (\*num\_vf)(struct device \*dev);

int (\*dma\_configure)(struct device \*dev);

const struct dev\_pm\_ops \*pm;

const struct iommu\_ops \*iommu\_ops;

struct subsys\_private \*p;

struct lock\_class\_key lock\_key;

bool need\_parent\_lock;

};

**成员**

name

总线的名称。

dev\_name

用于子系统enum设备的名称形如(“foo``u``”, dev->id)。

dev\_root

要用作父设备的默认设备。

bus\_groups

总线的默认属性。

dev\_groups

总线上设备的默认属性。

drv\_groups

总线上设备驱动的默认属性。

match

当添加此总线的新设备或驱动程序时，也许会调用多次。如果给定的设备可以由给定的驱动程序处理，则应返回正值，否则返回零。如果不能确定驱动程序支持设备，则也可返回错误代码。如果返回-EPROBE\_DEFER，则将设备排队进行延迟探测。

uevent

在添加设备、删除设备或生成uevents以添加环境变量时调用。

probe

当添加到此总线的新设备或驱动程序时，回调特定驱动程序的probe以初始化匹配的设备。

remove

当从此总线中删除设备时调用。

shutdown

在关闭时间调用以使设备排除干扰。

online

用于将设备重新上线（脱机后）。

offline

将设备脱机以进行热拔插调用。

suspend

当此总线上的设备想要进入睡眠模式时调用。

resume

当此总线上的设备退出睡眠模式时调用。

num\_vf

用于找出此总线上的设备支持多少个虚拟功能。

dma\_configure

用于在此总线上的设备上设置DMA配置。

pm

此总线的电源管理操作，回调特定设备驱动程序的pm-ops。

iommu\_ops

适用于此总线的IOMMU特定操作，用于将IOMMU驱动程序实现连接到总线并允许驱动程序执行总线特定的设置。

p

驱动程序核心的私有数据，只能由驱动程序核心触碰。

lock\_key

用于锁验证器的锁类键。

need\_parent\_lock

在此总线上探测或删除设备时，设备核心应锁定设备的父对象。

**说明**

总线是处理器和一个或多个设备之间的通道。为了设备模型，即使是内部、虚拟的“平台”总线，所有设备也通过总线连接。总线可以插入彼此。例如，USB控制器通常是PCI设备。设备模型表示总线和它们控制的设备之间的实际连接。总线由bus\_type结构表示。它包含名称、默认属性、总线方法、PM操作和驱动程序核心的私有数据。

### enum probe\_type

设备驱动程序探测类型，尝试。设备驱动程序可以选择特殊处理各自的探测程序。这告诉核心要期望和优先使用什么。

**常量**

PROBE\_DEFAULT\_STRATEGY

由能够同步或异步进行探测的驱动程序使用。

PROBE\_PREFER\_ASYNCHRONOUS

针对“慢”设备的驱动程序，探测顺序不是引导系统的关键，可以选择异步执行它们的探测。

PROBE\_FORCE\_SYNCHRONOUS

使用此注释的驱动程序需要它们的探测程序与驱动程序和设备注册同步运行（除了处理-EPROBE\_DEFER处理之外—重探测总是异步完成）。

**说明**

请注意，最终目标是将内核切换为默认使用异步探测，因此将驱动程序注释为PROBE\_PREFER\_ASYNCHRONOUS是一种临时措施，允许我们在验证其余驱动程序时加快引导进程。

### struct device\_driver

基本设备驱动程序结构

**定义**

struct device\_driver {

const char \*name;

struct bus\_type \*bus;

struct module \*owner;

const char \*mod\_name;

bool suppress\_bind\_attrs;

enum probe\_type probe\_type;

const struct of\_device\_id \*of\_match\_table;

const struct acpi\_device\_id \*acpi\_match\_table;

int (\*probe) (struct device \*dev);

int (\*remove) (struct device \*dev);

void (\*shutdown) (struct device \*dev);

int (\*suspend) (struct device \*dev, pm\_message\_t state);

int (\*resume) (struct device \*dev);

const struct attribute\_group \*\*groups;

const struct dev\_pm\_ops \*pm;

void (\*coredump) (struct device \*dev);

struct driver\_private \*p;

};

**成员**

name

设备驱动程序的名称。

bus

该驱动程序的设备所属的总线。

owner

模块所有者。

mod\_name

用于内置模块。

suppress\_bind\_attrs

通过 sysfs 禁用绑定/解除绑定。

probe\_type

要使用的探测类型（同步或异步）。

of\_match\_table

打开的固件表。

acpi\_match\_table

ACPI 匹配表。

probe

调用查询特定设备是否存在，此驱动程序是否可以与其一起工作，并将驱动程序绑定到特定设备。

remove

当设备从系统中移除时调用以解除设备与该驱动程序的绑定。

shutdown

在关闭时调用以停止设备。

suspend

调用以使设备进入睡眠模式。通常为低功耗状态。

resume

调用以使设备退出睡眠模式。

groups

由驱动程序核心自动创建的默认属性。

pm

匹配此驱动程序的设备的电源管理操作。

coredump

写入 sysfs 条目时调用。设备驱动程序应调用 dev\_coredump API，从而产生 uevent。

p

驱动核心的私有数据，除驱动核心外，其他人不能触及。

**说明**

设备驱动程序模型跟踪系统已知的所有驱动程序。这种跟踪的主要原因是使驱动程序核心能够将驱动程序与新设备相匹配。然而，一旦驱动程序成为系统中的已知对象，许多其他事情就成为可能。设备驱动程序可以导出独立于任何特定设备的信息和配置变量。

### struct subsys\_interface

设备功能接口

**定义**

struct subsys\_interface {

const char \*name;

struct bus\_type \*subsys;

struct list\_head node;

int (\*add\_dev)(struct device \*dev, struct subsys\_interface \*sif);

void (\*remove\_dev)(struct device \*dev, struct subsys\_interface \*sif);

};

**成员**

name

设备功能名称

subsys

要附加到的设备的子系统

node

在子系统中注册的函数列表

add\_dev

设备连接到设备功能处理程序

remove\_dev

设备连接到设备功能处理程序

**说明**

附加到子系统的简单接口。多个接口可以连接到一个子系统及其设备。与驱动程序不同，他们不专门声明或控制设备。接口通常表示子系统/设备类的特定功能。

### struct class

设备类别

**定义**

struct class {

const char \*name;

struct module \*owner;

const struct attribute\_group \*\*class\_groups;

const struct attribute\_group \*\*dev\_groups;

struct kobject \*dev\_kobj;

int (\*dev\_uevent)(struct device \*dev, struct kobj\_uevent\_env \*env);

char \*(\*devnode)(struct device \*dev, umode\_t \*mode);

void (\*class\_release)(struct class \*class);

void (\*dev\_release)(struct device \*dev);

int (\*shutdown\_pre)(struct device \*dev);

const struct kobj\_ns\_type\_operations \*ns\_type;

const void \*(\*namespace)(struct device \*dev);

void (\*get\_ownership)(struct device \*dev, kuid\_t \*uid, kgid\_t \*gid);

const struct dev\_pm\_ops \*pm;

struct subsys\_private \*p;

};

**成员**

name

类的名称。

owner

模块所有者。

class\_groups

此类的默认属性。

dev\_groups

属于该类的设备的默认属性。

dev\_kobj

表示此类并将其链接到层次结构中的 kobject。

dev\_uevent

在添加设备、从此类中删除设备或生成 uevents 以添加环境变量的其他一些事情时调用。

devnode

回调以提供 devtmpfs。

class\_release

调用释放这个类。

dev\_release

调用以释放设备。

shutdown\_pre

在驱动程序关闭之前的关闭时间调用。

ns\_type

回调，以便 sysfs 可以确定命名空间。

namespace

设备的命名空间属于此类。

get\_ownership

允许类为属于该类的设备指定 sysfs 目录的 uid/gid。通常绑定到设备的命名空间。

pm

此类的默认设备电源管理操作。

p

驱动核的私有数据，除驱动核外，其他人不能触及。

**说明**

类是设备的高级视图，它抽象出低级实现细节。驱动程序可能会看到 SCSI 磁盘或 ATA 磁盘，但在类级别上，它们都只是磁盘。类允许用户空间根据设备的作用而不是它们的连接方式或工作方式来使用设备。

### devm\_alloc\_percpu

devm\_alloc\_percpu (dev, type)

资源管理的 alloc\_percpu

**参数**

dev

为其分配每个 CPU 内存的设备

type

为每个 CPU 分配内存的类型

**说明**

托管 alloc\_percpu。使用此函数分配的每个 CPU 内存在驱动程序分离时自动释放。

**返回**

成功时指向已分配内存的指针，失败时指向 NULL。

### struct device\_connection

设备连接描述符

**定义**

struct device\_connection {

const char \*endpoint[2];

const char \*id;

struct list\_head list;

};

**成员**

endpoint

连接在一起的两个设备的名称

id

连接的唯一标识符

list

列表头，私有，仅供内部使用

### enum device\_link\_state

设备连接状态。

**常量**

DL\_STATE\_NONE

未跟踪驱动程序的存在。

DL\_STATE\_DORMANT

供应/消费驱动程序都不存在。

DL\_STATE\_AVAILABLE

供应驱动程序存在，但消费者不存在。

DL\_STATE\_CONSUMER\_PROBE

消费者正在探测（存在供应驱动程序）。

DL\_STATE\_ACTIVE

供应和消费驱动程序均存在。

DL\_STATE\_SUPPLIER\_UNBIND

供应驱动程序正在解除绑定。

### struct device\_link

设备连接表示。

**定义**

struct device\_link {

struct device \*supplier;

struct list\_head s\_node;

struct device \*consumer;

struct list\_head c\_node;

enum device\_link\_state status;

u32 flags;

bool rpm\_active;

struct kref kref;

#ifdef CONFIG\_SRCU;

struct rcu\_head rcu\_head;

#endif;

};

**成员**

v成员

supplier

链路供应商端的设备。

s\_node

挂钩到供应商设备的消费者链接列表。

consumer

链路消费者端的设备。

c\_node

挂钩到消费者设备的供应商链接列表。

status

链接的状态（关于驱动程序的存在）。

flags

链接标志。

rpm\_active

消费者设备是否处于运行时 PM 活动状态。

kref

计算重复添加相同的链接。

rcu\_head

用于延迟执行 SRCU 回调的 RCU 头。

### enum dl\_dev\_state

设备驱动程序存在跟踪信息。

**常量**

DL\_DEV\_NO\_DRIVER

设备未附加驱动程序。

DL\_DEV\_PROBING

正在探测驱动程序。

DL\_DEV\_DRIVER\_BOUND

驱动程序已绑定到设备。

DL\_DEV\_UNBINDING

驱动程序正在从设备解除绑定。

### struct dev\_links\_info

与设备链接相关的设备数据。

**定义**

struct dev\_links\_info {

struct list\_head suppliers;

struct list\_head consumers;

enum dl\_dev\_state status;

};

**成员**

suppliers

链接至供应商设备的链表；

consumers

链接至消费者设备的链表。

状态

驱动程序状态信息。

### struct device

基本设备结构

**定义**

struct device {

struct device \*parent;

struct device\_private \*p;

struct kobject kobj;

const char \*init\_name;

const struct device\_type \*type;

struct mutex mutex;

struct bus\_type \*bus;

struct device\_driver \*driver;

void \*platform\_data;

void \*driver\_data;

struct dev\_links\_info links;

struct dev\_pm\_info power;

struct dev\_pm\_domain \*pm\_domain;

#ifdef CONFIG\_GENERIC\_MSI\_IRQ\_DOMAIN;

struct irq\_domain \*msi\_domain;

#endif;

#ifdef CONFIG\_PINCTRL;

struct dev\_pin\_info \*pins;

#endif;

#ifdef CONFIG\_GENERIC\_MSI\_IRQ;

struct list\_head msi\_list;

#endif;

#ifdef CONFIG\_NUMA;

int numa\_node;

#endif;

const struct dma\_map\_ops \*dma\_ops;

u64 \*dma\_mask;

u64 coherent\_dma\_mask;

u64 bus\_dma\_mask;

unsigned long dma\_pfn\_offset;

struct device\_dma\_parameters \*dma\_parms;

struct list\_head dma\_pools;

struct dma\_coherent\_mem \*dma\_mem;

#ifdef CONFIG\_DMA\_CMA;

struct cma \*cma\_area;

#endif;

struct dev\_archdata archdata;

struct device\_node \*of\_node;

struct fwnode\_handle \*fwnode;

dev\_t devt;

u32 id;

spinlock\_t devres\_lock;

struct list\_head devres\_head;

struct klist\_node knode\_class;

struct class \*class;

const struct attribute\_group \*\*groups;

void (\*release)(struct device \*dev);

struct iommu\_group \*iommu\_group;

struct iommu\_fwspec \*iommu\_fwspec;

bool offline\_disabled:1;

bool offline:1;

bool of\_node\_reused:1;

};

**成员**

parent

设备的“父”设备，它所连接到的设备。在大多数情况下，父设备是某种总线或主机控制器。如果父设备为NULL，则该设备是顶级设备，通常不是您想要的。

p

保存设备驱动程序内核部分的私有数据。有关详细信息，请参阅struct device\_private的注释。

kobj

一个顶层，抽象的类，其他类都是从其派生的。

init\_name

设备的初始名称。

type

设备类型。这标识设备类型和携带类型特定信息。

mutex

同步调用其驱动程序的互斥锁。

bus

设备所在的总线类型。

driver

分配此设备的驱动程序。

platform\_data

特定于设备的平台数据。

driver\_data

驱动程序特定信息的私有指针。

links

该设备的供应商和消费者链接。

power

用于设备电源管理。有关详细信息，请参见文档/driver-api/pm/devices.rst。

pm\_domain

提供回调，在系统挂起，休眠，系统恢复，以及在运行时PM转换期间执行，以及子系统级别和驱动程序级别的回调。

msi\_domain

此设备使用的通用MSI域。

pins

用于设备引脚管理。有关详细信息，请参见文档/driver-api/pinctl.rst。

msi\_list

承载MSI说明符

numa\_node

该设备靠近的NUMA节点。

dma\_ops

此设备的DMA映射操作。

dma\_mask

Dma掩码（如果dma’ble设备）。

coherent\_dma\_mask

像dma\_mask一样，但对于alloc\_coherent映射，因为并非所有硬件都支持64位地址进行一致的分配，因此需要更小的掩码。

bus\_dma\_mask

上游桥或总线的掩码，其施加的DMA限制比设备本身支持的更小。

dma\_pfn\_offset

DMA内存范围相对于RAM的偏移量

dma\_parms

低级驱动程序可能会设置这些参数，以便让IOMMU代码了解段限制。

dma\_pools

Dma池（如果dma可用的设备）。

dma\_mem

用于一致内存覆盖的内部。

cma\_area

用于DMA分配的连续内存区域。

archdata

用于特定架构的附加内容。

of\_node

关联设备树节点。

fwnode

由平台固件提供的关联设备节点。

devt

用于创建sysfs“dev”。

id

设备实例。

devres\_lock

用于保护设备资源的自旋锁。

devres\_head

设备的资源列表。

knode\_class

用于将设备添加到类列表的节点。

class

设备的类。

groups

可选属性组。

release

在所有引用消失后释放设备的回调函数。这应该由设备分配器（即发现设备的总线驱动程序）设置。

iommu\_group

设备所属的IOMMU组。

iommu\_fwspec

由固件提供的IOMMU特定属性。

offline\_disabled

如果设置，则设备永久在线。

offline

在成功调用总线类型的的offline()之后设置。

of\_node\_reused

如果设备树节点与祖先设备共享，则设置。

**示例**

对于嵌入式和基于SOC的硬件所典型的定制板上的设备，Linux通常使用platform\_data指向说明设备及其如何连接的板特定结构。这可以包括可用的端口、芯片变量、哪些GPIO引脚扮演什么附加角色等。这缩小了“板支持包”（BSP）并最小化驱动程序中的特定于板的#ifdef。

**说明**

在Linux系统中，每个设备在最低级别上由struct device的实例表示。设备结构包含设备模型核心模拟系统所需的信息。然而，大多数子系统跟踪它们托管的设备的其他信息。因此，设备很少由裸的设备结构表示；相反，像kobject结构一样，该结构通常嵌入在设备的更高级别表示中。

### module\_driver(\_\_driver, \_\_register, \_\_unregister, ...)

用于不在模块init/exit中执行任何特殊操作的驱动程序的辅助宏。这消除了许多样板文件。每个模块仅可以使用此宏一次，并调用它将替换module\_init()和module\_exit()。

**参数**

\_\_driver

驱动程序名称。

\_\_register

此驱动程序类型的注册函数。

\_\_unregister

此驱动程序类型的注销函数。

...

要传递给\_\_register和\_\_unregister的其他参数。

**说明**

使用此宏构建特定于总线的宏，不要单独使用它。

### builtin\_driver(\_\_driver, \_\_register, ...)

用于不在init中执行任何特殊操作且没有退出的驱动程序的辅助宏。这消除了一些样板文件。每个驱动程序仅可以使用此宏一次，并调用它将替换device\_initcall（或在某些情况下是传统的\_\_initcall）。这旨在是上面的module\_driver()的直接平行，但没有不用于内置情况的\_\_exit内容。

**参数**

\_\_driver

驱动程序名称。

\_\_register

此驱动程序类型的注册函数。

...

要传递给\_\_register的其他参数

**说明**

使用此宏构建特定于总线的宏，不要单独使用它。

## 设备驱动库

### void driver\_init(void)

初始化驱动模型。

**参数**

void

没有参数。

**说明**

调用驱动程序模型初始化函数以初始化其子系统。从init / main.c早期调用。

### int driver\_for\_each\_device(struct device\_driver \*drv, struct device \*start, void \*data, int (\*fn)(struct device\*, void\*))

绑定到驱动程序的设备的迭代器。

**参数**

struct device\_driver \*drv

正在迭代的驱动程序。

struct device \*start

要开始的设备。

void \*data

要传递给回调的数据。

int (\*)(struct device \*, void \*) fn

调用每个设备的功能。

**说明**

遍历drv的设备列表，为每个设备调用fn 。

### struct device \*driver\_find\_device(struct device\_driver \* drv, struct device \* start, void \* data, int (\*match) (struct device \*dev, void \*data)

用于定位特定设备的设备迭代器。

**参数**

struct device\_driver \* drv

设备的驱动程序。

struct device \* start

要开始的设备。

void \* data

要传递给match函数的数据。

int (\*)(struct device \*dev, void \*data) match

检查设备的回调函数。

**说明**

这类似于上面的driver\_for\_each\_device()函数，但它返回一个对设备的引用，后续可以“查找”，由match回调确定。

如果回调返回0，则设备不匹配，如果返回非零，则此函数将返回给调用方，而不会迭代更多的设备。

### int driver\_create\_file(struct device\_driver \*drv, const struct driver\_attribute \*attr)

为驱动程序创建sysfs文件。

**参数**

struct device\_driver \*drv

驱动程序。

const struct driver\_attribute \*attr

驱动程序属性说明符。

### void driver\_remove\_file(struct device\_driver \*drv, const struct driver\_attribute \*attr)

删除驱动程序的sysfs文件。

**参数**

struct device\_driver \*drv

驱动程序。

const struct driver\_attribute \*attr

驱动程序属性说明符。

### int driver\_register(struct device\_driver \*drv)

注册驱动程序与总线

**参数**

struct device\_driver \*drv

要注册的驱动程序

**说明**

我们将大部分工作交给bus\_add\_driver() 调用，因为我们大多数要做的事情都涉及总线结构。

### void driver\_unregister(struct device\_driver \*drv)

从系统中移除驱动程序。

**参数**

struct device\_driver \*drv

驱动程序。

**说明**

同样，我们将大部分工作交给总线层调用。

### struct device\_driver \*driver\_find(const char \*name, struct bus\_type \*bus)

按名称在总线上定位驱动程序。

**参数**

const char \*name

驱动程序的名称。

struct bus\_type \*bus

要扫描驱动程序的总线。

**说明**

调用kset\_find\_obj() 来迭代总线上驱动程序列表，以按名称查找驱动程序。如果找到，则返回驱动程序。

此例程不提供锁定，以防止调用程序在使用该驱动程序时注销或卸载该驱动程序。调用方负责防止这种情况发生。

### struct device\_link \*device\_link\_add(struct device \*consumer, struct device \*supplier, u32 flags)

在两个设备之间创建链接。

**参数**

struct device \*consumer

链接的消费方。

struct device \*supplier

链接的供应方。

u32 flags

链接标记。

**说明**

调用者负责链接创建与运行时 PM 的正确同步。首先，设置 DL\_FLAG\_PM\_RUNTIME 标志将导致运行时 PM 框架考虑链接。其次，如果除此之外还设置了 DL\_FLAG\_RPM\_ACTIVE 标志，则供应商设备将被迫进入活动元状态并在创建链接时进行引用计数。如果没有设置 DL\_FLAG\_PM\_RUNTIME，DL\_FLAG\_RPM\_ACTIVE 将被忽略。

如果设置了 DL\_FLAG\_AUTOREMOVE\_CONSUMER，当消费者设备驱动程序与其解除绑定时，该链接将自动删除。DL\_FLAG\_AUTOREMOVE\_CONSUMER 和 DL\_FLAG\_STATELESS 集的组合无效，将导致返回 NULL。

创建链接的副作用是通过将消费者设备和所有依赖于它的设备移动到这些列表的末尾来重新排序 dpm\_list 和 devices\_kset 列表（当此功能启用时，未注册的设备不会发生这种情况）称为）。

调用此函数时需要注册供应商设备，否则将返回 NULL。然而，消费者设备不需要注册

### void device\_link\_del(struct device\_link \*link)

删除两个设备之间的无状态链接。

**参数**

struct device\_link \*link

要删除的设备链接。

**说明**

调用者必须确保在运行时PM中与此函数同步。如果链接被多次添加，则需要多次删除。热插拔设备需要特别注意它们的链接在删除时会被清除，因此不再允许调用device\_link\_del()。

### void device\_link\_remove(void \*consumer, struct device \*supplier)

删除两个设备之间的无状态链接。

**参数**

void \*consumer

链接的消费方。

struct device \*supplier

链接的供应方。

**说明**

调用程序必须确保该函数与运行时电源管理同步。

### const char \*dev\_driver\_string(const struct device \*dev)

返回设备的驱动程序名称，如果可能的话

**参数**

const struct device \*dev

要获取名称的struct 设备

**说明**

如果设备绑定了驱动程序，将返回设备的驱动程序名称。如果设备未绑定驱动程序，将返回所连接总线的名称。如果它没有连接到总线，则返回一个空字符串。

### int devm\_device\_add\_group(struct device \*dev，const struct attribute\_group \*grp)

给定一个设备，创建一个受管理的属性组

**参数**

struct device \*dev

要为其创建组的设备

const struct attribute\_group \*grp

要创建的属性组

**说明**

此功能首次创建组。如果要创建的属性文件已存在，则它会显式警告和报错。

成功返回0或失败时返回错误代码。

### void devm\_device\_remove\_group(struct device \*dev，const struct attribute\_group \*grp)

从设备中删除受管组

**参数**

struct device \*dev

要从中删除组的设备

const struct attribute\_group \*grp

要删除的组

**说明**

此功能从设备中删除一组属性。之前必须已经为此组创建了属性，否则它将失败。

### int devm\_device\_add\_groups(struct device \*dev，const struct attribute\_group \*\*groups)

创建一组受管理的属性组

**参数**

struct device \*dev

要为其创建组的设备

const struct attribute\_group \*\*groups

要创建的属性组，以NULL结尾

**说明**

此函数创建一组受管理属性组。如果创建组时发生错误，则会删除所有先前创建的组，将一切恢复到调用此函数时的原始状态。如果要创建的属性文件已存在，则它会显式警告和报错。

成功返回0或从sysfs\_create\_group返回错误代码。

### void devm\_device\_remove\_groups(struct device \*dev，const struct attribute\_group \*\*groups)

删除受管理组的列表

**参数**

struct device \*dev

要从中删除组的设备

const struct attribute\_group \*\*groups

要删除的组的以NULL结尾列表

**说明**

如果groups不为NULL，则从设备中删除指定的组。

### int device\_create\_file(struct device \*dev，const struct device\_attribute \*attr)

为设备创建sysfs属性文件。

**参数**

struct device \*dev

设备。

const struct device\_attribute \*attr

设备属性说明符。

### void device\_remove\_file(struct device \*dev，const struct device\_attribute \*attr)

移除sysfs属性文件。

**参数**

struct device \*dev

设备。

const struct device\_attribute \*attr

设备属性说明符。

### bool device\_remove\_file\_self(struct device \*dev，const struct device\_attribute \*attr)

从自身方法中移除sysfs属性文件。

**参数**

struct device \*dev

设备。

const struct device\_attribute \*attr

设备属性说明符。

**说明**

有关详细信息，请参见kernfs\_remove\_self（）。

### int device\_create\_bin\_file(struct device \*dev，const struct bin\_attribute \*attr)

为设备创建sysfs二进制属性文件。

**参数**

struct device \*dev

设备。

const struct bin\_attribute \*attr

设备二进制属性说明符。

### void device\_remove\_bin\_file(struct device \*dev，const struct bin\_attribute \*attr)

移除sysfs二进制属性文件

**参数**

struct device \*dev

设备。

const struct bin\_attribute \*attr

设备二进制属性说明符。

### void device\_initialize(struct device \*dev)

初始化设备结构。

**参数**

struct device \*dev

设备。

**说明**

通过初始化其字段，为其他层使用准备设备。它是device\_register（）的前半部分，如果由该函数调用，则还可以单独调用，以便可以使用dev的字段。特别是，可以使用get\_device（）/put\_device（）对dev进行引用计数，以便在调用此函数后使用它。

调用方必须通过0初始化dev中的所有字段，除非显式设置为其他值。最简单的方法是使用kzalloc（）来分配包含dev的结构。

**注**

使用put\_device（）放弃您的引用，而不是直接释放dev，一旦您调用了此函数。

### int dev\_set\_name（struct device \*dev，const char \*fmt，...）

设置设备名称

**参数**

struct device \*dev

设备

const char \*fmt

设备名称的格式字符串

...

可变参数

### int device\_add(struct device \*dev)

将设备添加到设备层次结构中。

**参数**

struct device \*dev

设备。

**说明**

这是device\_register（）的第2部分，但可以单独调用，前提是已单独调用了device\_initialize（）。

通过kobject\_add（）将此设备添加到k对象层次结构中，将其添加到设备的全局和兄弟列表中，然后将其添加到驱动程序模型的其他相关子系统中。

不要为任何设备结构调用此例程或device\_register()超过一次。驱动程序模型核心不适用于取消注册并重新启动的设备。 （除其他事项外，很难保证已删除dev先前版本的所有引用。）分配并注册一个全新的struct device。

注意此后无论如何都不要直接释放dev，即使它返回了错误！始终使用put\_device（）放弃引用。

### int device\_register（struct device \*dev）

向系统注册设备。

**参数**

struct device \* dev

指向设备结构的指针。

**说明**

这将在两个干净的步骤中进行-初始化设备并将其添加到系统中。这两个步骤可以分别调用，但这是最简单和最常见的。即，仅在加入层次结构之前有明确**定义**的需要使用和引用计数设备时才调用这两个帮助程序。

有关更多信息，请参见device\_initialize（）和device\_add（）的内核文档。

注意此后无论如何都不要直接释放dev，即使它返回了错误！始终使用put\_device（）放弃在此函数中初始化的引用。

### struct device \* get\_device（struct device \* dev）

增加设备的引用计数。

**参数**

struct device \* dev设备。

**说明**

这只是将调用转发到kobject\_get（），尽管我们确实注意到为传递一个空指针而提供。

### void put\_device（struct device \* dev）

递减引用计数。

**参数**

struct device \* dev

疑问中的设备。

void device\_del（struct device \* dev）

从系统中删除设备。

**参数**

struct device \* dev设备。

**说明**

这是设备取消注册序列的第一部分。这将从这里控制的列表中删除该设备，在device\_add（）中添加到的其他驱动程序模型子系统中将其删除，并将其从kobject层次结构中删除。

注意仅在手动调用device\_add（）时才应手动调用此函数。

### void device\_unregister（struct device \* dev）

从系统中注销设备。

**参数**

struct device \* dev即将离开的设备。

**说明**

我们像device\_register（）一样分成两部分来完成此操作。首先，我们使用device\_del（）从所有子系统中删除它，然后通过put\_device（）递减引用计数。如果这是最终引用计数，则将通过device\_release（）清除设备。否则，该结构将保留，直到放弃设备的最终引用为止。

### int device\_for\_each\_child（struct device \* parent，void \* data，int（\* fn）（struct device \* dev，void \* data））

设备子迭代器。

**参数**

struct device \* parent

父结构设备。void \* data回调的数据。

int（\* fn）（struct device \* dev，void \* data）

要为每个设备调用的函数。

**说明**

迭代父设备的子设备，并为每个设备调用fn，将data传递给它。我们每次检查fn的返回。如果它返回除0之外的任何值，我们将停止并返回该值。

### int device\_for\_each\_child\_reverse（struct device \* parent，void \* data，int（\* fn）（struct device \* dev，void \* data））

以相反的顺序迭代设备子项。

**参数**

struct device \* parent

父结构设备。

void \* data

回调的数据。

### int（\* fn）（struct device \* dev，void \* data）

要为每个设备调用的函数。

**说明**

迭代父设备的子设备，并为每个设备调用fn，将data传递给它。我们每次检查fn的返回。如果它返回除0之外的任何值，我们将停止并返回该值。

### struct device \* device\_find\_child（struct device \* parent，void \* data，int（\* match）（struct device \* dev，void \* data））

设备迭代器以查找特定设备。

**参数**

struct device \* parent

父结构设备

void \* data

传递给匹配功能的数据

int（\* match）（struct device \* dev，void \* data）

用于检查设备的回调函数。

**说明**

这类似于上面的device\_for\_each\_child（）函数，但它返回一个对稍后使用的“找到”的设备的引用，由匹配回调决定。如果回调返回0，则设备不匹配，并且如果可以获取对当前设备的引用，则此函数将返回到调用方，并且不会迭代任何其他设备。注意使用后，您需要使用put\_device（）放弃引用。

### struct device \* \_\_root\_device\_register（const char \* name，struct module \* owner）

分配并注册根设备。

**参数**

const char \* name

根设备名称。

struct module \* owner

根设备的所有者模块，通常为THIS\_MODULE。

**说明**

此函数分配根设备并使用device\_register（）进行注册。为了释放返回的设备，请使用root\_device\_unregister（）。根设备是虚拟设备，允许将其他设备分组为/sys/devices下的设备。使用此功能来分配根设备，然后将其用作应出现在/sys/devices/{name}下的任何设备的父设备。

在/sys/devices/{name}目录中还将包含指向sysfs中所有者目录的“module”符号链接。

成功时返回struct device指针，错误时返回ERR\_PTR()。

**注意**

您可能需要使用root\_device\_register()。

### void root\_device\_unregister(struct device \*dev)

注销并释放根设备。

**参数**

struct device \*dev

正在消失的设备

**说明**

此函数注销并清理由root\_device\_register()创建的设备。

### struct device \* device\_create\_vargs(struct class \* class, struct device \* parent, dev\_t devt, void \* drvdata, const char \* fmt, va\_list args)

创建设备并在sysfs中注册。

**参数**

struct class \* class

此设备应注册到的struct类的指针

struct device \* parent

指向此新设备的父struct device的指针，如果有

dev\_t devt

要添加的字符设备的dev\_t

void \* drvdata

要添加到设备用于回调的数据

const char \* fmt

该设备名称的字符串

va\_list args

设备名称的va\_list

**说明**

此函数可由字符设备类使用。将在sysfs中创建struct device，将其注册到指定的类别中。

如果dev\_t不是0,0，则创建“dev”文件，显示设备的dev\_t。如果传递了指向父struct device的指针，则新创建的结构device将成为sysfs中该设备的子项。将从调用中返回指向struct device的指针。可以使用此指针创建可能需要的任何其他sysfs文件。

成功时返回struct device指针，错误时返回ERR\_PTR()。

注意

传递给此函数的struct class必须先使用class\_create()调用创建。

### struct device \*device\_create(struct class \*class, struct device \*parent, dev\_t devt, void \*drvdata, const char \*fmt, ...)

创建设备并在sysfs中注册。

**参数**

struct class \*class

此设备应注册到的struct类的指针

struct device \*parent

指向此新设备的父struct device的指针，如果有

dev\_t devt

要添加的字符设备的dev\_t

void \*drvdata

要添加到设备用于回调的数据

const char \*fmt

该设备名称的字符串

...

可变参数

**说明**

此函数可由字符设备类使用。将在sysfs中创建struct device，将其注册到指定的类别中。

如果dev\_t不是0,0，则创建“dev”文件，显示设备的dev\_t。如果传递了指向父struct device的指针，则新创建的struct device将成为sysfs中该设备的子项。将从调用中返回指向struct device的指针。可以使用此指针创建可能需要的任何其他sysfs文件。

成功时返回struct device指针，错误时返回ERR\_PTR()。

**注意**

传递给此函数的struct class必须先使用class\_create()调用创建。

### struct device \*device\_create\_with\_groups(struct class \*class, struct device \*parent, dev\_t devt, void \*drvdata, const struct attribute\_group \*\*groups, const char \*fmt, ...)

创建设备并在sysfs中注册。

**参数**

struct class \*class

此设备应注册到的struct类的指针

struct device \*parent

指向此新设备的父struct device的指针，如果有

dev\_t devt

要添加的字符设备的dev\_t

void \*drvdata

要添加到设备用于回调的数据

const struct attribute\_group \*\*groups

要创建的属性组的NULL终止列表

const char \*fmt

该设备名称的字符串

...

可变参数

**说明**

此函数可由字符设备类使用。将在sysfs中创建struct device，将其注册到指定的类别中。还将自动创建在groups参数中指定的其他属性。

如果dev\_t不是0,0，则创建“dev”文件，显示设备的dev\_t。如果传递了指向父struct device的指针，则新创建的struct device将成为sysfs中该设备的子项。将从调用中返回指向struct device的指针。可以使用此指针创建可能需要的任何其他sysfs文件。

成功时返回struct device指针，错误时返回ERR\_PTR()。

**注意**

传递给此函数的struct class必须先使用class\_create()调用创建。

### void device\_destroy(struct class \*class, dev\_t devt)

删除使用device\_create()创建的设备。

**参数**

struct class \*class

此设备曾注册的struct class的指针

dev\_t devt

已注册先前设备的dev\_t

**说明**

此调用取消注册并清理使用device\_create()创建的设备。

### int device\_rename(struct device \*dev, const char \*new\_name)

重命名设备

**参数**

struct device \*dev

待重命名的struct 指针

const char \*new\_name

设备的新名称

**说明**

调用者有责任在同一设备上互斥地提供两个不同的device\_rename调用，以确保new\_name有效且不会与其他设备冲突。

重命名设备存在多个级别的竞态条件，符号链接和其他内容不能原子替换，您将得到一个“move”事件，但很难将事件连接到旧设备和新设备。设备节点根本没有重命名，内核现在甚至没有支持该功能。

同时，在重命名期间，您的目标名称可能会被另一个驱动程序占用，从而创建冲突。或者，旧名称直接从您重命名后被占用-然后您会在甚至看到“move”事件之前获取与同一DEVPATH的事件。这只是个混乱，任何新的内容都不应该依赖于内核设备重命名。除此之外，它现在甚至没有实现其他与（驱动程序核心方面非常简单的）网络设备有关的事情。

我们当前将更改udev中的网络重命名，以完全禁止在与内核使用相同的命名空间中重命名设备，因为我们无法妥善解决在交换多个接口名称时出现的问题，其中包括竞争。这意味着，eth [0-9] \*的重命名将仅允许到eth [0-9] \*之外的某个名称，出于上述原因。

在注册任何内容之前，为驱动程序编写“真实”名称，或添加其他属性以便于用户空间查找设备，或使用udev添加符号链接-但永远不要以后重命名内核设备，这是一团糟。我们甚至不想涉及它，并尝试在核心中实现缺失的部分。我们确实在驱动程序核心混乱中有其他问题需要解决。 :)

**注意**

不要调用此函数。目前，网络层调用此函数，但这将发生变化。Kay Sievers的以下文本提供了一些见解

### int device\_move(struct device \*dev，struct device \*new\_parent，enum dpm\_order dpm\_order)

将设备移动到新的父级

**参数**

struct device \*dev

要移动的struct 指针

struct device \*new\_parent

设备的新父级（可以为NULL）

enum dpm\_order dpm\_order

如何重新排序dpm\_list

### void set\_primary\_fwnode(struct device \*dev，struct fwnode\_handle \*fwnode)

更改给定设备的主要固件节点。

**参数**

struct device \*dev

要处理的设备。

struct fwnode\_handle \*fwnode

设备的新主要固件节点。

**说明**

将设备的固件节点指针设置为fwnode，但如果设备存在次要固件节点，则保留它。

### void device\_set\_of\_node\_from\_dev(struct device \*dev，const struct device \*dev2)

重用另一个设备的设备树节点

**参数**

struct device \*dev

正在设置其设备树节点的设备

const struct device \*dev2

正在重复使用其设备树节点的设备

**说明**

在首先放弃对旧节点的任何引用后，获取新设备树节点的另一个引用。

### void register\_syscore\_ops(struct syscore\_ops \*ops)

注册一组系统核心操作。

**参数**

struct syscore\_ops \*ops

要注册的系统核心操作。

### void unregister\_syscore\_ops(struct syscore\_ops \*ops)

取消注册一组系统核心操作。

**参数**

struct syscore\_ops \*ops

要取消注册的系统核心操作。

### int syscore\_suspend(void)

执行所有已注册的系统核心挂起回调。

**参数**

void

无参数

**说明**

此函数在一个CPU上启用且禁用中断运行。

### void syscore\_resume(void)

执行所有已注册的系统核心恢复回调。

**参数**

void

无参数

**说明**

此函数在一个CPU上启用且禁用中断运行。

### struct class \*\_\_class\_create(struct module \*owner，const char \*name，struct lock\_class\_key \*key)

创建一个struct 类结构

**参数**

struct module \*owner

指向要“拥有”此struct 类的模块的指针

const char \*name

此类名称的字符串指针。

struct lock\_class\_key \*key

用于此类的lock\_class\_key；由互斥锁调试使用

**说明**

用于创建可以在调用device\_create（）中使用的struct class指针。

成功返回struct class指针，或返回ERR\_PTR（）以获取错误。

请注意，此处创建的指针在完成后要通过调用class\_destroy（）来销毁。

### void class\_destroy(struct class \*cls)

销毁一个struct classstruct

**参数**

struct class \*cls

指向要销毁的结构class的指针

**说明**

请注意，要销毁的指针必须是使用class\_create()调用创建的。

### void class\_dev\_iter\_init(struct class\_dev\_iter \*iter, struct class \*class, struct device \*start, const struct device\_type \*type)

初始化类设备迭代器

**参数**

struct class\_dev\_iter \*iter

要初始化的类迭代器

struct class \*class

我们要迭代的类

struct device \*start

要迭代的设备（如果有）

const struct device\_type \*type

要迭代的设备类型，全部为NULL

**说明**

初始化类迭代器iter，使其迭代类的设备。如果设置了start，则列表迭代将从那里开始，否则如果为NULL，则从列表的开头开始迭代。

### struct device \*class\_dev\_iter\_next（struct class\_dev\_iter \*iter）

迭代到下一个设备

**参数**

struct class\_dev\_iter \*iter

要进行的类迭代器

**说明**

将iter前进到下一个设备并将其返回。如果迭代完成，则返回NULL。

返回的设备被引用并且在迭代器前进到下一个设备或退出之前不会被释放。调用方可以自由地对设备执行任何操作，包括调用回到类代码中。

### void class\_dev\_iter\_exit（struct class\_dev\_iter \*iter）

完成迭代

**参数**

struct class\_dev\_iter \*iter

要完成的类迭代器

**说明**

完成迭代。无论迭代是到达结尾还是未完成，始终调用此函数。

### int class\_for\_each\_device（struct class \*class，struct device \*start，void \*data，int（\*fn）（struct device\*，void\*））

设备迭代器

**参数**

struct class \*class

我们正在迭代的类

struct device \*start

列表中要开始的设备（如果有）

void \*data

回调使用的数据

int（\*fn）（struct device\*，void\*）

用于每个设备调用的函数

**说明**

迭代类的设备列表，并为每个设备调用fn，向其传递数据。如果设置了start，则列表迭代将从那里开始，否则如果为NULL，则从列表的开头开始迭代。

我们每次检查fn的返回。如果它返回除0以外的任何值，则退出并返回该值。

fn允许执行任何操作，包括回调到类代码。没有锁定限制。

### struct device \*class\_find\_device（struct class \*class，struct device \*start，const void \*data，int（\*match）（struct device\*，const void\*））

设备迭代器，用于查找特定的设备

**参数**

struct class \*class

我们正在迭代的类

struct device \*start

要开始的设备

const void \*data

要匹配的数据

int（\*match）（struct device\*，const void\*）

用于检查设备的函数

**说明**

这类似于上面的class\_for\_each\_dev（）函数，但它返回对后续使用“找到”的设备的引用，由match回调确定。

如果回调返回0，则设备不匹配，如果返回非零，则此函数将返回给调用方，而不迭代更多设备。

请注意，在使用后，您需要使用put\_device（）放弃引用。

match允许执行任何操作，包括回调到类代码。没有锁定限制。

### struct class\_compat \*class\_compat\_register（const char \*name）

注册兼容性类

**参数**

const char \*name

类的名称

**说明**

兼容性类是一种临时的用户空间兼容性解决方案，用于将一组类设备转换为总线设备。

### void class\_compat\_unregister（struct class\_compat \*cls）

注销兼容性类

**参数**

struct class\_compat \*cls

要注销的类

**说明**

注销兼容性类。

### int class\_compat\_create\_link（struct class\_compat \*cls，struct device \*dev，struct device \*device\_link）

创建兼容性类设备链接到总线设备

**参数**

struct class\_compat \*cls

兼容性类

struct device \*dev

目标总线设备

struct device \*device\_link

应创建“设备”链接的可选设备

### void class\_compat\_remove\_link（struct class\_compat \*cls，struct device \*dev，struct device \*device\_link）

删除兼容性类设备链接到总线设备

**参数**

struct class\_compat \*cls

兼容性类

struct device \*dev

目标总线设备

struct device \*device\_link

先前创建的“设备”链接的可选设备

### void unregister\_node（struct node \*node）

注销节点设备

**参数**

struct node \*node

节点消失

**说明**

注销节点设备node。在调用此函数之前，必须注销节点上的所有设备。

request\_firmware

### int request\_firmware（const struct firmware \*\*firmware\_p，const char \*name，struct device \*device）

发送固件请求并等待

**参数**

const struct firmware \*\*firmware\_p

固件图像的指针

const char \*name

固件文件的名称

struct device \*device

正在加载固件的设备

**说明**

将使用firmware\_p返回名称为name的固件图像，供device设备使用。

应该从允许睡眠的用户上下文中调用。

名称将在uevent环境中用作$FIRMWARE，并应足够独特，以不与此设备或任何其他设备的任何其他固件映像混淆。

调用者必须持有设备的引用计数。

此函数可以安全地在设备的挂起和恢复回调中调用。

### firmware\_request\_nowarn

int firmware\_request\_nowarn(const struct firmware \*\*firmware, const char \*name, struct device \*device)

请求可选的固件模块

**参数**

const struct firmware \*\*firmware

指向固件映像的指针

const char \*name

固件文件的名称

struct device \*device

正在加载固件的设备

**说明**

此函数的行为类似于request\_firmware()，但不在未找到文件时产生警告消息。如果直接文件系统查找失败，则启用sysfs回退机制。但是，它仍然会抑制使用它找不到固件文件的失败。因此，由驱动程序检查此调用的返回并决定何时通知用户出现错误。

### request\_firmware\_direct

int request\_firmware\_direct(const struct firmware \*\*firmware\_p, const char \*name, struct device \*device)

直接加载固件，不使用用户模式帮助程序

**参数**

const struct firmware \*\*firmware\_p

指向固件映像的指针

const char \*name

固件文件的名称

struct device \*device

正在加载固件的设备

**说明**

此函数的工作方式与request\_firmware()几乎相同，但即使无法直接从fs加载固件，它也不会回退到用户模式帮助程序。因此，它对于加载不始终存在的可选固件非常有用，而不需要额外的udev超时时间。

### int firmware\_request\_cache(struct device \* device, const char \* name)

将固件缓存以便暂停时可以使用

**参数**

struct device \* device

为其应缓存固件的设备

const char \* name

固件文件的名称

**说明**

有一些设备具有优化功能，使得设备在系统重启时无需加载固件。这种优化在从挂起中恢复时仍可能需要固件。在这些情况下，可以使用此函数确保在从挂起恢复时存在固件。此助手与使用request\_firmware\_into\_buf()或request\_firmware\_nowait()且未设置uevent的驱动程序不兼容。

### request\_firmware\_into\_buf

int request\_firmware\_into\_buf(const struct firmware \*\*firmware\_p, const char \*name, struct device \*device, void \*buf, size\_t size)

将固件加载到先前分配的缓冲区中

**参数**

const struct firmware \*\*firmware\_p

指向固件映像的指针

const char \*name

固件文件的名称

struct device \*device

正在加载固件和DMA区域的设备

void \*buf

将固件加载到其中的缓冲区的地址

size\_t size

缓冲区的大小

**说明**

此函数的工作方式与request\_firmware()几乎相同，但它不分配用于保存固件数据的缓冲区。相反，固件直接加载到buf指向的缓冲区中，并且固件\_p数据成员指向buf。

此函数也不缓存固件。

### void release\_firmware(const struct firmware \* fw)

释放与固件映像相关联的资源

**参数**

const struct firmware \* fw

要释放的固件资源

### int request\_firmware\_nowait(struct module \* module, bool uevent, const char \* name, struct device \* device, gfp\_t gfp, void \* context, void (\*cont) (const struct firmware \*fw, void \*context)

request\_firmware的异步版本

**参数**

struct module \* module

请求固件的模块

bool uevent

如果这个标志非零，那么发送uevent以复制固件映像，否则固件副本必须手动完成。

const char \* name

固件文件的名称

struct device \* device

正在加载固件的设备

gfp\_t gfp

分配标志

void \* context

将传递给cont，如果固件请求失败，则fw可能为NULL。

void (\*)(const struct firmware \*fw, void \*context) cont

在固件请求结束时将异步调用函数。

**说明**

调用者必须持有设备的引用计数。

user contexts的request\_firmware()的异步变体

如果gfp是GFP\_KERNEL，则尽可能短地睡眠，因为它可能会增加在->:c:func:probe()方法中请求固件的内置设备驱动程序的内核引导时间。

如果gfp是GFP\_ATOMIC，则无法睡眠。

### int transport\_class\_register(struct transport\_class \* tclass)

注册初始传输类

**参数**

struct transport\_class \* tclass

指针，指向要初始化的传输类结构

**说明**

传输类包含用于标识它的嵌入式类。调用者应使用零初始化此结构，然后必须使用实际传输类唯一名称初始化通用类。有一个名为DECLARE\_TRANSPORT\_CLASS()的宏可以执行此操作（声明的类仍必须注册）。

成功返回0，否则返回错误。

### void transport\_class\_unregister(struct transport\_class \*  tclass )

取消先前注册的类

**参数**

struct transport\_class \*tclass

要取消注册的传输类

**说明**

必须在释放传输类的内存之前调用。

### int anon\_transport\_class\_register(struct anon\_transport\_class \*atc)

注册一个匿名类

**参数**

struct anon\_transport\_class \*atc

要注册的匿名传输类

**说明**

匿名传输类包含传输类和容器。匿名类的想法是它实际上永远不会与任何设备属性相关联（因此节省容器存储空间）。因此它只能用于触发事件。使用prezero，然后使用DECLARE\_ANON\_TRANSPORT\_CLASS（）初始化匿名传输类存储。

### void anon\_transport\_class\_unregister(struct anon\_transport\_class \*atc)

注销匿名类

**参数**

struct anon\_transport\_class \*atc

要注销的匿名传输类的指针

**说明**

必须在释放匿名传输类的内存之前调用。

### void transport\_setup\_device(struct device \*dev)

声明一个新的设备进行传输类关联，但尚未使其可见。

**参数**

struct device \*dev

表示要添加的实体的通用设备

**说明**

通常，dev代表HBA系统中的某个组件（要么是HBA本身，要么是横跨HBA总线的远程设备）。此例程仅是一个触发点，以查看任何一组传输类是否希望与添加的设备关联。这将为类设备分配存储空间并对其进行初始化，但尚未将其添加到系统或添加属性（您可以使用transport\_add\_device完成此操作）。如果您不需要单独的设置和添加操作，请使用transport\_register\_device（参见transport\_class.h）。

### int transport\_add\_device(struct device \*dev)

声明一个新的设备进行传输类关联

**参数**

struct device \*dev

表示要添加的实体的通用设备

**说明**

通常，dev代表HBA系统中的某个组件（要么是HBA本身，要么是横跨HBA总线的远程设备）。此例程仅是一个触发点，用于将设备添加到系统并注册其属性。

### void transport\_configure\_device(struct device \*dev)

配置已经设置的设备

**参数**

struct device \*dev

表示要配置的设备的通用设备

**说明**

配置的想法只是提供设置过程中的一个点，以允许传输类在设置后从设备中提取信息。这在SCSI中使用，因为我们必须有一个设置设备才能开始使用HBA，但在发送初始查询之后，我们使用configure从设备中提取设备参数。设备不需要被添加即可进行配置。

### void transport\_remove\_device(struct device \*dev)

删除设备的可见性

**参数**

struct device \*dev

要删除的通用设备

**说明**

此调用会删除设备的可见性（对从sysfs中的用户），但不会销毁它。要完全消除设备，还必须调用transport\_destroy\_device。如果您不需要分别进行删除和销毁操作，请使用transport\_unregister\_device（参见transport\_class.h），它将为您执行两个调用。

### void transport\_destroy\_device(struct device \*dev)

销毁已删除的设备

**参数**

struct device \*dev

要从传输类中消除的设备。

**说明**

此调用触发与传输类dev相关联的存储的消除。注意它实际上只是释放对classdev的引用。直到最后引用计数变为零，内存才不会被释放。还请注意，classdev保留对dev的引用计数，因此只要传输类设备保留，dev也将保留。

### int device\_bind\_driver(struct device \*dev)

将驱动程序绑定到一个设备。

**参数**

struct device \*dev

设备。

**说明**

允许手动将驱动程序绑定到设备。调用者必须已经设置了dev->驱动程序。

请注意，这不会修改总线引用计数。在调用之前，请验证是否已计入（从驱动程序的probe（）方法没有其他努力是可以的）。

必须在设备锁定的情况下调用此函数。

### void wait\_for\_device\_probe(void)

**参数**

void

没有参数

**说明**

等待设备探测完成。

### int device\_attach(struct device \*dev)

尝试将设备附加到驱动程序。

**参数**

struct device \*dev

设备。

**说明**

遍历总线拥有的驱动程序列表，并为每个对调用driver\_probe\_device（）。如果找到兼容对，中断并返回。如果设备绑定到驱动程序，则返回 1；否则 0 如果没有找到匹配的驱动程序；-ENODEV 如果设备未注册。

如果为USB接口调用，则必须保持dev->parent锁定。

### int driver\_attach(struct device\_driver \*drv)

尝试将驱动程序绑定到设备。

**参数**

struct device\_driver \*drv

驱动程序。

**说明**

遍历总线上的设备列表，并尝试将驱动程序与它们匹配。如果driver\_probe\_device()返回0并且dev->driver已设置，那么我们找到了一个兼容的设备对。

### void device\_release\_driver(struct device \*dev)

手动从驱动程序分离设备。

**参数**

struct device \*dev

设备。

**说明**

手动从驱动程序中分离设备。当针对USB接口调用此函数时，必须持有dev->parent锁。

如果要使用dev->parent锁调用此函数，请确保在先解除设备的消费者绑定或者在dev->parent锁下可以获取其锁。

### struct platform\_device \*platform\_device\_register\_resndata(struct device \*parent， const char \*name，int id，const struct resource \*res，unsigned int num，const void \*data，size\_t size)

添加具有资源和平台特定数据的平台级设备

**参数**

struct device \*parent

我们正在添加的设备的父设备

const char \*name

我们正在添加的设备的基本名称

int id

实例ID

const struct resource \*res

需要为设备分配的资源集

unsigned int num

资源数量

const void \*data

此平台设备的平台特定数据

size\_t size

平台特定数据的大小

**说明**

成功返回struct platform\_device指针，错误返回ERR\_PTR()。

### struct platform\_device \*platform\_device\_register\_simple(const char \*name，int id，const struct resource \*res，unsigned int num)

添加平台级设备及其资源

**参数**

const char \*name

我们正在添加的设备的基本名称

int id

实例ID

const struct resource \*res

需要为设备分配的资源集

unsigned int num

资源数量

**说明**

此函数创建一个简单的平台设备，需要最少的资源和内存管理。提供释放用于释放为设备分配的内存的预设释放函数允许使用此类设备的驱动程序在等待对设备的最后引用被删除之前卸载。

此接口主要用于以前的直接探测硬件的驱动程序。因为这种驱动程序自己创建sysfs设备节点，而不是让系统基础架构处理这样的设备enum任务，所以它们不完全符合Linux驱动程序模型。特别是，当这些驱动程序作为模块构建时，它们无法“热插拔”。

成功返回struct platform\_device指针，错误返回ERR\_PTR()。

### struct platform\_device \*platform\_device\_register\_data(struct device \*parent， const char \*name，int id，const void \*data，size\_t size)

添加带有平台特定数据的平台级设备

**参数**

struct device \*parent

我们正在添加的设备的父设备

const char \*name

我们正在添加的设备的基本名称

int id

实例ID

const void \*data

此平台设备的平台特定数据

size\_t size

平台特定数据的大小

**说明**

此函数创建一个简单的平台设备，需要最少的资源和内存管理。提供释放用于释放为设备分配的内存的预设释放函数允许使用此类设备的驱动程序在等待对设备的最后引用被删除之前卸载。成功返回struct platform\_device指针，错误返回ERR\_PTR()。

### struct resource \*platform\_get\_resource(struct platform\_device \*dev， unsigned int type， unsigned int num)

获取设备的资源

**参数**

struct platform\_device \*dev

平台设备

unsigned int type

资源类型

unsigned int num

资源索引

### struct resource \* platform\_get\_resource(struct platform\_device \* dev， unsigned int type， unsigned int num)

获取设备的资源

**参数**

struct platform\_device \* dev

平台设备

unsigned int type

资源类型

unsigned int num

资源索引

### int platform\_get\_irq(struct platform\_device \*dev， unsigned int num)

获取设备的IRQ

**参数**

struct platform\_device \*dev

平台设备

unsigned int num

IRQ编号索引

### int platform\_irq\_count(struct platform\_device \*dev)

计算平台设备使用的IRQ数量

**参数**

struct platform\_device \*dev

平台设备

**返回**

平台设备使用的IRQ数量或EPROBE\_DEFER。

### struct resource \*platform\_get\_resource\_byname(struct platform\_device \*dev， unsigned int type， const char \*name)

按名称获取设备的资源

**参数**

struct platform\_device \*dev

平台设备

unsigned int type

资源类型

const char \*name

资源名称

### int platform\_get\_irq\_byname(struct platform\_device \*dev， const char \*name)

按名称获取设备的IRQ

**参数**

struct platform\_device \*dev

平台设备

const char \*name

IRQ名称

### int platform\_add\_devices(struct platform\_device \*\*devs， int num)

添加平台设备的数量

**参数**

struct platform\_device \*\*devs

要添加的平台设备数组

int num

数组中平台设备的数量

### void platform\_device\_put(struct platform\_device \*pdev)

销毁平台设备

**参数**

struct platform\_device \*pdev

要释放的平台设备

**说明**

释放与平台设备相关联的所有内存。此函数只能在错误情况下外部调用。所有其他用途都是错误。

struct platform\_device \*platform\_device\_alloc(const char \*name, int id)

创建平台设备

**参数**

const char \*name

我们要添加的设备的基本名称

int id

实例ID

**说明**

创建一个平台设备对象，该对象可以附加其他对象，并且在释放时附加的对象将被释放。

### int platform\_device\_add\_resources(struct platform\_device \*pdev, const struct resource \*res, unsigned int num)

向平台设备添加资源

**参数**

struct platform\_device \*pdev

由platform\_device\_alloc分配的平台设备，以添加资源

const struct resource \*res

需要为设备分配的资源集

unsigned int num

资源数量

**说明**

将资源的副本添加到平台设备中。与资源相关联的内存将在释放平台设备时释放。

### int platform\_device\_add\_data(struct platform\_device \*pdev, const void \*data, size\_t size)

向平台设备添加特定于平台的数据

**参数**

struct platform\_device \*pdev

由platform\_device\_alloc分配的平台设备，以添加资源

const void \*data

平台设备的特定于平台的数据

size\_t size

平台特定数据的大小

**说明**

将平台特定数据的副本添加到平台设备的platform\_data指针中。与平台数据相关联的内存将在释放平台设备时释放。

### int platform\_device\_add\_properties(struct platform\_device \* pdev，const struct property\_entry \* properties)

向平台设备添加内置属性

**参数**

struct platform\_device \* pdev

要添加属性的平台设备

const struct property\_entry \*属性

要添加的属性的以null结尾的数组

**说明**

该函数将深度复制properties并将副本附加到平台设备上。与属性相关联的内存将在释放平台设备时释放。

### int platform\_device\_add(struct platform\_device \*pdev)

将平台设备添加到设备层次结构中

**参数**

struct platform\_device \*pdev

要添加的平台设备

**说明**

这是platform\_device\_register()的第2部分，但可以单独调用iff pdev由platform\_device\_alloc()分配。

### void platform\_device\_del(struct platform\_device \*pdev)

删除平台级设备

**参数**

struct platform\_device \*pdev

要删除的平台设备

**说明**

请注意，此函数还将释放设备所拥有的所有基于内存和端口的资源（dev->resource）。此函数只能在错误情况下外部调用。所有其他用途都是错误。

### int platform\_device\_register(struct platform\_device \*pdev)

添加平台级设备

**参数**

struct platform\_device \*pdev

要添加的平台设备

### void platform\_device\_unregister(struct platform\_device \*pdev)

注销平台级设备

**参数**

struct platform\_device \*pdev

要注销的平台设备

**说明**

注销分为2个步骤。首先，我们释放所有资源并将其从子系统中删除，然后通过调用platform\_device\_put()降低参考计数。

### struct platform\_device \*platform\_device\_register\_full(const struct platform\_device\_info \*pdevinfo)

添加具有资源和特定于平台的数据的平台级设备

**参数**

const struct platform\_device\_info \*pdevinfo

用于创建设备的数据

**说明**

在成功时返回struct platform\_device指针，或在出错时返回ERR\_PTR()。

### int \_\_platform\_driver\_register(struct platform\_driver \*drv, struct module \*owner)

为平台级设备注册驱动程序

**参数**

struct platform\_driver \*drv

平台驱动程序结构

struct module \*owner

拥有模块/驱动程序

### void platform\_driver\_unregister(struct platform\_driver \*drv)

为平台级设备注销驱动程序

**参数**

struct platform\_driver \*drv

平台驱动程序结构

### int \_\_platform\_driver\_probe(struct platform\_driver \*drv, int (\*probe)(struct platform\_device\*), struct module \*module)

为非可热插拔设备注册驱动程序

**参数**

struct platform\_driver \*drv

平台驱动程序结构

int (\*probe)(struct platform\_device \*)

驱动程序探测例程，可能来自\_\_init部分

struct module \*module

将成为驱动程序所有者的模块

**说明**

当您知道设备不是可热插拔的并且已经注册并且想要在驱动程序绑定到设备后从内存中删除其运行一次的probe()基础设施时，请使用此项。驱动器已绑定到设备。

这种情况下的一种典型用途是针对集成在SoC处理器中的控制器驱动程序，其中控制器设备已配置为板设置的一部分。

请注意，这与延迟探测不兼容。

如果驱动程序已注册并绑定到设备，则返回零，否则返回负错误代码并且驱动程序未注册。

### struct platform\_device \*\_\_platform\_create\_bundle(struct platform\_driver \*driver，int (\*probe)(struct platform\_device\*)，struct resource \*res，unsigned int n\_res，const void \*data，size\_t size，struct module \*module)

注册驱动程序并创建相应的设备

**参数**

struct platform\_driver \*driver

平台驱动程序结构

int (\*probe)(struct platform\_device \*)

驱动程序探测例程，可能来自\_\_init部分

struct resource \*res

需要为设备分配的资源集

unsigned int n\_res

资源数量

const void \*data

平台设备的平台特定数据

size\_t size

平台特定数据的大小

struct module \*module

将作为驱动程序所有者的模块

**说明**

用于直接探测硬件并注册单个平台设备和相应平台驱动程序的旧式模块中。成功时返回 struct platform\_device 指针，错误时返回 ERR\_PTR()。

### int \_\_platform\_register\_drivers(struct platform\_driver \*const \*drivers, unsigned int count, struct module \*owner)

注册平台驱动程序数组

**参数**

struct platform\_driver \* const \*drivers

要注册的驱动程序数组

unsigned int count

要注册的驱动程序的数量

struct module \*owner

拥有驱动程序的模块

**说明**

注册由数组指定的平台驱动程序。在注册驱动程序失败时，所有先前注册的驱动程序都将取消注册。调用此API的调用者应使用 platform\_unregister\_drivers() 按相反顺序取消注册驱动程序。

**返回**

成功时为 0，失败时为负错误代码。

### void platform\_unregister\_drivers(struct platform\_driver \*const \*drivers, unsigned int count)

取消注册平台驱动程序数组

**参数**

struct platform\_driver \* const \*drivers

要取消注册的驱动程序数组

unsigned int count

要取消注册的驱动程序的数量

**说明**

取消注册由数组指定的平台驱动程序。这通常用于与之前调用 platform\_register\_drivers() 补充使用。驱动程序按照它们注册的相反顺序取消注册。

### int bus\_for\_each\_dev(struct bus\_type \*bus, struct device \*start, void \*data, int (\*fn)(struct device\*, void\*))

设备迭代器

**参数**

struct bus\_type \*bus

总线类型

struct device \*start

开始迭代的设备

void \*data

回调数据

int (\*fn)(struct device \*, void \*)

要为每个设备调用的函数

**说明**

迭代总线的设备列表，并为每个设备调用 fn，将 data 传递给它。如果 start 不为 NULL，则从该设备开始迭代。

我们每次都会检查 fn 的返回。如果它返回除 0 以外的任何值，则我们会退出并返回该值。

**注意**

返回非零值的设备不会被保留，其引用计数也不会增加。如果调用者需要保留此数据，它应该这样做，并在提供的回调中增加引用计数。

### struct device \*bus\_find\_device(struct bus\_type \*bus, struct device \*start, const void \*data, int (\*match)(struct device \*dev, const void \*data))

设备迭代器，用于定位特定设备。

**参数**

struct bus\_type \*bus

总线类型

struct device \*start

要开始迭代的设备

const void \*data

传递给 match 函数的数据

int (\*match)(struct device \*dev, const void \*data)

检查设备的回调函数

**说明**

与上面的 bus\_for\_each\_dev() 函数类似，但它返回一个“找到”的设备引用，以供以后使用，由 match 回调确定。

如果回调返回 0，则设备不匹配，如果回调返回非零，则此函数将返回到调用者并且不会迭代其他设备。

### struct device \* bus\_find\_device\_by\_name(struct bus\_type \* bus, struct device \* start, const char \* name)

设备迭代器，用于定位特定名称的特定设备

**参数**

struct bus\_type \* bus

总线类型

struct device \* start

要开始迭代的设备

const char \* name

要匹配的设备名称

**说明**

类似于上面的 bus\_find\_device() 函数，但它自动处理按名称搜索，无需编写另一个 strcmp 匹配函数。

### struct device \*subsys\_find\_device\_by\_id(struct bus\_type \*subsys, unsigned int id, struct device \*hint)

通过特定的enum号查找设备

**参数**

struct bus\_type \*subsys

子系统

unsigned int id

在struct device 中的索引“id”

struct device \*hint

要首先检查的设备

**说明**

检查提示的下一个对象，如果它匹配，则直接返回它，否则退回到完整列表搜索。无论如何，都会取得返回对象的参考。

### int bus\_for\_each\_drv(struct bus\_type \*bus, struct device\_driver \*start, void \*data, int (\*fn)(struct device\_driver\*, void\*))

驱动程序迭代器

**参数**

struct bus\_type \*bus

所处理的总线

struct device\_driver \*start

要开始迭代的驱动程序

void \*data

要传递给回调的数据

int (\*fn)(struct device\_driver \*, void \*)

对每个驱动程序调用的函数

**说明**

这与上面的设备迭代器几乎相同。我们迭代属于总线的每个驱动程序，并为每个驱动程序调用 fn。如果 fn 返回的值不为 0，则我们中断并返回它。如果 start 不为 NULL，则将其用作列表的头。

**注意**

我们不返回返回非零值的驱动程序，也不保留该驱动程序的引用计数。如果调用方需要知道该信息，它必须在回调中设置它。它还必须确保增加引用计数，以便在返回给调用方之前不会消失。

### int bus\_rescan\_devices（struct bus\_type \*bus）

重新扫描总线上的设备以寻找可能的驱动程序

**参数**

struct bus\_type \*bus

要扫描的总线。

**说明**

此函数将查找未连接驱动程序的总线上的设备，并通过对未绑定设备调用device\_attach（）来重新扫描现有驱动程序，以查看是否与任何驱动程序匹配。

### int device\_reprobe（struct device \*dev）

移除设备的驱动程序并探测新的驱动程序

**参数**

struct device \*dev

要重新探测的设备

**说明**

此函数会分离给定设备的附加驱动程序（如果有），并重新启动驱动程序探测过程。如果在设备生命周期中更改了探测标准并且应该相应更改驱动程序附件，则使用它。

### int bus\_register（struct bus\_type \*bus）

注册一个驱动程序核心子系统

**参数**

struct bus\_type \*bus

要注册的总线

**说明**

一旦获得该内容，我们就使用kobject基础设施注册总线，然后注册它具有的子系统属于子系统的设备和驱动程序。

### void bus\_**unregister**（struct bus\_type \*bus）

从系统中删除总线

**参数**

struct bus\_type \*bus

总线。

**说明**

取消注册子系统和总线本身。最后，我们调用bus\_put（）来释放引用计数

### void subsys\_dev\_iter\_init（struct subsys\_dev\_iter \*iter、struct bus\_type \*subsys、struct device \*start、const struct device\_type \*type）

初始化subsys设备迭代器

**参数**

struct subsys\_dev\_iter \*iter

要初始化的subsys迭代器

struct bus\_type \*subsys

我们要迭代的subsys

struct device \*start

要迭代的设备（如果有）

const struct device\_type \*type

要迭代的设备的device\_type，全部为NULL

**说明**

初始化subsys迭代器iter，以便迭代subsys的设备。如果设置了start，则列表迭代将从start开始，否则如果它为NULL，则从列表开头开始迭代。

### struct device \*subsys\_dev\_iter\_next（struct subsys\_dev\_iter \*iter）

迭代到下一个设备

**参数**

struct subsys\_dev\_iter \*iter

要继续的subsys迭代器

**说明**

将iter继续到下一个设备并返回它。如果迭代完成，则返回NULL。

返回的设备已被引用，直到迭代器进入下一个设备或退出为止都不会被释放。调用者可以自由地对设备做任何想做的事情，包括回调到子系统代码。

### void subsys\_dev\_iter\_exit（struct subsys\_dev\_iter \*iter）

完成迭代

**参数**

struct subsys\_dev\_iter \*iter

要完成的subsys迭代器

**说明**

完成迭代。无论迭代运行到末尾还是没有，都要始终调用此函数。

### int subsys\_system\_register（struct bus\_type \*subsys、const struct attribute\_group \*\*groups）

在/sys/devices/system/注册子系统

**参数**

struct bus\_type \*subsys

系统子系统

const struct attribute\_group \*\*groups

根设备的默认属性

**说明**

所有“系统”子系统都有一个/sys/devices/system/<name>根设备，名称为子系统。根设备可以携带子系统范围的属性。所有注册的设备都在此单个根设备下，并以附加一个简单的enum号码的子系统命名。注册的设备不是显式命名的；设备中只需设置‘id’即可。

不要为任何新内容使用此接口，它仅存在于与错误想法的兼容性中。新的子系统应使用简单的子系统；并且应将子系统范围的属性添加到子系统目录本身，而不是放置在/sys/devices/system/<name>的创建虚假根设备中。

### int subsys\_virtual\_register（struct bus\_type \*subsys、const struct attribute\_group \*\*groups）

在/sys/devices/virtual/注册子系统

**参数**

struct bus\_type \*subsys

虚拟子系统

const struct attribute\_group \*\*groups

根设备的默认属性

**说明**

所有的“虚拟”子系统都有一个名为子系统的/sys/devices/system/<name>根设备。根设备可以携带子系统范围的属性。所有注册的设备都在此单个根设备下。没有设备命名的限制。这是用于需要sysfs接口的内核软件构造。

## 设备驱动程序DMA管理

### int dma\_alloc\_from\_dev\_coherent（struct device \* dev、ssize\_t size、dma\_addr\_t \* dma\_handle、void \*\* ret）

从设备一致池中分配内存

**参数**

struct device \* dev

我们从中分配内存的设备

ssize\_t size

所请求的内存区域的大小

dma\_addr\_t \* dma\_handle

这将填充正确的dma句柄

void \*\* ret

此指针将填充分配区域的虚拟地址。

**说明**

此函数仅应从每个设备的一致内存池中调用，以支持从此设备分配内存。

如果dma\_alloc\_coherent应继续从一般内存区域分配，则返回0，否则返回！0以返回ret。

### int dma\_release\_from\_dev\_coherent（struct device \*dev、int order、void \* vaddr）

向设备一致内存池释放内存

**参数**

struct device \* dev

分配内存的设备

int order

分配的页面顺序

void \* vaddr

已分配页面的虚拟地址

**说明**

该函数检查内存是否是从设备一致内存池中分配，并释放该内存。

如果成功释放了内存，则返回1；如果调用者应该继续从通用内存池释放内存，则返回0。

### int dma\_mmap\_from\_dev\_coherent(struct device \* dev, struct vm\_area\_struct \* vma, void \* vaddr, size\_t size, int \* ret)

映射来自设备一致内存池的内存

**参数**

struct device \* dev

分配内存的设备

struct vm\_area\_struct \* vma

用户空间内存的vm\_area

void \* vaddr

通过dma\_alloc\_from\_dev\_coherent返回的cpu地址

size\_t size

已分配内存缓冲区的大小

int \* ret

remap\_pfn\_range()的结果

**说明**

该函数检查内存是否是从设备一致内存池中分配，并将该内存映射到提供的vma中。

如果vaddr属于设备一致内存池，则返回1，调用者应该返回ret；如果应该从通用区域映射内存，则返回0。

### void \* dmam\_alloc\_coherent(struct device \* dev, size\_t size, dma\_addr\_t \* dma\_handle, gfp\_t gfp)

分配管理的dma\_alloc\_coherent()

**参数**

struct device \* dev

要为其分配一致内存的设备

size\_t size

分配的大小

dma\_addr\_t \* dma\_handle

用于分配的DMA句柄的输出参数

gfp\_t gfp

分配标志

**说明**

管理的dma\_alloc\_coherent()。使用此函数分配的内存将在驱动程序分离时自动释放。

**返回**

成功时分配的内存指针，失败时为NULL。

### void dmam\_free\_coherent(struct device \*dev, size\_t size, void \*vaddr, dma\_addr\_t dma\_handle)

管理的dma\_free\_coherent()

**参数**

struct device \*dev

要为其释放一致内存的设备

size\_t size

分配的大小

void \*vaddr

要释放的内存的虚拟地址

dma\_addr\_t dma\_handle

要释放的内存的DMA句柄

**说明**

管理的dma\_free\_coherent()。

### void \*dmam\_alloc\_attrs(struct device \*dev, size\_t size, dma\_addr\_t \*dma\_handle, gfp\_t gfp, unsigned long attrs)

管理的dma\_alloc\_attrs()

**参数**

struct device \*dev

要为其分配不一致内存的设备

size\_t size

分配的大小

dma\_addr\_t \*dma\_handle

用于分配的DMA句柄的输出参数

gfp\_t gfp

分配标志

unsigned long attrs

DMA\_ATTR\_\*命名空间中的标志。

**说明**

管理的dma\_alloc\_attrs()。使用此函数分配的内存将在驱动程序分离时自动释放。

**返回**

成功时分配的内存指针，失败时为NULL。

### int dmam\_declare\_coherent\_memory(struct device \* dev, phys\_addr\_t phys\_addr, dma\_addr\_t device\_addr, size\_t size, int flags)

管理的dma\_declare\_coherent\_memory()

**参数**

struct device \* dev

要声明一致性内存的设备

phys\_addr\_t phys\_addr

要声明的一致内存的物理地址

dma\_addr\_t device\_addr

要声明的一致内存的设备地址

size\_t size

要声明的一致性内存大小

int flags

标志

**说明**

管理的dma\_declare\_coherent\_memory()。

**返回**

成功时为0，失败时为-errno。

### void dmam\_release\_declared\_memory(struct device \* dev)

管理的dma\_release\_declared\_memory()。

**参数**

struct device \* dev

要为其释放已声明的一致性内存的设备

**说明**

管理的dma\_release\_declared\_memory()。

## 设备驱动程序PnP支持

### int pnp\_register\_protocol(struct pnp\_protocol \*protocol)

向PnP层添加PnP协议

**参数**

struct pnp\_protocol \*protocol

指向相应pnp\_protocol结构的指针

Ex protocols: ISAPNP, PNPBIOS, etc

### void pnp\_unregister\_protocol(struct pnp\_protocol \*protocol)

从PnP层删除PnP协议

**参数**

struct pnp\_protocol \*protocol

指向相应pnp\_protocol结构的指针

### struct pnp\_dev \*pnp\_request\_card\_device(struct pnp\_card\_link \*clink, const char \*id, struct pnp\_dev \*from)

在指定的卡下查找PnP设备

**参数**

struct pnp\_card\_link \*clink

卡链接的指针，不能为NULL

const char \*id

指向PnP ID结构的指针，解释查找设备的规则

struct pnp\_dev \*from

搜索起始位置。如果为NULL，则从头开始。

### void pnp\_release\_card\_device(struct pnp\_dev \*dev)

当驱动程序不再需要设备时调用此函数

**参数**

struct pnp\_dev \*dev

指向PnP设备结构的指针

### int pnp\_register\_card\_driver(struct pnp\_card\_driver \*drv)

向PnP层注册PnP卡驱动程序

**参数**

struct pnp\_card\_driver \*drv

指向要注册的驱动程序的指针

### void pnp\_unregister\_card\_driver(struct pnp\_card\_driver \*drv)

从PnP层注销PnP卡驱动程序

**参数**

struct pnp\_card\_driver \*drv

指向要注销的驱动程序的指针

### struct pnp\_id \*pnp\_add\_id(struct pnp\_dev \*dev, const char \*id)

向指定设备添加一个EISA ID

**参数**

struct pnp\_dev \*dev

指向所需设备的指针

const char \*id

指向EISA ID字符串的指针

### int pnp\_start\_dev(struct pnp\_dev \*dev)

启动PnP设备的低级函数

**参数**

struct pnp\_dev \*dev

指向所需设备的指针

**说明**

假设资源已经分配

### int pnp\_stop\_dev(struct pnp\_dev \*dev)

禁用PnP设备的低级函数

**参数**

struct pnp\_dev \*dev

指向所需设备的指针

**说明**

不释放资源

### int pnp\_activate\_dev(struct pnp\_dev \*dev)

激活PnP设备供使用

**参数**

struct pnp\_dev \*dev

指向所需设备的指针

**说明**

不验证或设置资源，因此要小心。

### int pnp\_disable\_dev(struct pnp\_dev \*dev)

禁用设备

**参数**

struct pnp\_dev \*dev

指向所需设备的指针

请提供正确的 PnP 协议，以便其他设备可以使用资源

### int pnp\_is\_active(struct pnp\_dev \*dev)

根据当前资源确定设备是否激活

**参数**

struct pnp\_dev \*dev

指向所需 PnP 设备的指针

## 用户空间 IO 设备

### void uio\_event\_notify(struct uio\_info \*info)

触发中断事件

**参数**

struct uio\_info \*info

UIO 设备功能

### int \_\_uio\_register\_device(struct module \*owner, struct device \*parent, struct uio\_info \*info)

注册新的用户空间 IO 设备

**参数**

struct module \*owner

创建新设备的模块

struct device \*parent

父设备

struct uio\_info \*info

UIO 设备功能

**说明**

成功时返回零或负错误代码。

### void uio\_unregister\_device(struct uio\_info \*info)

注销工业 IO 设备

**参数**

struct uio\_info \*info

UIO 设备功能

### struct uio\_mem

UIO 内存区域的说明

**定义**

struct uio\_mem {

const char \*name;

phys\_addr\_t addr;

unsigned long offs;

resource\_size\_t size;

int memtype;

void \_\_iomem \*internal\_addr;

struct uio\_map \*map;

};

**成员**

name

用于标识的内存区域的名称

addr

设备内存的地址舍入为页面大小（由于 addr 可以是逻辑、虚拟或物理的，因此使用 phys\_addr\_t 可以始终足够大以处理任何地址类型）

offs

设备内存在页面内的偏移量

size

IO 的大小（页面大小的倍数）

memtype

addr 指向的内存类型

internal\_addr

addr 的 ioremap 版本，供驱动内部使用

map

仅供 UIO 核心使用。

### struct uio\_port

UIO 端口区域的说明

**定义**

struct uio\_port {

const char \*name;

unsigned long start;

unsigned long size;

int porttype;

struct uio\_portio \*portio;

};

**成员**

name

用于标识的端口区域的名称

start

端口区域的起始位置

size

端口区域的大小

porttype

端口类型（参见下面的 UIO\_PORT\_\*）

portio

仅供 UIO 核心使用。

### struct uio\_info

UIO 设备功能

**定义**

struct uio\_info {

struct uio\_device \*uio\_dev;

const char \*name;

const char \*version;

struct uio\_mem mem[MAX\_UIO\_MAPS];

struct uio\_port port[MAX\_UIO\_PORT\_REGIONS];

long irq;

unsigned long irq\_flags;

void \*priv;

irqreturn\_t (\*handler)(int irq, struct uio\_info \*dev\_info);

int (\*mmap)(struct uio\_info \*info, struct vm\_area\_struct \*vma);

int (\*open)(struct uio\_info \*info, struct inode \*inode);

int (\*release)(struct uio\_info \*info, struct inode \*inode);

int (\*irqcontrol)(struct uio\_info \*info, s32 irq\_on);

};

**成员**

uio\_dev

该信息所属的 UIO 设备

name

设备名称

version

设备驱动程序版本

mem

可映射内存区域的列表，size==0 为列表的结尾

port

端口区域的列表，size==0 为列表的结尾

irq

中断号或 UIO\_IRQ\_CUSTOM

irq\_flags

request\_irq() 的标志

priv

可选私有数据

handler

设备的中断处理程序

mmap

该 uio 设备的 mmap 操作

open

该 uio 设备的打开操作

release

该 uio 设备的释放操作

irqcontrol

往 /dev/uioX 写入 0/1 时禁用/启用 IRQsX

# 设备电源管理

## 设备电源管理基础知识
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Linux 中的大部分代码都是设备驱动程序，因此 Linux 中的大部分电源管理（PM）代码也是特定于驱动程序的。大多数驱动程序将做很少的工作；而其他一些驱动程序，特别是面向小电池平台（如手机）的驱动程序，则会做很多工作。

本文概述了驱动程序如何与系统范围的电源管理目标交互，重点强调了所有连接到驱动程序模型核心的模型和接口。请将其作为特定驱动程序所需的领域专业知识的基础。

### 设备电源管理的两个模型

驱动程序将使用以下一个或两个模型将设备置入低功耗状态

系统休眠模型：

驱动程序可以作为进入像“挂起”（也称为“挂起到 RAM”）或（大多数带有磁盘的系统的）“休眠”（也称为“挂起到磁盘”）等系统范围的低功耗状态的一部分进入低功耗状态。

这是通过实现各种角色特定的挂起和恢复方法来协作完成的，以清除电源和软件子系统，然后重新激活它们，而不会丢失数据。

某些驱动程序可以管理硬件唤醒事件，从而使系统离开低功耗状态。可以使用相关的 /sys/devices/.../power/wakeup 文件（对于以太网驱动程序，也可以使用 ethtool 使用的 ioctl 接口来实现该功能）启用或禁用此功能。启用它可能会消耗一些功率，但可以让整个系统更频繁地进入低功耗状态。

运行时电源管理模型：

设备在运行时也可以置于低功耗状态，原则上独立于其他电源管理活动。但是，设备通常不独立于彼此（例如，除非所有子设备都已挂起，否则父设备无法挂起）。此外，根据设备所在的总线类型，可能需要对设备执行某些总线特定的操作。在运行时置于低功耗状态的设备在全局系统转换（挂起或休眠）期间可能需要特殊处理。

出于这些原因，运行时电源管理涉及设备驱动程序本身，以及适当的子系统（总线类型、设备类型或设备类别）驱动程序和 PM 核心。与系统睡眠电源管理情况一样，它们需要通过实现各种特定角色的暂停和恢复方法进行协作，以便硬件能够干净地关闭和重新激活，而不会丢失数据或服务。

除了它们非常特定于系统和经常特定于设备之外，关于这些低功耗状态并没有太多可说的。此外，如果足够多的设备已被置于低功耗状态（在运行时），则效果可能非常类似于进入某些系统范围的低功耗状态（系统睡眠）...并且存在协同作用，使得使用运行时 PM 的几个驱动程序可以将系统置于更深的节能选项状态中。

大多数已挂起的设备都已静止所有 I/O不存在更多的 DMA 或 IRQ（除了唤醒事件），不再读取或写入任何数据，上游驱动程序的请求也不再接受。然而，给定的总线或平台可能具有不同的要求。

硬件唤醒事件的例子包括实时时钟的警报、网络唤醒 LAN 数据包、键盘或鼠标活动以及媒体插入或移除（针对 PCMCIA、MMC/SD、USB 等）。

### 进入系统睡眠状态的接口

为子系统（总线类型、设备类型、设备类别）和设备驱动程序提供编程接口，使它们能够参与所关注设备的电源管理。这些接口涵盖了系统睡眠和运行时电源管理。

#### 设备电源管理操作

在子系统级别和设备驱动程序级别上实现设备电源管理操作是通过定义和填充类型为 struct dev\_pm\_ops 的对象来完成的，该类型定义在 include/linux/pm.h 中。其中包含的方法的角色将在下文中解释。目前，记住最后三个方法是特定于运行时电源管理的，而其余方法则用于系统范围的电源转换。

至少对于某些子系统，还存在已弃用的“旧”或“遗留”接口用于电源管理操作。这种方法不使用 struct dev\_pm\_ops 对象，并且仅适用于以有限的方式实现系统睡眠电源管理方法。因此，在本文档中不进行说明，请直接参考源代码了解更多信息。

#### 子系统级方法

挂起和恢复设备的核心方法存在于由 struct dev\_pm\_ops 指向的 struct dev\_pm\_domain 的 ops 成员，或由 struct bus\_type、struct device\_type 和 struct class 的 pm 成员中。它们主要是针对为平台和总线编写基础设施的人员感兴趣，例如 PCI 或 USB，或设备类型和设备类别驱动程序的编写者。它们还与设备驱动程序的编写者相关，其子系统（PM 域、设备类型、设备类别和总线类型）不提供所有电源管理方法。

总线驱动程序根据硬件及其使用驱动程序的方式实现这些方法；PCI 的实现方式与 USB 不同，等等。很少有人编写子系统级驱动程序；大多数驱动程序代码是建立在特定于总线的框架代码之上的“设备驱动程序”。

有关这些驱动程序调用的更多信息，请参见后面的说明；它们会按照驱动程序模型树中的父子顺序针对每个设备按阶段调用。

#### /sys/devices/.../power/wakeup 文件

驱动程序模型中的所有设备对象都包含控制系统唤醒事件处理的字段（硬件信号，可以强制系统退出睡眠状态）。这些字段由总线或设备驱动程序代码使用 device\_set\_wakeup\_capable() 和 device\_set\_wakeup\_enable() 初始化，定义在 include/linux/pm\_wakeup.h 中。

power.can\_wakeup 标志只记录设备（及其驱动程序）是否能够物理支持唤醒事件。device\_set\_wakeup\_capable() 例程会影响此标志。power.wakeup 字段是一个指向 struct wakeup\_source 类型的对象的指针，用于控制该设备是否应使用其系统唤醒机制，并通知 PM 核心由设备发出的系统唤醒事件。这个对象仅对能够唤醒的设备存在（即其 can\_wakeup 标志已设置），并且是由 device\_set\_wakeup\_capable() 创建（或删除）的。

设备是否能够发出唤醒事件是硬件问题，内核负责跟踪它。相反，唤醒能力设备是否应发出唤醒事件是一项政策决策，并由用户空间通过 sysfs 属性进行管理power/wakeup 文件。用户空间可以向该文件中写入“启用”或“禁用”字符串，以指示是否可以相应地信号系统唤醒。如果 power.wakeup 对于给定设备存在，则该文件仅存在，并由 device\_set\_wakeup\_capable() 创建（或删除）。从文件中读取将返回相应的字符串。

功率/唤醒文件中的初始值对于大多数设备而言是“禁用的”；主要例外是已使用ethtool设置了WoL（wake-on-LAN）功能的电源按钮、键盘和以太网适配器。对于那些不自己生成唤醒请求而仅转发从一个总线到另一个总线的唤醒请求的设备（例如PCI Express端口），也应默认为“启用”。

仅当power.wakeup对象存在且相应的power/wakeup文件包含“启用”字符串时，device\_may\_wakeup（）例程才返回true。这些信息被子系统（如PCI总线类型代码）用于查看是否启用设备的唤醒机制。如果设备唤醒机制由驱动程序直接启用或禁用，他们也应使用device\_may\_wakeup（）来决定在系统睡眠转换期间做什么。但是，在任何情况下，不应该期望设备驱动程序直接调用device\_set\_wakeup\_enable（）。

需要注意的是，系统唤醒在概念上不同于由运行时电源管理使用的“远程唤醒”，尽管它可能由同一物理机制支持。远程唤醒是一项功能，允许处于低功率状态的设备触发特定的中断，以发出信号，说明它们应该被置于全功率状态。这些中断可能会或可能不会用于信号系统唤醒事件，这取决于硬件设计。在某些系统中，不可能从系统睡眠状态触发它们。在任何情况下，对于支持它的所有设备和驱动程序，远程唤醒都应始终启用运行时电源管理。

#### /sys/devices/.../power/control文件

驱动程序模型中的每个设备都有一个标志，用于控制它是否受到运行时电源管理的影响。这个标志runtim\_auto由总线类型（或通常是子系统）代码使用pm\_runtime\_allow（）或pm\_runtime\_forbid（）进行初始化；默认情况下，允许运行时电源管理。

用户空间可以通过将“on”或“auto”写入设备的power/control sysfs文件来调整设置。写入“auto”会调用pm\_runtime\_allow（），设置标志并允许驱动程序对设备进行运行时电源管理。写入“on”会调用pm\_runtime\_forbid（），清除标志，将设备返回到全功率状态（如果它处于低功率状态），并防止设备进行运行时电源管理。用户空间可以通过读取该文件来检查runtime\_auto标志的当前值。

设备的runtime\_auto标志对系统范围的电源转换的处理没有影响。特别是，设备可能（在大多数情况下应该和会）在系统全局转换到睡眠状态期间进入低功率状态，即使其runtime\_auto标志清除。

有关运行时电源管理框架的更多信息，请参阅 I / O 设备的运行时电源管理框架。

### 调用驱动程序以进入和离开系统睡眠状态

当系统进入睡眠状态时，会要求每个设备的驱动程序通过将其置于与目标系统状态兼容的状态来暂停设备。这通常是“关闭”的某个版本，但细节是系统特定的。此外，启用唤醒的设备通常会部分功能性地保持以便唤醒系统。

当系统离开低功率状态时，将要求设备的驱动程序通过将其返回到全功率状态来恢复设备。挂起和恢复操作始终配对进行，而且都是多阶段操作。

对于简单的驱动程序，挂起可能使用类代码消减设备，然后在挂起\_noirq期间将其硬件尽可能地关闭。然后，匹配的恢复调用将完全重新初始化硬件，然后重新激活其类I/O队列。

更具备能源感知的驱动程序可能准备好设备以触发系统唤醒事件。

#### 调用顺序保证

为了确保需要与设备通信的桥和类似链接在设备挂起或恢复时可用，设备层次结构是从下往上遍历以挂起设备。从上到下的顺序用于恢复这些设备。

设备层次结构的顺序由设备注册的顺序定义在其父项之前，子项永远不能注册、探测或恢复；而且在父项之后也无法删除或挂起它。

策略是设备层次结构应该匹配硬件总线拓扑结构。[或者至少控制总线，对于使用多个总线的设备。]特别是，如果设备的父项正在挂起（即已被PM核心选择为下一个要挂起的设备），或者父项已经挂起，并且在所有其他设备都已挂起之后，则设备注册可能会失败。设备驱动程序必须准备应对这种情况。

#### 系统电源管理阶段

暂停或恢复系统需要分几个阶段完成。不同的阶段用于暂停到空闲、浅度（待机）和深度（“挂起到RAM”）睡眠状态以及休眠状态（“挂起到磁盘”）。在下一阶段开始之前，每个阶段都涉及为每个设备执行回调函数。并非所有总线或类别支持所有这些回调函数，也不是所有驱动程序都使用所有回调函数。各个阶段总是在任务被冻结之后和被解冻之前运行。此外， \*\_noirq 阶段在 IRQ 处理程序被禁用的时候运行（除了标记有 IRQF\_NO\_SUSPEND 标志的处理程序）。

所有阶段都使用 PM 域、总线、类型、类别或驱动程序回调函数（即，在 dev->pm\_domain->ops、dev->bus->pm、dev->type->pm、dev->class->pm 或 dev->driver->pm 中定义的方法）。这些回调函数被 PM 核心视为相互排斥的。此外，PM 域回调函数始终优先于所有其他回调函数，例如，类型回调函数优先于总线、类别和驱动程序回调函数。为了准确，以下规则用于确定在给定阶段执行哪个回调函数

1）如果 dev->pm\_domain 存在，则 PM 核心将选择提供的 dev->pm\_domain->ops 回调函数执行。

2）否则，如果 dev->type 和 dev->type->pm 都存在，则将选择提供的 dev->type->pm 回调函数执行。

3）否则，如果 dev->class 和 dev->class->pm 都存在，则将选择提供的 dev->class->pm 回调函数执行。

4）否则，如果 dev->bus 和 dev->bus->pm 都存在，则将选择提供的 dev->bus->pm 回调函数执行。

这使得 PM 域和设备类型可以在必要时覆盖总线类型或设备类别提供的回调函数。

PM 域、类型、类别和总线回调函数又可以启动存储在 dev->driver->pm 中的设备或驱动程序特定方法，但并不必须这样做。

如果执行所选子系统回调方法不存在，则 PM 核心将从 dev->driver->pm 集合中执行相应的方法。

#### 进入系统挂起

当系统进入冻结、待机或睡眠状态时，各个阶段为准备、暂停、暂停晚期、暂停\_noirq。

1）准备阶段旨在通过防止注册新设备来防止竞态；如果随意注册新子设备，PM 核心永远不会知道设备的所有子项是否已经暂停。与此相反，从 PM 核心的角度来看，设备可以随时注销。与其他与挂起有关的阶段不同，在准备阶段期间，按照自上而下的方式遍历设备层次结构。

在 - > prepare 回调方法返回之后，在设备以下不得注册新的子设备。该方法也可以以某种方式为即将到来的系统电源转换准备设备或驱动程序，但不应将设备置于低功耗状态。此外，如果设备支持运行时电源管理，则 - >准备回调方法在必要时不得更新其状态，以便稍后可以从运行时挂起恢复它。

对于支持运行时电源管理的设备，可以使用准备回调的返回来向 PM 核心指示它可以安全地使设备保持在运行时挂起状态（如果已经运行时挂起），前提是设备的所有后代也必须保持在运行时挂起状态。也就是说，如果准备回调返回正数且所有后代设备都返回了正数，且它们（包括设备本身）都处于运行时挂起状态，则 PM 核心将跳过挂起、挂起晚期和挂起\_noirq 阶段以及所有这些设备的后续设备恢复的相应阶段。在这种情况下， - >完成回调将是 - >准备回调之后的下一个被调用，并完全负责适当地将设备置于一致的状态。

请注意，即使设备已禁用运行时 PM，此直接完成程序也适用。因此，如果设备具有系统 - 睡眠回调但不支持运行时 PM，则其准备回调永远不能返回正数。这是因为所有这样的设备最初都设置为运行时挂起，其运行时 PM 已禁用。

此功能还可以通过使用 DPM\_FLAG\_NO\_DIRECT\_COMPLETE 和 DPM\_FLAG\_SMART\_PREPARE 驱动程序电源管理标志来由设备驱动程序控制。[通常，它们在通过将它们传递给涉及的设备的 dev\_pm\_set\_driver\_flags() 助手函数时，在探测设备的同时设置它们。]如果设置了第一个标志，则 PM 核心将不会对给定设备和其任何祖先应用上述直接完成程序。第二个标志在设置时，通知中间层代码（总线类型、设备类型、PM 域、类别），它应考虑由驱动程序提供的 - >准备回调的返回，并且只有在驱动程序的回调已经返回了正数的情况下，才会从自己的 - >准备回调返回正数。

2）->suspend方法应暂停设备以停止其执行I / O。它们还可能保存设备寄存器并将其放入适当的低功耗状态，具体取决于设备所在的总线类型，并且它们可能启用唤醒事件。

然而，对于支持运行时功率管理的设备，子系统（尤其是总线类型和PM领域）提供的->suspend方法必须遵循关于在调用其驱动程序的->suspend方法之前可以对设备进行哪些操作的附加规则。也就是说，如果需要，它们可以通过为它们调用pm\_runtime\_resume（）来从运行时挂起中恢复设备，但它们在那时不得以任何其他方式更新设备的状态（以防驱动程序需要在其->suspend方法中从运行时挂起中恢复设备）。实际上，PM核心通过在发出->prepare回调之前调用pm\_runtime\_get\_noresume（）（并在发出->complete回调后调用pm\_runtime\_put（））来防止子系统或驱动程序在这些时间将设备置于运行时挂起状态。

3）对于许多设备来说，将挂起分为“静止设备”和“保存设备状态”两个阶段是方便的，在这种情况下，suspend\_late意味着后者。它始终在有关设备的运行时电源管理已被禁用后执行。

4）挂起noirq阶段发生在禁用IRQ处理程序之后，这意味着在运行回调方法时将不会调用驱动程序的中断处理程序。->suspend\_noirq方法应保存以前未保存的设备寄存器的值，并最终将设备放入适当的低功耗状态。

大多数子系统和设备驱动程序不需要实现此回调。然而，像PCI这样允许设备共享中断向量的总线类型通常需要它；否则，驱动程序可能会在将自己的设备设置为低功率后通过接收到其他设备生成的共享中断而在挂起阶段遇到错误。

在这些阶段结束时，驱动程序应停止所有I / O事务（DMA、IRQ），保存足够的状态以便他们可以重新初始化或恢复先前的状态（硬件所需），并将设备置于低功耗状态。在许多平台上，他们将关闭一个或多个时钟源；有时他们也会关闭电源或降低电压。[支持运行时PM的驱动程序可能已经执行了这些步骤中的一些或全部。]

如果device\_may\_wakeup（）返回true，则应准备好设备，以便在系统处于睡眠状态时生成硬件唤醒信号以触发系统唤醒事件。例如，enable\_irq\_wake（）可能会识别连接到开关或其他外部硬件的GPIO信号，pci\_enable\_wake（）对PCI PME信号执行类似操作。

如果其中任何回调返回错误，则系统不会进入所需的低功耗状态。相反，PM核心将通过恢复所有已挂起的设备来撤消其操作。

#### 退出系统挂起

当从冻结、待机或内存睡眠中恢复时，阶段为resume\_noirq、resume\_early、resume、complete。

1）->resume\_noirq回调方法应在调用驱动程序的中断处理程序之前执行任何需要的操作。这通常意味着撤消suspend\_noirq阶段的操作。如果总线类型允许设备共享中断向量，例如PCI，则该方法应将设备及其驱动程序置于状态，以便驱动程序可以识别设备是否是传入中断的源，如果有的话，则正确地处理它们。

例如，PCI总线类型的->pm.resume\_noirq（）将设备置于完全电源状态（PCI术语中的D0）并恢复设备的标准配置寄存器。然后，它调用设备驱动程序的->pm.resume\_noirq（）方法执行特定于设备的操作。

2）->resume\_early方法应为执行resume方法准备好设备。这通常涉及撤消前面的suspend\_late阶段的操作。

3）->resume方法应将设备恢复到其操作状态，以便它可以执行正常的I / O操作。这通常涉及撤消挂起阶段的操作

4）最后一步应撤消准备阶段的操作。因此，与其他恢复相关的阶段不同，完成阶段在从下到上遍历设备层次结构时进行。

但是，请注意，当->resume回调发生时，可能会在设备下注册新的子级；不必等到完成阶段运行。

此外，如果前面的->prepare回调返回正数，则设备可能已经在整个系统挂起和恢复期间保持在运行时挂起状态中（它们的->suspend，->suspend\_late，->suspend\_noirq，->resume\_noirq，->resume\_early和->resume回调可能已被跳过）。在这种情况下，->complete回调将完全负责在系统挂起之后，如有必要，将设备置于一致状态。[例如，它可能需要为此对设备排队运行时恢复请求。]要检查是否存在这种情况，->complete回调可以查阅设备的power.direct\_complete标志。如果在运行->complete回调时设置了该标志，则使用了直接完成机制，并且可能需要采取特殊操作才能使设备正常工作。

在这些阶段结束时，驱动程序应该与暂停之前一样正常运行可以使用DMA和IRQ执行I / O操作，并且相关时钟已关闭。

但是，这里的细节可能再次是特定于平台的。例如，某些系统支持多个“运行”状态，恢复结束时的模式可能不是之前的模式。这意味着某些时钟或电源供应的可用性已更改，这可能会影响驱动程序的工作方式。

驱动程序需要能够处理硬件，因为所有暂停方法都被调用后已被重置，例如通过完全重新初始化。这可能是最困难的部分，并且最受NDA文件和芯片勘误保护。如果硬件状态自暂停以来没有改变，那将是最简单的，但是只有当目标系统休眠转换为挂起到空闲时才能保证。对于其他系统休眠状态，情况可能不是这种情况（对于ACPI定义的系统休眠状态（例如S3），通常不是这种情况）。

驱动程序还必须准备好在系统断电时注意到设备已经被移除，如果物理上可能。 PCMCIA，MMC，USB，Firewire，SCSI甚至IDE是常见的Linux平台看到这种移除的例子。如何通知和处理这些移除的详细信息当前是特定于总线的，并且通常涉及单独的线程。

这些回调可能会返回错误值，但PM核心会忽略此类错误，因为除了将它们打印到系统日志中外，它无法做其他事情。

#### 进入休眠状态

休眠系统比将其放入睡眠状态更加复杂，因为它涉及创建和保存系统映像。因此，休眠需要更多的阶段，并具有不同的回调集。这些阶段始终在任务被冻结并且已经释放了足够的内存后运行。

休眠的一般流程是消除所有设备（“冻结”），在一切稳定的情况下创建系统内存映像，重新激活所有设备（“解冻”），将映像写入永久存储并最终关闭系统（“关机”）。用于完成此操作的阶段是准备，冻结，冻结晚期，冻结noirq，解冻noirq，解冻早期，解冻，完成，准备，关闭电源，关闭电源晚期，关闭电源noirq。

1. 准备阶段在上面的“进入系统挂起”部分中讨论。
2. ->freeze方法应使设备处于静止状态，以便不生成IRQ或DMA，并且可能需要保存设备寄存器的值。但是，不必将设备放在低功耗状态中，并且为节省时间最好不要这样做。此外，设备不应准备生成唤醒事件。
3. 冻结晚期阶段类似于早期说明的挂起晚期阶段，但是设备不应处于低功耗状态，并且不应允许生成唤醒事件。
4. 冻结noirq阶段类似于早期讨论的挂起noirq阶段，但是再次，设备不应处于低功耗状态，并且不应允许生成唤醒事件。

此时创建系统映像。在此期间，所有设备都应处于非活动状态，而内存内容应保持不变，以便该图像形成系统状态的原子快照。

1. 解冻noirq阶段类似于先前讨论的恢复noirq阶段。主要区别在于，它的方法可以假定设备处于与冻结noirq阶段结束时相同的状态。
2. 解冻早期阶段类似于上文说明的恢复早期阶段。如果必要，其方法应撤消先前的冻结晚期的操作。
3. 解冻阶段类似于早期讨论的恢复阶段。其方法应将设备恢复到操作状态，以便必要时可以用于保存映像。
4. 完成阶段在上面的“离开系统挂起”部分中讨论。

此时保存系统映像，然后需要为即将到来的系统关闭设备。这与在将系统置于挂起到空闲，浅度或深度睡眠状态之前暂停它们非常相似，而且阶段也类似。

1. 准备阶段在上面讨论过。
2. 关闭电源阶段类似于挂起阶段。
3. 关闭电源晚期阶段类似于挂起晚期阶段。
4. 关闭电源noirq阶段类似于挂起noirq阶段。

->poweroff，->poweroff\_late和->poweroff\_noirq回调应分别执行与->suspend，->suspend\_late和->suspend\_noirq回调基本相同的操作。值得注意的区别是它们不需要存储设备寄存器值，因为在冻结，冻结晚期或冻结noirq阶段时应该已经存储了寄存器。此外，在许多机器上，固件将关闭整个系统，因此回调无需将设备放入低功耗状态。

#### 离开休眠状态

从休眠状态恢复比从保存了主存内容的睡眠状态恢复更加复杂，因为它需要载入系统映像到内存并在将控制权传回映像内核之前还原休眠前的记忆内容。

尽管原则上系统映像可以由引导加载程序加载到内存并还原休眠前的记忆内容，但实际上这是不可能的，因为引导加载程序不够智能，也没有确立的传递必要信息的协议。因此，引导加载程序将一份新的内核实例，称为“还原内核”，加载到内存中，并以通常的方式将控制权传递给它。然后还原内核读取系统映像，还原休眠前的记忆内容，并将控制权传递给映像内核。因此，在恢复休眠状态时涉及两个不同的内核实例。实际上，还原内核可能完全不同于映像内核配置不同，版本甚至不同。这对于设备驱动程序及其子系统有重要影响。

为了能够将系统映像加载到内存中，还原内核需要包含至少一部分设备驱动程序的子集，以允许它访问包含映像的存储介质，尽管它不需要包含映像内核中的所有驱动程序。加载映像后，由引导内核管理的设备需要准备将控制权传回映像内核。这与创建系统映像所涉及的初始步骤非常相似，可以使用prepare、freeze和freeze\_noirq阶段完成。然而，这些阶段受到还原内核中的驱动程序控制的设备只有这些。其他设备仍然处于引导加载程序离开时的状态。

如果还原休眠前的记忆内容失败，还原内核将经历上面说明的“解冻”过程，使用thaw\_noirq、thaw\_early、thaw和complete阶段，然后继续正常运行。这种情况很少发生。最常见的情况是成功还原休眠前的记忆内容，并将控制权传递给映像内核，然后映像内核将负责将系统恢复为工作状态。

为了实现这一点，映像内核必须还原设备的休眠前功能。操作类似于从睡眠状态唤醒（保存内存内容），尽管涉及不同的阶段restore\_noirq、restore\_early、restore和complete。

1. restore\_noirq阶段类似于resume\_noirq阶段。
2. restore\_early阶段类似于resume\_early阶段。
3. 还原阶段类似于恢复阶段。
4. 完整阶段在上面讨论过。

与resume[\_early|\_noirq]的主要区别是restore[\_early|\_noirq]必须假设设备已被引导加载程序或还原内核访问和重新配置。因此，设备的状态可能与从freeze、freeze\_late和freeze\_noirq阶段记忆的状态不同。设备甚至可能需要重置并完全重新初始化。在许多情况下，这种差异并不重要，因此->resume[\_early|\_noirq]和->restore[\_early|\_norq]方法指针可以设置为相同的例程。然而，在确实有情况下需要使用不同的回调指针。

### 电源管理通知器

有些操作不能通过上面讨论的电源管理回调函数执行，因为回调函数发生得太晚或太早。为了处理这些情况，子系统和设备驱动程序可以注册电源管理通知器，这些通知器在任务被冻结之前和它们被解冻后调用。一般来说，PM通知器适合执行需要用户空间可用或至少不会妨碍用户空间的操作。

有关详细信息，请参阅休眠/休眠通知器。

### 设备低功耗（挂起）状态

设备低功耗状态不是标准的。一个设备可能只处理“开”和“关”，而另一个设备可能支持十几个不同版本的“开”（有多少个引擎是活动的？），再加上一个从完全“关”回到“开”的状态。

某些总线定义了有关不同挂起状态表示的规则。PCI提供了一个示例在挂起序列完成之后，非传统PCI设备可能不会执行DMA或发出IRQ，并且它发出的任何唤醒事件都将通过PME#总线信号发出。此外，有几种PCI标准设备状态，其中一些是可选的。

相比之下，集成的系统级片上处理器通常使用IRQ作为唤醒事件源（因此驱动程序会调用enable\_irq\_wake（）），并且可能能够将DMA完成视为唤醒事件（有时DMA也可能保持活动状态，仅CPU和某些外围设备会休眠）。

这里的一些细节可能是特定于平台的。系统可能有设备可以在某些睡眠状态下完全处于活动状态，例如使用 DMA 刷新的 LCD 显示器，而大部分系统处于轻度睡眠状态……同时，它的帧缓冲区甚至可以由 DSP 或其他非 Linux CPU 更新，而 Linux 控制处理器保持空闲。

此外，具体采取的操作可能取决于目标系统状态。一个目标系统状态可以让给定设备非常操作；另一个可能需要硬关机并在恢复时重新初始化。两个不同的目标系统可能会以不同的方式使用相同的设备；前面提到的 LCD 可能在一个产品的“待机”状态下处于活动状态，但使用相同的 SOC 的不同产品可能会有所不同。

### 设备电源管理域

有时设备共享参考时钟或其他功率资源。在这些情况下，通常无法单独将设备置于低功率状态。相反，共享电源资源的设备集合可以同时被置于低功率状态，通过关闭共享的功率资源。当然，它们也需要一起被置于完全电力状态，通过打开共享的功率资源。具有这种属性的设备集合通常被称为电源域。电源域也可能嵌套在另一个电源域中。嵌套域被称为父域的子域。

对设备电源管理域的支持通过struct device 的 pm\_domain 字段提供。该字段是 struct dev\_pm\_domain 类型的对象指针，该类型定义在 include/linux/pm.h 中，提供一组电源管理回调，类似于在所有电源转换期间为给定设备执行的子系统级别和设备驱动程序回调，而不是相应的子系统级别回调。具体而言，如果设备的 pm\_domain 指针不为 NULL，则将执行来自其指向的对象的 suspend() 回调，而不是其子系统（例如总线类型）的 suspend() 回调和所有剩余的回调类似。换句话说，如果为给定设备定义了电源管理域回调，则总是优先于由设备子系统（例如总线类型）提供的回调。

设备电源管理域的支持仅适用于需要在许多不同的功率域配置中使用相同的设备驱动程序电源管理回调并希望避免将功率域的支持纳入子系统级别回调的平台，例如通过修改平台总线类型。其它平台不需要实现它或以任何方式考虑它。

设备可以被定义为 IRQ 安全，这向 PM 核心指示其运行时 PM 回调可以在禁用中断时调用（有关更多信息，请参见用于 I/O 设备的运行时电源管理框架）。如果 IRQ 安全设备属于 PM 域，则将禁止该域的运行时 PM，除非该域本身被定义为 IRQ 安全。但是，仅当其中所有设备均为 IRQ 安全设备时，定义 PM 域为 IRQ 安全才有意义。此外，如果 IRQ 安全域具有父域，则仅当该父域本身也为 IRQ 安全且所有 IRQ 安全父域的子域都必须是 IRQ 安全时，才允许父域的运行时 PM。

### 运行时电源管理

许多设备能够在系统仍在运行时动态关闭电源。这个特性对于未被使用的设备非常有用，在运行的系统上可以节省大量电力。这些设备通常支持一系列运行时电源状态，这些状态可能使用名称，例如“关闭”，“休眠”，“空闲”，“活动”等。这些状态在某些情况下（如 PCI）将部分受到设备使用的总线的限制，并且通常包括硬件状态，这些状态也用于系统睡眠状态。

可以在某些设备由于运行时电源管理而处于低功率状态时启动全系统的电源转换。系统睡眠 PM 回调应该识别这种情况并适当地对其进行反应，但必要的操作是子系统特定的。

在某些情况下，决策可能在子系统级别上进行，而在其他情况下，可能留给设备驱动程序来决定。在某些情况下，希望在系统范围的电源转换期间将挂起的设备留在该状态下，但在其他情况下，必须短暂地将设备放回完全电力状态，例如，以便可以禁用其系统唤醒功能。这完全取决于硬件和有关子系统和设备驱动程序的设计。

如果需要在系统进入睡眠状态的过渡期间从运行时挂起中恢复设备，则可以在设备的驱动程序或其子系统（例如总线类型或PM域）的->suspend回调（或冻结或poweroff与休眠相关的回调）中调用pm\_runtime\_resume()。然而，在调用设备驱动程序的->suspend回调（或等效的回调）之前，子系统必须不改变设备的运行时状态从它们的->prepare和->suspend回调（或等效的回调）中除外。

一些总线类型和 PM 域有一个策略，可以在它们的回调中预先从运行时挂起恢复所有设备->suspend，但如果设备的驱动程序可以处理运行时挂起的设备，那么这可能并不是真正必要的。驱动程序可以通过在探测时间设置，将其传递给 DPM\_FLAG\_SMART\_SUSPEND帮助 程序来指示这一点。如果设备在系统范围挂起 阶段开始时（或在power.driver\_flagsdev\_pm\_set\_driver\_flags()->suspend\_late->suspend\_noirqsuspend\_latepoweroff\_late休眠阶段），当运行时 PM 已被禁用时，假设它的状态在该点之后不应该改变，直到系统范围的转换结束（PM 核心本身为“noirq”，“late ”和“早期”系统范围的 PM 回调直接由它执行）。如果发生这种情况，驱动程序的系统范围恢复回调（如果存在）可能仍会在随后的系统范围恢复转换期间被调用，并且设备的运行时电源管理状态可能会在为其启用运行时 PM 之前设置为“活动”，因此驱动程序必须准备好应对其系统范围内的恢复回调的调用->runtime\_suspend（没有干预->runtime\_resume等），并且设备的最终状态必须反映“活动”运行时 PM 状态案件。

在系统范围内从睡眠状态恢复期间，最容易将设备置于全功率状态，如 中所述Documentation/power/runtime\_pm.txt。[有关此特定问题的更多信息以及有关设备运行时电源管理框架的一般信息，请参阅该文档。]

然而，通常希望在系统转换到工作状态后让设备处于挂起状态，特别是如果这些设备在之前的系统范围挂起（或类似）转换之前已经处于运行时挂起状态。设备驱动程序可以使用DPM\_FLAG\_LEAVE\_SUSPENDED标志以向 PM 核心（和中间层代码）表明他们更愿意让他们处理的特定设备保持挂起状态，因此他们可以跳过他们的系统范围的恢复回调没有问题。设备是否实际上将处于挂起状态可能取决于它们在给定系统挂起-恢复周期之前的状态以及正在进行的系统转换的类型。特别是，如果该转换是从休眠状态恢复，则设备不会保持挂起状态，因为在这种情况下，设备状态不能保证由存储在休眠图像中的信息反映出来。

设备处理中涉及的中间层代码预计会向 PM 内核指示设备是否可以通过设置其状态位而处于挂起状态， power.may\_skip\_resumePM 内核会在前面系统的“noirq”阶段检查该状态位-wide 挂起（或类似）过渡。然后中间层负责在其“noirq”恢复回调中适当地处理设备，无论设备是否挂起都会执行，但其他恢复回调（除了 ）将由 PM 自动->complete跳过如果设备真的可以处于挂起状态，则为核心。

DPM\_FLAG\_LEAVE\_SUSPENDED对于“noirq”、“late”和“early”驱动程序回调由 PM 核心直接调用的设备，如果已设置并且设备在suspend\_noirq（或类似的）期间处于运行时挂起状态，则将跳过所有系统范围的恢复回调 阶段或正在进行的转换是适当的系统挂起（而不是与休眠相关的任何事情）并且设备的唤醒设置适用于运行时 PM（即，它根本不能生成唤醒信号，或者它被允许从唤醒系统睡觉）。

## 挂起/休眠通知程序
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存在一些子系统或驱动程序可能需要在休眠/挂起或恢复/恢复之前执行一些操作，但它们要求系统完全正常运行，因此驱动程序和子系统的->suspend()和->resume()甚至->prepare()和->complete()回调不能用于此目的。

例如，设备驱动程序可能希望在恢复/恢复后向其设备上传固件，但无法通过从它们的->resume()或->complete()回调例程调用request\_firmware()来执行此操作（在这些点上，用户空间进程已被冻结）。解决方案可能是在进程被冻结之前将固件加载到内存中，并从->resume()例程中上传它。可以使用挂起/休眠通知程序进行此操作。

具有此类需求的子系统或驱动程序可以注册在以下事件上由PM核心调用的挂起通知程序

PM\_HIBERNATION\_PREPARE

系统将要休眠，任务将立即被冻结。这与下面的PM\_SUSPEND\_PREPARE不同，因为在这种情况下，在通知程序和“冻结”转换的PM回调被调用之间执行其他工作。

PM\_POST\_HIBERNATION

系统内存状态已从休眠映像或休眠期间发生错误中恢复。设备恢复回调已执行并已解冻任务。

PM\_RESTORE\_PREPARE

系统将要恢复睡眠映像。如果一切顺利，恢复映像内核将发出PM\_POST\_HIBERNATION通知。

PM\_POST\_RESTORE

恢复休眠时发生错误。设备恢复回调已执行并已解冻任务。

PM\_SUSPEND\_PREPARE

系统正在为挂起做准备。

PM\_POST\_SUSPEND

系统刚刚恢复或挂起时发生错误。设备恢复回调已执行并已解冻任务。

一般假定挂起通知程序对于PM\_HIBERNATION\_PREPARE所做的任何操作，在PM\_POST\_HIBERNATION时都应撤消。类似地，对于PM\_SUSPEND\_PREPARE执行的操作应为PM\_POST\_SUSPEND保留反向操作。

此外，如果挂起通知程序之一在PM\_HIBERNATION\_PREPARE或PM\_SUSPEND\_PREPARE事件中失败，则已成功执行该事件的通知程序将分别在PM\_POST\_HIBERNATION或PM\_POST\_SUSPEND中调用。

挂起和休眠通知程序在持有pm\_mutex时被调用。它们按照通常的方式定义，但它们的最后一个参数没有意义（它始终为NULL）。

要注册和/或注销挂起通知程序，请分别使用register\_pm\_notifier()和unregister\_pm\_notifier()（都在include/linux/suspend.h中定义）。如果您不需要注销通知程序，则还可以使用在include/linux/suspend.h中定义的pm\_notifier()宏。

## 设备电源管理数据类型

### struct dev\_pm\_ops

设备PM回调。

**定义**

struct dev\_pm\_ops {

int (\*prepare)(struct device \*dev);

void (\*complete)(struct device \*dev);

int (\*suspend)(struct device \*dev);

int (\*resume)(struct device \*dev);

int (\*freeze)(struct device \*dev);

int (\*thaw)(struct device \*dev);

int (\*poweroff)(struct device \*dev);

int (\*restore)(struct device \*dev);

int (\*suspend\_late)(struct device \*dev);

int (\*resume\_early)(struct device \*dev);

int (\*freeze\_late)(struct device \*dev);

int (\*thaw\_early)(struct device \*dev);

int (\*poweroff\_late)(struct device \*dev);

int (\*restore\_early)(struct device \*dev);

int (\*suspend\_noirq)(struct device \*dev);

int (\*resume\_noirq)(struct device \*dev);

int (\*freeze\_noirq)(struct device \*dev);

int (\*thaw\_noirq)(struct device \*dev);

int (\*poweroff\_noirq)(struct device \*dev);

int (\*restore\_noirq)(struct device \*dev);

int (\*runtime\_suspend)(struct device \*dev);

int (\*runtime\_resume)(struct device \*dev);

int (\*runtime\_idle)(struct device \*dev);

};

**成员**

prepare

此回调的主要作用是防止设备的新子设备在返回后被注册（驱动程序的子系统和通常内核的其余部分应该防止在 prepare() 之后再次调用探测方法已成功）。如果prepare()检测到它无法处理的情况（例如，已经在进行中的孩子的注册），它可能会返回 -EAGAIN，以便 PM 核心可以再次执行它（例如，在注册新的孩子之后）以从中恢复比赛条件。此方法针对所有类型的挂起转换执行，后跟挂起回调之一：suspend()、freeze()或 poweroff(). 如果转换是挂起到内存或待机（即，与休眠无关），则prepare()的返回值可用于指示 PM 核心让设备在运行时挂起（如果适用）。也就是说，如果prepare()返回一个正数，PM 核心将理解为声明该设备似乎是运行时暂停的，并且它可能在整个转换期间和随后的恢复期间保持该状态，如果它的所有后代也处于运行时暂停状态。如果发生这种情况，complete()将在prepare()之后直接执行，并且它必须确保系统恢复后设备的正常运行。PM核心执行子系统级prepare()在开始为其中任何设备调用挂起回调之前为所有设备，因此通常可以假定设备可以正常运行或在执行prepare ()时响应运行时恢复请求。但是，设备驱动程序此时可能不会假设任何有关用户空间可用性的信息，并且从prepare()中请求固件是无效的 （这样做已经太晚了）。在 GFP\_KERNEL 模式下从prepare()分配大量内存也是无效的。[为了解决这些限制，驱动程序可以注册挂起和休眠通知程序，以便在任务冻结之前执行。]

complete

撤消prepare()所做的更改。此方法针对所有类型的恢复转换执行，遵循恢复回调之一： resume()、thaw()、restore()。如果状态转换在驱动程序的挂起回调之前失败，也会调用：可以执行suspend()、freeze()或 poweroff()（例如，如果 PM 核心未能成功挂起的其他设备之一的挂起回调失败较早）。PM 核心在为所有设备执行了适当的恢复回调后执行子系统级complete() 。如果相应的 prepare()在挂起转换开始时返回一个正数并且设备处于运行时挂起状态（不为其执行任何挂起和恢复回调），complete()将是恢复期间为设备执行的唯一回调。在这种情况下， complete()必须准备好做任何必要的事情来确保系统恢复后设备的正常运行。为此， complete()可以检查设备的 power.direct\_complete 标志，以了解是否 (unset) 或 (set) 之前的挂起和恢复回调已为其执行。

suspend

在将系统置于睡眠状态之前执行，在该状态下主存储器的内容得以保存。要执行的确切操作取决于设备的子系统（PM 域、设备类型、类或总线类型），但通常设备必须在子系统级 suspend() 返回后处于静止状态，这样它就不会执行任何 I / O 或 DMA。在为所有设备调用子系统级prepare()之后，对所有设备执行子系统级suspend() 。

resume

在将系统从保存主存储器内容的睡眠状态唤醒后执行。执行的确切操作取决于设备的子系统，但通常希望驱动程序再次开始工作，响应硬件事件和软件请求（设备本身可能处于低功耗状态，等待运行时恢复发生). 设备在其驱动程序的resume()回调运行时的状态取决于设备所属的平台和子系统。在大多数平台上，在resume()期间对时钟等资源的可用性没有限制。在为所有设备调用子系统级resume\_noirq ( )之后，为所有设备执行子系统级 resume()。

freeze

特定于休眠，在创建休眠图像之前执行。类似于suspend()，但它不应使设备能够发出唤醒事件信号或更改其电源状态。大多数子系统（PCI 总线类型明显例外）都希望驱动程序级 freeze()将设备设置保存在内存中，以供restore() 在随后从休眠中恢复期间使用。在为所有设备调用子系统级prepare()之后，对所有设备执行子系统级freeze() 。

thaw

特定于休眠，在创建休眠图像后执行，或者在图像创建失败时执行。也在尝试从此类图像恢复主内存内容失败后执行。撤消前面的freeze()所做的更改，因此可以像调用freeze()之前一样操作设备。在为所有设备调用子系统级thaw\_noirq()之后，对所有设备执行子系统级thaw() 。如果发生转换错误，它也可以在freeze()之后直接执行。

poweroff

特定于休眠，在保存休眠图像后执行。类似于suspend()，但它不需要将设备的设置保存在内存中。在为所有设备调用子系统级prepare()之后，对所有设备执行子系统级poweroff() 。

restore

特定于休眠，在从休眠图像恢复主内存的内容后执行，类似于resume()。

suspend\_late

继续由suspend()启动的操作。对于许多设备，suspend\_late()可能指向与运行时挂起回调相同的回调例程。

resume\_early

准备执行resume()。对于许多设备， resume\_early()可能指向与运行时恢复回调相同的回调例程。

freeze\_late

继续由freeze()启动的操作。类似于 suspend\_late()，但它不应使设备能够发出唤醒事件信号或更改其电源状态。

thaw\_early

准备执行thaw()。撤消前面的freeze\_late()所做的更改。

poweroff\_late

继续由poweroff()启动的操作。类似于 suspend\_late()，但它不需要将设备的设置保存在内存中。

restore\_early

准备执行restore()，类似于resume\_early()。

suspend\_noirq

完成由suspend()启动的操作。执行挂起可能与其驱动程序的中断处理程序竞争的设备所需的任何其他操作，保证在执行suspend\_noirq()时不会运行。通常期望在子系统级suspend\_noirq()成功返回后，设备将处于低功耗状态（适用于目标系统睡眠状态） 。如果设备可以生成系统唤醒信号并启用唤醒系统，则应在那时配置它。但是，取决于平台和设备的子系统，suspend()或suspend\_late()可以允许将设备置于低功耗状态并将其配置为生成唤醒信号，在这种情况下通常不需要定义 suspend\_noirq()。

resume\_noirq

通过执行恢复可能与其驱动程序的中断处理程序竞争的设备所需的任何操作来准备 resume() 的执行，保证在 执行resume\_noirq()时不会运行。

freeze\_noirq

完成由freeze()启动的操作。执行冻结可能与其驱动程序的中断处理程序竞争的设备所需的任何其他操作，保证在执行freeze\_noirq()时不会运行。设备的电源状态不应被freeze()或freeze\_late()或freeze\_noirq()更改，并且不应将其配置为通过任何这些回调发出系统唤醒信号。

thaw\_noirq

通过执行解冻可能与其驱动程序的中断处理程序竞争的设备所需的任何操作来准备 thaw() 的执行，保证在 执行thaw\_noirq()时不会运行。

poweroff\_noirq

完成由poweroff()启动的操作。类似于 suspend\_noirq()，但它不需要将设备的设置保存在内存中。

restore\_noirq

通过执行解冻可能与其驱动程序的中断处理程序竞争的设备所需的任何操作来准备执行 restore()，保证在 执行restore\_noirq()时不会运行。类似于resume\_noirq()。

runtime\_suspend

准备设备以应对由于电源管理而无法与 CPU 和 RAM 通信的情况。这不一定意味着设备应该进入低功耗状态。例如，如果设备位于即将关闭的链路后面，则该设备可能会保持全功率。如果设备确实进入低功耗状态并且能够生成运行时唤醒事件，则应为其启用远程唤醒（即允许设备通过中断请求更改其电源状态的硬件机制）。

runtime\_resume

将设备置于完全活动状态以响应硬件生成的唤醒事件或软件的请求。如有必要，将设备置​​于全功率状态并恢复其寄存器，以便其完全运行。

runtime\_idle

设备似乎处于非活动状态，如果满足所有必要条件，它可能会进入低功耗状态。检查这些条件，如果适合让 PM 核心排队设备的挂起请求，则返回 0。

**说明**

几个设备电源状态转换对外部可见，影响挂起的I/O队列的状态和（对于触摸硬件的驱动程序）中断、唤醒、DMA和其他硬件状态。也可能存在对各种低功率模式的内部转换，对驱动程序堆栈的其余部分是透明的（例如，将不处于活动使用中的时钟隔离的驱动程序）。

上述外部可见的转换是借助此结构中包含的回调来处理的，通常涉及两个级别的回调。首先，PM核心执行PM域、设备类型、类和总线类型提供的回调。它们是预期执行设备驱动程序提供的回调的子系统级回调，尽管它们可以选择不这样做。如果执行驱动程序回调，则它们必须与子系统级回调协作，以实现适合给定系统转换、给定转换阶段和设备所属的子系统的目标。

除complete()外的所有上述回调都会返回错误代码。但是，resume()、thaw()、restore()、resume\_noirq()、thaw\_noirq()和restore\_noirq()返回的错误代码不会导致PM核心在返回它们的过渡期间中止恢复。在这些情况下返回的错误代码仅用于调试目的打印到系统日志中。仍然建议驱动程序仅在出现无法恢复的故障（即，在处理的设备拒绝恢复并变得无法使用时）时从其恢复方法返回错误代码，以便将来可以修改PM核心，以避免尝试处理无法恢复的设备及其子项。

在上述回调被执行时，允许注销设备。但是，回调例程不得尝试注销它被调用的设备，尽管它可以注销该设备的子项（例如，如果它检测到在系统处于休眠状态时插拔了一个子项）。还有与设备的运行时电源管理相关的回调。同样，通常情况下，PM核心为子系统（PM域、设备类型、类和总线类型）执行这些回调，并且预计子系统级回调会调用驱动程序回调。此外，设备驱动程序的回调要执行的确切操作通常取决于设备所属的平台和子系统。

有关设备运行时电源管理中runtime\_suspend（），runtime\_resume（）和runtime\_idle（）回调的角色，请参阅I / O设备的Runtime Power Management Framework。

### struct dev\_pm\_domain

电源管理域表示。

**定义**

struct dev\_pm\_domain {

struct dev\_pm\_ops ops;

void (\*detach)(struct device \*dev, bool power\_off);

int (\*activate)(struct device \*dev);

void (\*sync)(struct device \*dev);

void (\*dismiss)(struct device \*dev);

};

**成员**

ops

与此域关联的电源管理操作。

detach

从域中删除设备时调用。

activate

在执行总线类型和驱动程序的探测例程之前调用。

sync

在驱动程序探测成功后调用。

dismiss

在驱动程序探测不成功和驱动程序删除后调用。

**说明**

电源域提供回调，在系统暂停，休眠，系统恢复以及在运行时PM转换期间执行，而不是子系统级别和驱动程序级别的回调。

# 通用时钟框架

本文试图解释通用时钟框架的细节以及如何将平台移植到此框架上。它还没有包括include / linux / clk.h中的时钟api的详细说明，但或许有朝一日它会包括该信息。

## 介绍和接口分离

通用时钟框架是一个接口，用于控制当今各种设备上可用的时钟节点。这可以采用时钟门控，速率调整，复用或其他操作的形式。此框架使用CONFIG\_COMMON\_CLK选项启用。

接口本身分为两半，每半都与其相对应的细节受到保护。首先是定义统一框架级会计和基础设施的struct clk的共同定义，这一点在各种平台上一直是重复的。第二个是在drivers / clk / clk.c中定义的clk.h api的一个共同实现。最后是struct clk\_ops，它的操作由clk api实现调用。

接口的第二半由在struct clk\_ops中注册的与硬件特定回调和模拟特定时钟所需的相应硬件特定结构组成。在本文余下部分中，任何对struct clk\_ops中的回调的引用，例如.enable或.set\_rate，都意味着该代码的硬件特定实现。同样，对struct clk\_foo的引用作为一种方便的简写，表示用于假设“ foo”硬件的硬件专用位的实现。

struct clk\_hw将这个接口的两个部分绑定在一起，在struct clk\_core中定义并指向。这允许在通用时钟接口的两个离散半部分之间进行轻松导航。

## 常见数据结构和api

以下是drivers / clk / clk.c中的通用struct clk\_core定义，为了简洁起见进行了修改:

struct clk\_core {

const char \*name;

const struct clk\_ops \*ops;

struct clk\_hw \*hw;

struct module \*owner;

struct clk\_core \*parent;

const char \*\*parent\_names;

struct clk\_core \*\*parents;

u8 num\_parents;

u8 new\_parent\_index;

...

};

以上成员构成时钟树拓扑结构的核心。时钟api本身定义了几个面向驱动程序的函数，它们对struct clk进行操作。该api在include / linux / clk.h中有文档。

使用通用结构clk\_core的平台和设备使用struct clk\_core中的struct clk\_ops指针执行clk-provider.h中定义的硬件特定操作:

struct clk\_ops {

int (\*prepare)(struct clk\_hw \*hw);

void (\*unprepare)(struct clk\_hw \*hw);

int (\*is\_prepared)(struct clk\_hw \*hw);

void (\*unprepare\_unused)(struct clk\_hw \*hw);

int (\*enable)(struct clk\_hw \*hw);

void (\*disable)(struct clk\_hw \*hw);

int (\*is\_enabled)(struct clk\_hw \*hw);

void (\*disable\_unused)(struct clk\_hw \*hw);

unsigned long (\*recalc\_rate)(struct clk\_hw \*hw,

unsigned long parent\_rate);

long (\*round\_rate)(struct clk\_hw \*hw,

unsigned long rate,

unsigned long \*parent\_rate);

int (\*determine\_rate)(struct clk\_hw \*hw,

struct clk\_rate\_request \*req);

int (\*set\_parent)(struct clk\_hw \*hw, u8 index);

u8 (\*get\_parent)(struct clk\_hw \*hw);

int (\*set\_rate)(struct clk\_hw \*hw,

unsigned long rate,

unsigned long parent\_rate);

int (\*set\_rate\_and\_parent)(struct clk\_hw \*hw,

unsigned long rate,

unsigned long parent\_rate,

u8 index);

unsigned long (\*recalc\_accuracy)(struct clk\_hw \*hw,

unsigned long parent\_accuracy);

int (\*get\_phase)(struct clk\_hw \*hw);

int (\*set\_phase)(struct clk\_hw \*hw, int degrees);

void (\*init)(struct clk\_hw \*hw);

void (\*debug\_init)(struct clk\_hw \*hw,

struct dentry \*dentry);

};

## 硬件时钟实现

通用struct clk\_core的优势在于它的.ops和.hw指针可以将struct clk的细节与硬件特定位抽象出来，反之亦然。为了说明这一点，考虑一下在drivers / clk / clk-gate.c中的简单可门控clk实现:

struct clk\_gate {

struct clk\_hw hw;

void \_\_iomem \*reg;

u8 bit\_idx;

...

};

struct clk\_gate包含struct clk\_hw hw以及有关哪个寄存器和位控制此clk的门控的硬件特定知识。这里不需要图像拓扑或会计信息，例如enable\_count或notifier\_count。所有这些都由常见框架代码和struct clk\_core处理。

让我们通过驱动程序代码启用此时钟:

struct clk \*clk;

clk = clk\_get(NULL, "my\_gateable\_clk");

clk\_prepare(clk);

clk\_enable(clk);

clk\_enable的调用图非常简单:

clk\_enable(clk);

clk->ops->enable(clk->hw);

[resolves to...]

clk\_gate\_enable(hw);

[resolves struct clk gate with to\_clk\_gate(hw)]

clk\_gate\_set\_bit(gate);

而clk\_gate\_set\_bit的定义为:

static void clk\_gate\_set\_bit(struct clk\_gate \*gate)

{

u32 reg;

reg = \_\_raw\_readl(gate->reg);

reg |= BIT(gate->bit\_idx);

writel(reg, gate->reg);

}

请注意，to\_clk\_gate定义为:

#define to\_clk\_gate(\_hw) container\_of(\_hw, struct clk\_gate, hw)

这种抽象的模式用于每个时钟硬件表示。

## 支持您自己的时钟硬件

在实现对新型时钟的支持时，唯一需要做的是包含以下标头:

#include <linux/clk-provider.h>

为了为您的平台构建时钟硬件结构，您必须定义以下内容:

struct clk\_foo {

struct clk\_hw hw;

... hardware specific data goes here ...

};

要利用您的数据，您需要支持时钟的有效操作:

struct clk\_ops clk\_foo\_ops = {

.enable = &clk\_foo\_enable,

.disable = &clk\_foo\_disable,

};

使用container\_of实现以上函数:

#define to\_clk\_foo(\_hw) container\_of(\_hw, struct clk\_foo, hw)

int clk\_foo\_enable(struct clk\_hw \*hw)

{

struct clk\_foo \*foo;

foo = to\_clk\_foo(hw);

... perform magic on foo ...

return 0;

};

下面是一个矩阵，根据时钟的硬件能力详细说明了哪些clk\_ops是必需的。标记为“y”的单元格表示必须，标记为“n”的单元格表示要么包括该回调无效，要么是没有必要的。空单元格是可选的或必须根据情况进行评估。

时钟硬件特征

|  | gate | change rate | single parent | multiplexer | root |
| --- | --- | --- | --- | --- | --- |
| .prepare |  |  |  |  |  |
| .unprepare |  |  |  |  |  |
|  |  |  |  |  |  |
| .enable | y |  |  |  |  |
| .disable | y |  |  |  |  |
| .is\_enabled | y |  |  |  |  |
|  |  |  |  |  |  |
| .recalc\_rate |  | y |  |  |  |
| .round\_rate |  | y [1](https://www.kernel.org/doc/html/latest/driver-api/clk.html" \l "id3) |  |  |  |
| .determine\_rate |  | y **[1](https://www.kernel.org/doc/html/latest/driver-api/clk.html" \l "id3)** |  |  |  |
| .set\_rate |  | y |  |  |  |
|  |  |  |  |  |  |
| .set\_parent |  |  | n | y | n |
| .get\_parent |  |  | n | y | n |
|  |  |  |  |  |  |
| .recalc\_accuracy |  |  |  |  |  |
|  |  |  |  |  |  |
| .init |  |  |  |  |  |

注：[1](1,2)：round\_rate或determine\_rate之一是必须的。

最后，在运行时使用特定于硬件的注册函数注册时钟。此函数仅填充struct clk\_foo的数据，然后使用以下调用将公共struct clk参数传递给框架

clk\_register(...)

请查看drivers/clk/clk-\*.c中的基本时钟类型示例。

## 禁用未使用时钟的时钟门控制

有时在开发过程中，能够绕过未使用时钟的默认禁用可以非常有用。例如，如果驱动程序未正确启用时钟但依赖于从引导加载程序启用时钟，则绕过禁用意味着驱动程序将保持可用，而问题正在解决。

要绕过此禁用，请在kernel的bootargs中包括“clk\_ignore\_unused”。

## 锁定

公共时钟框架使用两个全局锁，准备锁和启用锁。

启用锁是自旋锁，跨 .enable，.disable操作调用保持。因此，这些操作不被允许休眠，并且在原子上下文中允许调用clk\_enable()、clk\_disable() API函数。

对于clk\_is\_enabled() API，它还被设计为允许在原子上下文中使用。但是，除非您希望在该锁处处理启用状态信息之外的其他信息，否则在核心中持有启用锁并不真正有意义。否则，查看时钟是否启用只是一次读取启用状态的读取，因为锁被释放后很容易更改。因此，使用此API的用户需要处理在读取状态时与其使用的内容进行同步，以确保在此期间不会更改启用状态。

准备锁是一个互斥锁，在其他所有操作调用期间保持。所有这些操作都允许休眠，并且不允许在原子上下文中调用相应的API函数。

从锁定的角度来看，这有效地将操作分成两组。

无论这些资源是否被多个时钟共享，驱动程序都不需要手动保护这一组操作的资源。然而，共享两组操作之间的资源访问需要由驱动程序进行保护。此类资源的一个示例是控制时钟速率和时钟启用/禁用状态的寄存器。

时钟框架是可重入的，即驱动程序允许从其实现时钟操作中调用时钟框架函数。例如，这可能会导致调用一个钟的.set\_rate操作从另一个钟的.set\_rate操作中被调用。在这种情况下，必须考虑到这种情况的驱动程序实现，但代码流通常由驱动程序控制。

请注意，当在常见的时钟框架之外的代码需要访问时钟操作使用的资源时也必须考虑锁定。这被认为超出了本文档的范围。

# 独立于总线的设备访问

## 介绍

Linux 提供了一个 API，抽象出在所有总线和设备上执行 IO 的过程，使设备驱动程序能够独立于总线类型编写。

## 内存映射 IO

### 获取设备访问权限

最广泛支持的 IO 形式是内存映射 IO。也就是说，CPU 的地址空间的一部分被解释为对设备的访问，而不是对内存的访问。有些体系结构将设备定义为在固定地址处，但大多数有一些发现设备的方法。PCI 总线访问就是这样一个很好的例子。本文不包括如何接收这样的地址，但假设您已经有一个地址。物理地址属于 unsigned long 类型。

这个地址不能直接使用。相反，要获得一个适合传递给下面说明的访问器函数的地址，您应该调用 ioremap()。会返回一个适合访问设备的地址。

在完成使用设备后（例如在模块的退出例程中），调用 iounmap() 以将地址空间返回给内核。大多数体系结构每次调用 ioremap() 都会分配新的地址空间，如果不调用 iounmap()，可能会用完。

### 访问设备

驱动程序最常用的接口部分是读取和写入设备上的内存映射寄存器。Linux 提供接口来读取和写入 8 位、16 位、32 位和 64 位量。由于历史原因，它们被命名为字节、字、长和四字节访问。这些函数都支持读写访问；目前没有预取支持。

这些函数的名称是 readb()、readw()、readl()、readq()、readb\_relaxed()、readw\_relaxed()、readl\_relaxed()、readq\_relaxed()、writeb()、writew()、writel() 和 writeq()。

一些设备（如帧缓冲区）希望一次使用比 8 个字节更大的传输。对于这些设备，提供了 memcpy\_toio()、memcpy\_fromio() 和 memset\_io() 函数。不要在 IO 地址上使用 memset 或 memcpy；它们不能保证按顺序复制数据。

读和写函数被定义为有序的。也就是说，编译器不能重新排列 I/O 序列。当顺序可以编译器优化时，可以使用 \_\_readb() 和类似的函数指示放松的顺序。使用时要小心。

虽然基本函数被定义为在彼此之间同步和有序的，但设备所在的总线本身可能具有异步性。特别是许多作者遇到了 PCI 总线写入异步发布的事实。驱动程序作者必须从同一设备发出读取以确保写入已经发生在作者关心的特定情况下。这种属性不能在 API 中隐藏驱动程序作者。在某些情况下，用于刷新设备的读取可能会失败（例如，如果卡正在重置）。在这种情况下，应该从配置空间中进行读取，如果卡不响应，则保证软件失败。

以下是一个示例，当驱动程序希望确保写入的效果在继续执行之前可见时，刷新到设备的写入:

static inline void

qla1280\_disable\_intrs(struct scsi\_qla\_host \*ha)

{

struct device\_reg \*reg;

reg = ha->iobase;

/\* disable risc and host interrupts \*/

WRT\_REG\_WORD(&reg->ictrl, 0);

/\*

\* The following read will ensure that the above write

\* has been received by the device before we 返回 from this

\* function.

\*/

RD\_REG\_WORD(&reg->ictrl);

ha->flags.ints\_enabled = 0;

}

除了写入发布之外，在一些大型多处理系统（如 SGI Challenge、Origin 和 Altix 机器）中，来自不同 CPU 的发布写入顺序不会强制。因此，对进行内存映射写入的驱动程序的某些部分进行适当的保护，并使用 mmiowb() 确保它们按预期顺序到达是非常重要的。发出常规的 readX() 也将确保写入顺序，但应该仅在驱动程序必须确保写入实际到达设备（而不仅仅是与其他写入有序）时使用，因为完整的 readX() 是一个相对昂贵的操作。

通常，在释放使用 writeb() 或类似函数（它们没有被 readb() 调用包围）保护区域的自旋锁之前，应该使用 mmiowb()，它将确保顺序和刷新。以下伪代码说明了如果没有通过 mmiowb() 或其中一个 readX() 函数保证写入顺序会发生什么:

CPU A: spin\_lock\_irqsave(&dev\_lock, flags)

CPU A: ...

CPU A: writel(newval, ring\_ptr);

CPU A: spin\_unlock\_irqrestore(&dev\_lock, flags)

...

CPU B: spin\_lock\_irqsave(&dev\_lock, flags)

CPU B: writel(newval2, ring\_ptr);

CPU B: ...

CPU B: spin\_unlock\_irqrestore(&dev\_lock, flags)

在上面的情况下，newval2可能会在newval之前写入ring\_ptr。 修复这很容易:

CPU A: spin\_lock\_irqsave(&dev\_lock, flags)

CPU A: ...

CPU A: writel(newval, ring\_ptr);

CPU A: mmiowb(); /\* ensure no other writes beat us to the device \*/

CPU A: spin\_unlock\_irqrestore(&dev\_lock, flags)

...

CPU B: spin\_lock\_irqsave(&dev\_lock, flags)

CPU B: writel(newval2, ring\_ptr);

CPU B: ...

CPU B: mmiowb();

CPU B: spin\_unlock\_irqrestore(&dev\_lock, flags)

请参阅tg3.c，了解如何使用真实的示例mmiowb()

PCI排序规则还保证PIO读取响应比该总线上任何未完成的DMA写入到达，因为对于某些设备，readb（）调用的结果可能会向驱动程序发出信号说明DMA事务已完成。 但是，在许多情况下，驱动程序可能希望指示下一个readb（）调用与设备执行的任何先前DMA写入无关。 驱动程序可以对这些情况使用readb\_relaxed（），尽管仅有一些平台将遵守宽松语义。 在支持宽松读取函数的平台上使用宽松读取函数将提供显着的性能收益。 qla2xxx驱动程序提供了如何使用readX\_relaxed（）的示例。 在许多情况下，驱动程序的大多数readX（）调用可以安全地转换为readX\_relaxed（）调用，因为只有少数调用会指示或依赖于DMA完成。

## 端口空间访问

### 端口空间解释

另一种常见支持的IO形式是端口空间。 这是一个范围，与正常的内存地址空间分开。 对这些地址的访问通常不如访问内存映射地址快，它也有一个潜在的较小地址空间。

与内存映射IO不同，访问端口空间不需要做任何准备工作。

### 访问端口空间

对此空间的访问通过一组允许8位，16位和32位访问的函数提供；也称为字节，字和长。 这些函数为inb（），inw（），inl（），outb（），outw（）和outl（）。

这些函数提供了一些变体。 有些设备要求访问它们的端口速度变慢。 这个功能通过在函数末尾附加\_p提供。 还有相当于memcpy的东西。 ins（）和outs（）函数将字节，字或长复制到给定端口。

## 提供的公共函数

### phys\_addr\_t virt\_to\_phys（volatile void \* address）

将虚拟地址映射到物理地址

**参数**

volatile void \*地址

要重新映射的地址

返回的物理地址是给定内存地址的物理（CPU）映射。仅在直接映射或通过kmalloc分配的地址上使用此函数才有效。

此函数不提供DMA传输的总线映射。 在几乎所有可想象的情况下，设备驱动程序都不应使用此功能。

### void \* phys\_to\_virt（phys\_addr\_t）

将物理地址映射到虚拟地址

**参数**

phys\_addr\_taddress

要重新映射的地址

返回的虚拟地址是给定内存地址的当前CPU映射。仅在具有内核映射的地址上使用此功能才有效

此函数不处理DMA传输的总线映射。 在几乎所有可想象的情况下，设备驱动程序都不应使用此功能。

### void \_\_iomem \* ioremap（资源大小\_t offset，unsigned long size）

将总线内存映射到CPU空间

**参数**

资源大小\_t offset

内存的总线地址

unsigned long size

要映射的资源大小

**说明**

ioremap执行一个特定于平台的操作序列，使总线内存通过readb / readw / readl / writeb / writew / writel函数和其他mmio助手地址变得CPU可访问。

如果您尝试映射的区域是PCI BAR，则应查看pci\_iomap（）。

### void \_\_iomem \* pci\_iomap\_range（struct pci\_dev \* dev，int bar，unsigned long offset，unsigned long maxlen）

为PCI BAR创建虚拟映射cookie

**参数**

struct pci\_dev \* dev

拥有BAR的PCI设备

int bar

BAR号码

unsigned long offset

在BAR中给定偏移量的映射内存

unsigned long maxlen

要映射的存储器的最大长度

**说明**

使用此函数，您将获得一个\_\_iomem地址，可以使用ioread \*（）和iowrite \*（）访问您的设备BAR。 这些函数隐藏了这是否是MMIO或PIO地址空间的细节，并且会按正确的方式对它们执行您所期望的操作。

maxlen指定要映射的最大长度。 如果要从偏移量到结尾访问完整的BAR，请在此处传递0。

### void \_\_iomem \* pci\_iomap\_wc\_range（struct pci\_dev \* dev，int bar，unsigned long offset，unsigned long maxlen）

为PCI BAR创建虚拟WC映射cookie

**参数**

struct pci\_dev \*dev

拥有BAR的PCI设备

int bar

BAR编号

unsigned long offset

映射在BAR中给定偏移量处的内存

unsigned long maxlen

映射的最大内存长度

**说明**

使用此功能，您将获得指向设备BAR的\_\_iomem地址。您可以使用ioread\*()和iowrite\*()访问它们。这些函数隐藏了这是否为MMIO或PIO地址空间的细节，并将以正确的方式执行您所期望的操作。尽可能使用写组合。

maxlen指定要映射的最大长度。如果要从偏移量到结尾获取对整个BAR的访问权限，请在此处传递0。

### void \_\_iomem \*pci\_iomap(struct pci\_dev \*dev, int bar, unsigned long maxlen)

为PCI BAR创建虚拟映射cookie

**参数**

struct pci\_dev \*dev

拥有BAR的PCI设备

int bar

BAR编号

unsigned long maxlen

要映射的内存的长度

**说明**

使用此功能，您将获得指向设备BAR的\_\_iomem地址。您可以使用ioread\*()和iowrite\*()访问它们。这些函数隐藏了这是否为MMIO或PIO地址空间的细节，并将以正确的方式执行您所期望的操作。

maxlen指定要映射的最大长度。如果要先获取对整个BAR的访问权限，而不必先检查其长度，请在此处传递0。

### void \_\_iomem \*pci\_iomap\_wc(struct pci\_dev \*dev, int bar, unsigned long maxlen)

为PCI BAR创建虚拟WC映射cookie

**参数**

struct pci\_dev \*dev

拥有BAR的PCI设备

int bar

BAR编号

unsigned long maxlen

要映射的内存的长度

**说明**

使用此功能，您将获得指向设备BAR的\_\_iomem地址。您可以使用ioread\*()和iowrite\*()访问它们。这些函数隐藏了这是否为MMIO或PIO地址空间的细节，并将以正确的方式执行您所期望的操作。尽可能使用写组合。

maxlen指定要映射的最大长度。如果要先获取对整个BAR的访问权限，而不必先检查其长度，请在此处传递0。

# 设备连接

## 介绍

设备通常与直接子/父关系之外的其他设备有连接。串行或网络通信控制器（可能是PCI设备）可能需要能够获取其PHY组件的引用，例如附加到I2C总线上。某些设备驱动程序需要能够控制其设备的时钟或GPIO等等。

设备连接是两个独立设备之间任何类型连接的通用说明。

设备连接本身不会创建两个设备之间的依赖关系。它们只是说明，并不直接绑定到任何设备。只有当两个端点设备之一请求对另一个设备的引用时，两个设备之间才存在依赖关系。说明本身可以在固件中定义（尚未受支持），也可以内置。

## 用法

设备连接应该在任一端点设备的 ->probe 回调被调用之前存在。如果连接是在固件中定义的，这不是问题。如果连接说明是“内置”的，并且需要单独添加，则应考虑这一点。

连接说明由连接的两个设备的名称组成，即端点，并带有连接的唯一标识符，如果两个设备之间存在多个连接，则需要使用该标识符区分它们。

存在说明后，其中的设备可以请求引用另一个端点设备，也可以请求说明本身。

## API

### void \* device\_connection\_find\_match(struct device \* dev, const char \* con\_id, void \* data, void \*(\*match) (struct device\_connection \*con, int ep, void \*data)

查找到设备的物理连接

**参数**

struct device \* dev

具有连接的设备

const char \* con\_id

连接的标识符

void \* data

匹配函数使用的数据

void \*(\*)(struct device\_connection \*con, int ep, void \*data) match

用于检查和转换连接说明的函数

**说明**

查找 dev 和另一个设备之间的一个具有唯一标识符 con\_id 的连接。match 将用于将连接说明转换为调用者期望返回的数据。

### struct device \* device\_connection\_find(struct device \* dev, const char \* con\_id)

查找连接在一起的两个设备

**参数**

struct device \* dev

具有连接的设备

const char \* con\_id

连接的标识符

**说明**

查找 dev 和另一个设备之间的一个具有唯一标识符 con\_id 的连接。成功返回已连接到 dev 的设备的句柄，并增加找到的设备的引用计数。如果未找到匹配连接，则返回NULL，或者如果找到连接但另一个设备尚未enum，则返回ERR\_PTR（-EPROBE\_DEFER）。

### void device\_connection\_add（struct device\_connection \* con）

注册连接说明

**参数**

struct device\_connection \* con

需要注册的连接说明

### void device\_connection\_remove（struct device\_connection \* con）

取消注册连接说明

**参数**

struct device\_connection \* con

需要取消注册的连接说明

# 缓冲区共享和同步

dma-buf子系统提供了共享硬件（DMA）访问缓冲区的框架，跨多个设备驱动程序和子系统进行共享，并同步异步硬件访问。

例如，drm“prime”多GPU支持使用它，但当然不仅限于GPU用例。

其中的三个主要组件是（1）dma-buf，代表sg\_table并作为文件说明符向用户空间公开，以允许在设备之间传递，（2）fence，提供一种机制来指示一个设备已完成访问，（3）预留区，管理与缓冲区相关联的共享或独占fence（s）。

## 共享DMA缓冲区

本文档作为一份指南，指导设备驱动程序编写者了解什么是dma-buf缓冲区共享API，如何使用它进行导出和使用共享缓冲区。

任何希望成为DMA缓冲区共享的设备驱动程序都可以作为缓冲区的“导出者”或“用户”或“导入者”来实现。

例如，假设A驱动程序想要使用由B驱动程序创建的缓冲区，那么我们称B为导出者，称A为缓冲区用户/导入者。

导出者：

1. 实现并管理struct dma\_buf\_ops中缓冲区的操作
2. 通过使用dma\_buf共享API允许其他用户共享缓冲区
3. 管理缓冲区分配的详细信息，包装在struct dma\_buf中
4. 决定实际的后备存储空间，其中进行此分配
5. 并负责对所有（共享）缓冲区用户迁移散列表。

缓冲区用户：

1. 是缓冲区的（许多）共享用户之一
2. 不需要担心缓冲区如何分配或在哪里分配。
3. 需要一种机制来获取访问组成此缓冲区内存的散列表，将其映射到自己的地址空间，以便可以访问相同的内存区域。此接口由struct dma\_buf\_attachment提供。

dma-buf缓冲区共享框架的任何导出者或用户都必须在各自的Kconfigs中具有“选择DMA\_SHARED\_BUFFER”。

### 用户空间接口注意事项

对于用户空间而言，大多数情况下DMA缓冲区文件说明符只是一个不透明对象，因此通常公开的通用接口非常简单。但是，有一些事项需要考虑

1）自\_kernel 3.12以来，dma-buf FD支持llseek系统调用，但只支持offset = 0和whence = SEEK\_END | SEEK\_SET。支持SEEK\_SET以允许通常的大小发现模式大小=SEEK\_END（0）; SEEK\_SET（0）。每个其他llseek操作都将报告-EINVAL。

如果dma-buf FD上的llseek不支持内核，则会报告所有情况下的-ESPIPE。用户空间可以使用此来检测使用llseek发现dma-buf大小的支持。

2）为避免在exec上发生fd泄漏，必须在文件说明符上设置FD\_CLOEXEC标志。这不仅是资源泄漏，而且是潜在的安全漏洞。通过泄漏的fd，它可能会使新的exec'd应用程序访问应该否则不允许访问的缓冲区。

通过单独的fcntl（）调用而不是在创建fd时原子地进行此操作的问题在于，在多线程应用程序中，这在本质上是竞争。当是库代码打开/创建文件说明符时，问题变得更加严重，因为应用程序可能甚至不知道fd的情况。

为避免这个问题，用户空间必须有一种方法来请求在创建dma-buf fd时设置O\_CLOEXEC标志。因此，提供将dmabuf fd创建API的导出驱动程序必须提供一种让用户控制传递给dma\_buf\_fd（）的O\_CLOEXEC标志的方法。

3）还支持内存映射DMA缓冲区的内容。有关完整详细信息，请参见下面关于CPU访问DMA缓冲区对象的讨论。

4）DMA缓冲区FD也可以轮询，请参见下面的隐式栅栏轮询支持以获取详细信息。

### 基本操作和设备DMA访问

对于设备DMA访问共享DMA缓冲区，通常操作序列非常简单：

1. 导出者使用DEFINE\_DMA\_BUF\_EXPORT\_INFO（）定义其导出者实例，并调用dma\_buf\_export（）将私有缓冲区对象包装成为dma\_buf。然后，通过调用dma\_buf\_fd（）将其导出到用户空间作为文件说明符。
2. 用户空间将此文件说明符传递给希望共享此缓冲区的所有驱动程序首先，使用dma\_buf\_get（）将文件说明符转换为dma\_buf。然后，使用dma\_buf\_attach（）将缓冲区附加到设备。

到目前为止，出口商仍然可以自由迁移或重新分配后备存储。

1. 一旦缓冲区连接到所有设备，用户空间就可以启动对共享缓冲区的DMA访问。在内核中，这是通过调用dma\_buf\_map\_attachment（）和dma\_buf\_unmap\_attachment（）来完成的。
2. 一旦驱动程序完成了共享缓冲区，它需要调用dma\_buf\_detach（）（在清理任何映射之后），然后通过调用dma\_buf\_put（）释放通过dma\_buf\_get（）获得的引用。

对于出口商预计实现的详细语义，请参见dma\_buf\_ops。

### CPU访问DMA缓冲区对象

支持CPU访问dma缓冲区对象的原因有多种

1）在内核中进行回退操作，例如当设备通过USB连接时，内核需要先将数据移动到发送之前。通过调用dma\_buf\_begin\_cpu\_access（）和dma\_buf\_end\_cpu\_access（）访问来处理缓存一致性。

为了支持驻留在 highmem 中的 dma\_buf 对象，cpu 访问是基于页面的，使用类似于 kmap 的 api。访问 dma\_buf 是在 PAGE\_SIZE 大小的对齐块中完成的。在访问块之前需要对其进行映射，这会返回内核虚拟地址空间中的指针。之后该块需要再次取消映射。给定块可以映射和取消映射的频率没有限制，即导入器不需要在再次映射同一块之前再次调用 begin\_cpu\_access。

接口：

void \*dma\_buf\_kmap(struct dma\_buf \*, unsigned long);

 void dma\_buf\_kunmap(struct dma\_buf \*, unsigned long, void \*);

实现这些功能对于出口商来说是可选的，对于进口商来说，使用 kmap 的所有限制都适用。

超出 begin\_cpu\_access 指定范围的 dma\_buf kmap 调用是未定义的。如果范围不是 PAGE\_SIZE 对齐的，kmap 需要在开始和结束的部分块上成功，但可能会返回范围之外的陈旧或伪造数据（在这些部分块中）。

对于某些情况，kmap 的开销可能太高，因此引入了 vmap 接口。应该非常小心地使用此接口，因为 vmalloc 空间在许多体系结构上都是有限的资源。

接口：

void \*dma\_buf\_vmap（struct dma\_buf \* dmabuf，struct iosys\_map \*map）

void dma\_buf\_vunmap（struct dma\_buf \* dmabuf，struct iosys\_map \*map）

如果出口商没有vmap支持，或者vmap运行出现vmalloc空间不足，则vmap调用可能会失败。请注意，dma-buf层为所有vmap访问保留引用计数，并且仅当没有映射存在时才调用出口商的vmap函数，并且仅在解除映射后。采用dma\_buf.lock互斥锁保护并发的vmap / vunmap调用。

2）为了与现有用户空间接口的完全兼容性，在进口商方面可能需要支持mmap缓冲区。这在许多处理管道中是必需的（例如将软件渲染的图像传输到硬件管道中，缩略图创建，快照等）。此外，Android的ION框架已经支持了这一点，为了用DMA缓冲区文件说明符替换ION缓冲区，需要支持mmap。

没有特殊的接口，用户空间只需在dma-buf fd上调用mmap。但是，与CPU访问一样，需要使用ioctl（DMA\_BUF\_IOCTL\_SYNC）来处理实际访问的需要。请注意，DMA\_BUF\_IOCTL\_SYNC可能会出现-EAGAIN或-EINTR失败，这种情况下必须重新启动它。

某些系统可能需要某种缓存一致性管理，例如当CPU和GPU域同时通过dma-buf进行访问时。为了避免这个问题，有一个开始/结束一致性标记，直接转发到现有的dma-buf设备驱动程序vfunc挂钩。用户空间可以通过DMA\_BUF\_IOCTL\_SYNC ioctl使用这些标记。序列将如下所示：

映射dma-buf fd；

对于CPU中的每个绘图/上传周期1. SYNC\_START ioctl，2.读/写到mmap区域3. SYNC\_END ioctl。这可以重复多次（新数据被GPU或扫描设备消耗）；

一旦您不再需要缓冲区，即munmap。

为了正确性和最佳性能，始终需要在访问映射的地址之前和之后使用SYNC\_START和SYNC\_END。即使有系统可以依靠一致的访问，用户空间也不能依赖它们，即使在调用这些ioctl时存在这些系统。

3）并作为用户空间处理管道中的CPU回退。

与内核CPU访问的动机类似，重要的是给定导入子系统的用户空间代码可以使用与原生缓冲区对象相同的接口来使用导入的dma-buf缓冲区对象。这对于drm来说尤为重要，因为现代OpenGL，X和其他驱动程序的用户空间部分非常庞大，重做它们以使用不同的方式来映射缓冲区相当具有侵入性。

当前dma-buf接口的假设是重定向初始mmap就足够了。对一些现有子系统的调查显示，似乎没有驱动程序执行任何恶意事情，例如与设备上未完成的异步处理同步或在故障时间分配特殊资源。因此，希望这已经足够，因为添加拦截页错误的接口并允许pte刷新会大大增加复杂度。

接口：

int dma\_buf\_mmap（struct dma\_buf \*，struct vm\_area\_struct \*，

unsigned long）;

如果导入子系统只需提供特殊用途的mmap调用以在用户空间中设置映射，则使用dma\_buf.file调用do\_mmap同样可以实现dma-buf对象的目的。

### 栅栏轮询支持

为了支持缓冲区访问的交叉设备和交叉驱动程序同步，可以将隐式栅栏（在内核中用struct dma\_fence表示）附加到dma\_buf。这个胶水和一些相关的东西在dma\_resv结构中提供。

用户空间可以使用poll()和相关系统调用查询这些隐式跟踪栅栏的状态

1）检查EPOLLIN，即读访问，可用于查询最近一次写入或独占栅栏的状态。

2）检查EPOLLOUT，即写访问，可用于查询所有附加栅栏（共享和独占）的状态。

注意，这只表示相应栅栏的完成，即DMA传输完成。在开始CPU访问之前，仍需要进行缓存刷新和任何其他必要的准备工作。

### 内核函数和结构引用

#### struct dma\_buf \* dma\_buf\_export(const struct dma\_buf\_export\_info \*exp\_info)

创建一个新的dma\_buf，并将一个匿名文件与此缓冲区关联，以便可以导出此缓冲区。还将分配器特定的数据和操作连接到缓冲区。此外，为出口商提供有用的名称字符串；在调试中很有用。

**参数**

const struct dma\_buf\_export\_info \*exp\_info

[in]由出口商提供的所有与导出相关的信息。请参见struct dma\_buf\_export\_info以获取进一步的详细信息。

**说明**

成功时返回一个新创建的dma\_buf对象，该对象包装了dma\_buf\_ops的所提供的私有数据和操作。如果缺少操作或在分配struct dma\_buf时出错，则返回负错误。

对于大多数情况，创建exp\_info的最简单方法是通过DEFINE\_DMA\_BUF\_EXPORT\_INFO宏。

#### int dma\_buf\_fd(struct dma\_buf \*dmabuf, int flags)

返回给定dma\_buf的文件说明符

**参数**

struct dma\_buf \*dmabuf

[in]需要fd的dma\_buf指针。

int flags

[in]要给fd的标志

**说明**

成功时返回关联的“fd”。否则，返回错误。

#### struct dma\_buf \* dma\_buf\_get(int fd)

返回与fd相关联的dma\_buf结构

**参数**

int fd

与要返回的dma\_buf相关联的fd

**说明**

成功时返回与fd关联的dma\_buf结构；使用fget执行文件的引用计数来增加引用计数。否则返回ERR\_PTR。

#### void dma\_buf\_put(struct dma\_buf \*dmabuf)

减少缓冲区的引用计数

**参数**

struct dma\_buf \*dmabuf

[in]要减少引用计数的缓冲区

**说明**

隐式地使用fput()对该文件的引用计数进行调用。

如果调用的结果是引用计数变为0，则调用与该fd相关联的“释放”文件操作。依次调用dma\_buf\_ops.release vfunc，并在导出时释放为dmabuf分配的内存。

#### struct dma\_buf\_attachment \* dma\_buf\_attach(struct dma\_buf \*dmabuf, struct device \*dev)

将设备添加到DMA缓冲区的附件列表中；可以选择调用dma\_buf\_ops的attach()来允许特定于设备的附加功能

**参数**

struct dma\_buf \*dmabuf

[in]要附加设备的缓冲区。

struct device \*dev

[in]要附加的设备。

**说明**

返回此附件的struct dma\_buf\_attachment指针。必须通过调用dma\_buf\_detach()来清理附件。

**返回**

成功时，返回新创建的dma\_buf\_attachment指针，否则将负错误代码包装到指针中。

请注意，如果dmabuf的后备存储不可访问于dev，则此操作可能失败，并且不能移动到更合适的位置。这用错误代码-EBUSY表示。

#### void dma\_buf\_detach(struct dma\_buf \*dmabuf, struct dma\_buf\_attachment \*attach)

从dmabuf的附件列表中删除给定的附件；可以选择为特定于设备的分离调用dma\_buf\_ops的detach()

**参数**

struct dma\_buf \*dmabuf

[in]要与其分离的缓冲区。

struct dma\_buf\_attachment \*attach

[in]要分离的附件；此调用后将被释放。

**说明**

清理通过调用dma\_buf\_attach()获得的设备附件。

#### struct sg\_table \* dma\_buf\_map\_attachment(struct dma\_buf\_attachment \*attach, enum dma\_data\_direction direction)

返回附件的分散列表表；映射为\_device\_地址空间。是dma\_buf\_ops的map\_dma\_buf()的封装器。

**参数**

struct dma\_buf\_attachment \*attach

[in]要返回其scatterlist的附件

enum dma\_data\_direction direction

[in]DMA传输的方向

**说明**

返回包含要返回的scatterlist的sg\_table；返回错误时返回ERR\_PTR。如果被信号打断，可能会返回-EINTR。

必须使用dma\_buf\_unmap\_attachment()取消映射映射。请注意，底层后备存储器在映射存在的情况下被固定，因此用户/导入者不应持有映射时间过长。

#### void dma\_buf\_unmap\_attachment(struct dma\_buf\_attachment \*attach, struct sg\_table \*sg\_table, enum dma\_data\_direction direction)

取消映射并减少缓冲区的使用计数；可能会释放相关的分散列表。是dma\_buf\_ops的unmap\_dma\_buf()的封装器。

**参数**

struct dma\_buf\_attachment \*attach

[in]要从其中取消映射缓冲区的附件

struct sg\_table \*sg\_table

[in]要取消映射其缓冲区的scatterlist信息

enum dma\_data\_direction direction

[in]DMA传输的方向

**说明**

这将取消映射通过dma\_buf\_map\_attachment()获得的附加的DMA映射。

#### int dma\_buf\_begin\_cpu\_access(struct dma\_buf \*dmabuf, enum dma\_data\_direction direction)

必须在内核上下文中从CPU访问dma\_buf之前调用。调用begin\_cpu\_access以允许出口商特定的准备工作。对于指定的访问方向，仅在指定范围内保证一致性。

**参数**

struct dma\_buf \* dmabuf

[in] 为CPU准备访问的缓冲区。

enum dma\_data\_direction direction

[in] CPU访问范围的长度。

**说明**

CPU访问完成后，调用方应调用dma\_buf\_end\_cpu\_access()。只有在CPU访问同时由两个调用包围时，才保证与其他DMA访问一致。

可能返回负错误值，成功返回0。

#### int dma\_buf\_end\_cpu\_access(struct dma\_buf \* dmabuf，enum dma\_data\_direction direction)

在内核上下文中从CPU访问dma\_buf后必须调用。调用end\_cpu\_access以允许出口特定操作。一致性仅在指定范围和指定访问方向内保证。

**参数**

struct dma\_buf \* dmabuf

[in] 完成CPU访问的缓冲区。

enum dma\_data\_direction direction

[in] CPU访问范围的长度。

**说明**

这终止了使用dma\_buf\_begin\_cpu\_access()启动的CPU访问。

可能返回负错误值，成功返回0。

#### void \* dma\_buf\_kmap(struct dma\_buf \* dmabuf，unsigned long page\_num)

将缓冲对象的页面映射到内核地址空间。与kmap和朋友们的限制相同。

**参数**

struct dma\_buf \* dmabuf

[in] 映射页面的缓冲区。

unsigned long page\_num

[in] 要映射的页面，以PAGE\_SIZE为单位。

**说明**

此调用必须始终成功，任何可能失败的必要准备工作都需要在begin\_cpu\_access中完成。

#### void dma\_buf\_kunmap(struct dma\_buf \* dmabuf，unsigned long page\_num，void \* vaddr)

取消映射由dma\_buf\_kmap获得的页面。

**参数**

struct dma\_buf \* dmabuf

[in] 取消映射页面的缓冲区。

unsigned long page\_num

[in] 要取消映射的页面，以PAGE\_SIZE为单位。

void \* vaddr

[in] 从dma\_buf\_kmap获得的内核空间指针。

**说明**

此调用必须始终成功。

#### int dma\_buf\_mmap(struct dma\_buf \* dmabuf，struct vm\_area\_struct \* vma，unsigned long pgoff)

设置具有给定vma的用户空间mmap

**参数**

struct dma\_buf \* dmabuf

[in] 应支持vma的缓冲区

struct vm\_area\_struct \* vma

[in] mmap的vma

unsigned long pgoff

[in] 从dma-buf缓冲区中的哪个页面偏移量开始此mmap应开始。

**说明**

此函数调整传入的vma，以便指向dma\_buf操作的文件。它还调整起始pgoff并对vma的大小进行边界检查。然后它调用出口方的mmap函数来设置映射。

可能返回负错误值，成功返回0。

#### void \* dma\_buf\_vmap(struct dma\_buf \* dmabuf)

在内核地址空间中为缓冲区对象创建虚拟映射。与vmap和朋友们的限制相同。

**参数**

struct dma\_buf \* dmabuf

[in] 要vmap的缓冲区

**说明**

由于缺少虚拟映射地址空间，此调用可能会失败。这些调用在驱动程序中是可选的。它们的预期用途是用于高使用对象的线性内核空间映射。请尝试在考虑这些接口之前使用kmap / kunmap。

出错时返回NULL。

#### void dma\_buf\_vunmap(struct dma\_buf \* dmabuf，void \* vaddr)

取消映射由dma\_buf\_vmap获得的vmap。

**参数**

struct dma\_buf \* dmabuf

[in] 要取消映射的缓冲区

void \* vaddr

[in] 要取消映射的vmap

#### struct dma\_buf\_ops

可在struct dma\_buf上执行的操作

**定义**

struct dma\_buf\_ops {

int (\*attach)(struct dma\_buf \*, struct dma\_buf\_attachment \*);

void (\*detach)(struct dma\_buf \*, struct dma\_buf\_attachment \*);

struct sg\_table \* (\*map\_dma\_buf)(struct dma\_buf\_attachment \*, enum dma\_data\_direction);

void (\*unmap\_dma\_buf)(struct dma\_buf\_attachment \*,struct sg\_table \*, enum dma\_data\_direction);

void (\*release)(struct dma\_buf \*);

int (\*begin\_cpu\_access)(struct dma\_buf \*, enum dma\_data\_direction);

int (\*end\_cpu\_access)(struct dma\_buf \*, enum dma\_data\_direction);

void \*(\*map)(struct dma\_buf \*, unsigned long);

void (\*unmap)(struct dma\_buf \*, unsigned long, void \*);

int (\*mmap)(struct dma\_buf \*, struct vm\_area\_struct \*vma);

void \*(\*vmap)(struct dma\_buf \*);

void (\*vunmap)(struct dma\_buf \*, void \*vaddr);

};

**成员**

attach

调用 from[dma\_buf\_attach()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attach" \o "dma_buf_attach)以确保给定的 [dma\_buf\_attachment.dev](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attachment" \o "dma_buf_attachment)可以访问提供的[dma\_buf](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf" \o "dma_buf)。支持特殊位置（如 VRAM 或特定于设备的分割区域）中的缓冲区对象的导出器应检查缓冲区是否可以移动到系统内存（或由提供的设备直接访问），否则需要使附加操作失败。

导出器通常还应检查当前分配是否满足新设备的 DMA 约束。如果不是这种情况，并且无法移动分配，则附加操作也应该失败。

任何出口商私人管家数据都可以存储在 [dma\_buf\_attachment.priv](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attachment" \o "dma_buf_attachment)指针中。

此回调是可选的。

退货：

成功时为 0，失败时为负错误代码。它可能会返回 -EBUSY 以表示后备存储已经分配并且与请求设备的要求不兼容。

detach

这被调用[dma\_buf\_detach()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_detach" \o "dma_buf_detach)以释放一个[dma\_buf\_attachment](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attachment" \o "dma_buf_attachment). 提供这样的出口商可以清理 [dma\_buf\_attachment](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attachment" \o "dma_buf_attachment).

此回调是可选的。

map\_dma\_buf

这由调用[dma\_buf\_map\_attachment()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_map_attachment" \o "dma_buf_map_attachment)并用于将共享映射[dma\_buf](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf" \o "dma_buf)到设备地址空间，这是强制性的。只有成功调用attach后才能调用它。这实质上将 DMA 缓冲区固定到位，并且不能再移动它

该调用可能会休眠，例如，当首先需要分配后备存储或将其移动到适合所有当前连接的设备的位置时。

请注意，此功能所需的任何特定缓冲区属性都应添加到 device\_dma\_parameters 中，可 [device.dma\_params](https://www.kernel.org/doc/html/v4.19/driver-api/infrastructure.html" \l "c.device" \o "设备)通过[dma\_buf\_attachment](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attachment" \o "dma_buf_attachment). 附加回调也应该检查这些约束。

如果这是第一次调用，导出器现在可以选择扫描此缓冲区的附件列表，整理附加设备的要求，并为缓冲区选择合适的后备存储。

基于 enum dma\_data\_direction，可能有多个用户同时访问（可能是为了阅读），或者导出器可能希望为缓冲区用户提供的任何其他类型的共享。

退货：

DMA 缓冲区的分散列表或后备存储，已映射到所提供的附件sg\_table的设备地址空间中。[device](https://www.kernel.org/doc/html/v4.19/driver-api/infrastructure.html" \l "c.device" \o "设备)[dma\_buf\_attachment](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attachment" \o "dma_buf_attachment)

失败时，返回一个包含在指针中的负错误值。在被阻塞时收到信号时也可能返回 -EINTR。

unmap\_dma\_buf

这由调用[dma\_buf\_unmap\_attachment()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_unmap_attachment" \o "dma_buf_unmap_attachment)并且应该取消映射并释放sg\_table在map\_dma\_buf中分配的，这是强制性的。如果这是 DMA 缓冲区的最后一个映射，它还应该取消固定后备存储，如果导出器支持后备存储迁移。

release

在最后一个 dma\_buf\_put 释放之后调用[dma\_buf](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf" \o "dma_buf)，并且是强制的。

begin\_cpu\_access

这被调用[dma\_buf\_begin\_cpu\_access()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_begin_cpu_access" \o "dma_buf_begin_cpu_access)并允许导出器确保内存实际上可用于 cpu 访问 - 导出器可能需要分配或换入并固定后备存储。导出器还需要确保 cpu 访问对于访问方向是一致的。导出器可以使用该方向来优化缓存刷新，即使用不同方向（读取而不是写入）的访问可能会返回陈旧甚至伪造的数据（例如，当导出器需要将数据复制到临时存储时）。

此回调是可选的。

FIXME：这既是通过用户空间的 DMA\_BUF\_IOCTL\_SYNC 命令调用的（不应固定存储以避免将 de-factor mlock 权限交给用户空间），也适用于各种 kmap 接口的内核内部用户，其中后备存储必须是固定以保证原子 kmap 调用可以成功。由于没有 km​​ap 接口的内核用户，所以这不是真正的问题。

退货：

成功时为 0，失败时为负错误代码。例如，当无法分配后备存储时，这可能会失败。当调用被中断并需要重新启动时，也可以返回 -ERESTARTSYS 或 -EINTR。

end\_cpu\_access

[dma\_buf\_end\_cpu\_access()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_end_cpu_access" \o "dma_buf_end_cpu_access)当导入器完成访问 CPU 时调用它。导出器可以使用它来刷新缓存并取消固定在begin\_cpu\_access中固定的任何资源。end\_cpu\_access 之后的任何 dma\_buf kmap 调用的结果是未定义的。

此回调是可选的。

退货：

成功时为 0，失败时为负错误代码。当调用被中断并需要重新启动时，可以返回 -ERESTARTSYS 或 -EINTR。

map

[可选] 将页面从缓冲区映射到内核地址空间。

unmap

[可选] 从缓冲区取消映射页面。

mmap

[dma\_buf\_mmap()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_mmap" \o "dma_buf_mmap)此回调由函数使用

请注意，映射需要不连贯，用户空间需要使用 DMA\_BUF\_IOCTL\_SYNC 接口来限制 CPU 访问。

因为 dma-buf 缓冲区在其生命周期内大小不变，dma-buf 内核会检查 vma 是否太大并拒绝此类映射。因此，出口商无需重复此支票。驾驶员无需自行检查。

如果导出器需要手动刷新缓存，因此需要为 mmap 支持伪造一致性，则它需要能够清除所有指向后备存储的 ptes。现在 linux mm 需要一个与存储在 vma->vm\_file 中的结构文件关联的结构地址空间，以使用函数 unmap\_mapping\_range 来完成。但是dma\_buf 框架只用anon\_file 结构文件支持每个dma\_buf fd，即所有dma\_buf 共享同一个文件。

因此，导出器需要通过设置 vma->vm\_file 并在 dma\_buf mmap 回调中调整 vma->vm\_pgoff 来设置自己的文件（和地址空间）关联。在 gem 驱动程序的特定情况下，导出器可以使用 gem 已经提供的 shmem 文件（并设置 vm\_pgoff = 0）。然后导出器可以通过取消映射与他们自己的文件关联的结构地址空间的相应范围来切换文件。

此回调是可选的。

退货：

成功时为 0，失败时为负错误代码。

vmap

[可选] 为缓冲区创建到内核地址空间的虚拟映射。与 vmap 和 friends 相同的限制适用。

vunmap

[可选] 从缓冲区取消映射 vmap

#### struct dma\_buf

共享缓冲对象

**定义**

struct dma\_buf {

size\_t size;

struct file \*file;

struct list\_head attachments;

const struct dma\_buf\_ops \*ops;

struct mutex lock;

unsigned vmapping\_counter;

void \*vmap\_ptr;

const char \*exp\_name;

struct module \*owner;

struct list\_head list\_node;

void \*priv;

struct reservation\_object \*resv;

wait\_queue\_head\_t poll;

struct dma\_buf\_poll\_cb\_t {

struct dma\_fence\_cb cb;

wait\_queue\_head\_t \*poll;

\_\_poll\_t active;

} cb\_excl, cb\_shared;

};

**成员**

size

缓冲区的大小

file

用于跨共享缓冲区和重新计数的文件指针。

attachments

表示所有附加设备的 dma\_buf\_attachment 列表。

ops

与此缓冲区对象关联的 dma\_buf\_ops。

lock

在内部用于序列化列表操作、附加/分离和 vmap/unmap

vmapping\_counter

内部用于引用 vmap

vmap\_ptr

当前 vmap ptr 如果 vmapping\_counter > 0

exp\_name

出口商名称；对调试很有用。

owner

指向导出器模块的指针；当导出器是内核模块时用于引用计数。

list\_node

dma\_buf 计费和调试节点。

priv

此缓冲区对象的导出器特定私有数据。

resv

链接到此 dma-buf 的保留对象

poll

用于用户空间投票支持

cb\_excl

用于用户空间投票支持

cb\_shared

用于用户空间投票支持

**说明**

这表示一个共享缓冲区，通过调用创建[dma\_buf\_export()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_export" \o "dma_buf_export)。用户空间表示是一个普通的文件描述符，可以通过调用[dma\_buf\_fd()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_fd" \o "dma_buf_fd).

[dma\_buf\_put()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_put" \o "dma_buf_put)共享 dma 缓冲区使用和 进行引用计数[get\_dma\_buf()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.get_dma_buf" \o "get_dma_buf)。

设备 DMA 访问由单独的.[struct dma\_buf\_attachment](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_buf_attachment" \o "dma_buf_attachment)

#### struct dma\_buf\_attachment

保存设备-缓冲区附件数据

**定义**

struct dma\_buf\_attachment {

struct dma\_buf \*dmabuf;

struct device \*dev;

struct list\_head node;

void \*priv;

};

**成员**

dmabuf

该附件的缓冲区。

dev

附加到缓冲区的设备。

node

dma\_buf\_attachment 列表，由 dmabuf 的 dma\_resv 锁保护。

priv

出口商特定的附件数据。

**说明**

此结构保存 dma\_buf 缓冲区与其用户设备之间的附件信息。列表包含每个附加到缓冲区的设备的一个附件结构。

通过调用 dma\_buf\_attach() 创建附件，通过调用 dma\_buf\_detach() 释放附件。需要启动传输的 DMA 映射是通过 dma\_buf\_map\_attachment() 创建的，并通过调用 dma\_buf\_unmap\_attachment() 再次释放。

#### struct dma\_buf\_export\_info

保存导出 dma\_buf 所需的信息

**定义**

struct dma\_buf\_export\_info {

const char \*exp\_name;

struct module \*owner;

const struct dma\_buf\_ops \*ops;

size\_t size;

int flags;

struct dma\_resv \*resv;

void \*priv;

};

**成员**

exp\_name

导出方的名称-对于调试很有用。

owner

导出器模块的指针-用于引用计数内核模块

ops

分配器定义的附加分配器 dma 缓冲区操作

size

缓冲区的大小-在缓冲区的生命周期中不变

flags

文件的模式标志

resv

预留对象，NULL 以分配默认对象

priv

将分配器的私有数据附加到此缓冲区

**说明**

此结构保存导出缓冲区所需的信息。仅与 dma\_buf\_export() 一起使用。

#### DEFINE\_DMA\_BUF\_EXPORT\_INFO

DEFINE\_DMA\_BUF\_EXPORT\_INFO (name)

出口商辅助宏

**参数**

名称

导出信息名称

**说明**

DEFINE\_DMA\_BUF\_EXPORT\_INFO 宏定义 struct dma\_buf\_export\_info，将其清零并预先填充 exp\_name。

#### void get\_dma\_buf(struct dma\_buf \*dmabuf)

方便的包装器 get\_file。

**参数**

struct dma\_buf \*dmabuf

[in] dma\_buf 指针

**说明**

增加 dma-buf 的引用计数，这在需要在内核端创建对 dmabuf 的其他引用的驱动程序中是必需的。例如，需要保留 dmabuf 指针的导出器，以便后续导出不会创建新的 dmabuf。

## 保留对象

保留对象提供一种管理与资源相关联的 dma\_fence 对象容器的机制。一个保留对象可以有任意数量的围栏附加到它上面。每个围栏都携带一个使用参数，用于确定由围栏所表示的操作如何使用资源。RCU 机制用于保护从锁定的写侧更新中的围栏的读取访问。

### int reservation\_object\_reserve\_shared(struct reservation\_object \* obj)

保留空间以向保留对象添加共享围栏。

**参数**

struct reservation\_object \* obj

保留对象

**说明**

应在 reservation\_object\_add\_shared\_fence() 调用之前调用。必须使用 obj->lock 调用。

返回成功为零，或返回 -errno

### void reservation\_object\_add\_shared\_fence(struct reservation\_object \* obj, struct dma\_fence \* fence)

向共享位置添加围栏。

**参数**

struct reservation\_object \* obj

保留对象

struct dma\_fence \* fence

要添加的共享围栏

**说明**

向共享位置添加围栏，必须使用 obj->lock 调用，并且必须已经调用了 reservation\_object\_reserve\_shared()。

### void reservation\_object\_add\_excl\_fence(struct reservation\_object \* obj, struct dma\_fence \* fence)

添加独占围栏。

**参数**

struct reservation\_object \* obj

保留对象

struct dma\_fence \* fence

要添加的共享围栏

**说明**

向独占位置添加围栏。obj->lock 必须被保持。

### int reservation\_object\_copy\_fences(struct reservation\_object \* dst, struct reservation\_object \* src)

将所有围栏从 src 复制到 dst。

**参数**

struct reservation\_object \* dst

目标保留对象

struct reservation\_object \* src

源保留对象

**说明**

将所有围栏从 src 复制到 dst。必须保持 dst-lock。

### int reservation\_object\_get\_fences\_rcu(struct reservation\_object \* obj, struct dma\_fence \*\* pfence\_excl, unsigned \* pshared\_count, struct dma\_fence \*\*\* pshared)

获取对象的共享和独占围栏，而无需保持更新侧锁定

**参数**

struct reservation\_object \* obj

保留对象

struct dma\_fence \*\* pfence\_excl

返回的独占围栏（或 NULL）

unsigned \* pshared\_count

返回的共享围栏数量

struct dma\_fence \*\*\* pshared

返回的共享围栏指针数组（数组被 krealloc 到所需的大小，并且必须由调用者释放）

**说明**

检索保留对象中的所有围栏。如果未指定独占围栏的指针，则围栏也放入共享围栏数组中。返回零或 -ENOMEM。

### long reservation\_object\_wait\_timeout\_rcu(struct reservation\_object \* obj, bool wait\_all, bool intr, unsigned long timeout)

等待保留对象的共享和/或独占围栏。

**参数**

struct reservation\_object \* obj

保留对象

bool wait\_all

如果为真，则等待全部栅栏，否则仅等待独占栅栏。

bool intr

如果为真，则等待可中断

unsigned long timeout

jiffies计数器的超时值，如果为零则立即返回

**说明**

返回-ERESTARTSYS表示被中断，返回0表示等待超时，返回大于零的值表示成功。

### bool reservation\_object\_test\_signaled\_rcu（struct reservation\_object \* obj，bool test\_all）

测试保留对象的栅栏是否已发出信号。

**参数**

struct reservation\_object \* obj

保留对象

bool test\_all

如果为真，则测试所有栅栏，否则仅测试独占栅栏

**说明**

如果所有栅栏均已发出信号，则返回true，否则返回false。

### struct reservation\_object\_list

共享栅栏列表

**定义**

struct reservation\_object\_list {

struct rcu\_head rcu;

u32 shared\_count, shared\_max;

struct dma\_fence \_\_rcu \*shared[];

};

**成员**

rcu

用于内部使用

shared\_count

共享栅栏表

shared\_max

用于增加共享栅栏表

shared

共享栅栏表

### struct reservation\_object

保留对象管理缓冲区的栅栏

**定义**

struct reservation\_object {

struct ww\_mutex lock;

seqcount\_t seq;

struct dma\_fence \_\_rcu \*fence\_excl;

struct reservation\_object\_list \_\_rcu \*fence;

struct reservation\_object\_list \*staged;

};

**成员**

lock

更新时加锁

seq

用于管理RCU读端同步的序列计数器

fence\_excl

如果目前存在，则为独占栅栏

fence

当前共享栅栏列表

staged

共享栅栏的被更新版本备份，用于RCU更新

### void reservation\_object\_init(struct reservation\_object \* obj)

初始化保留对象

**参数**

struct reservation\_object \* obj

保留对象

### void reservation\_object\_fini(struct reservation\_object \* obj)

销毁保留对象

**参数**

struct reservation\_object \* obj

保留对象

### struct reservation\_object\_list \* reservation\_object\_get\_list(struct reservation\_object \* obj)

用更新端的锁获取保留对象的共享栅栏列表

**参数**

struct reservation\_object \* obj

保留对象

**说明**

返回共享栅栏列表。不获取栅栏引用。必须持有obj->lock。

### int reservation\_object\_lock(struct reservation\_object \* obj，struct ww\_acquire\_ctx \* ctx)

锁定保留对象

**参数**

struct reservation\_object \* obj

保留对象

struct ww\_acquire\_ctx \* ctx

锁定上下文

**说明**

对保留对象进行独占访问和修改。请注意，锁只针对其他写入者，读取者将在RCU下并发运行写入者。 seqlock用于通知读取者是否与写入者重叠。

由于保留对象可能被多个方参与以未定义的顺序锁定，因此将#ww\_acquire\_ctx传递用于检测到循环时进行解开。请参见ww\_mutex\_lock()和ww\_acquire\_init()。通过将NULL传递为ctx，可以将保留对象锁定本身。

### int reservation\_object\_lock\_interruptible(struct reservation\_object \* obj，struct ww\_acquire\_ctx \* ctx)

锁定保留对象

**参数**

struct reservation\_object \* obj

保留对象

struct ww\_acquire\_ctx \* ctx

锁定上下文

**说明**

以可中断方式锁定保留对象，对其进行独占访问和修改。请注意，锁只针对其他写入者，读取者将在RCU下并发运行写入者。 seqlock用于通知读取者是否与写入者重叠。

由于保留对象可能被多个方参与以未定义的顺序锁定，因此将#ww\_acquire\_ctx传递用于检测到循环时进行解开。请参见ww\_mutex\_lock()和ww\_acquire\_init()。通过将NULL传递为ctx，可以将保留对象锁定本身。

### bool reservation\_object\_trylock(struct reservation\_object \* obj)

尝试锁定保留对象

**参数**

struct reservation\_object \* obj

保留对象

**说明**

尝试对保留对象进行独占访问和修改。请注意，锁只针对其他写入者，读取者将在RCU下并发运行写入者。 seqlock用于通知读取者是否与写入者重叠。

也请注意，由于未提供上下文，因此无法进行死锁保护。

如果成功获取锁定则返回true，否则返回false。

### void reservation\_object\_unlock(struct reservation\_object \* obj)

解锁保留对象

**参数**

struct reservation\_object \* obj

保留对象

**说明**

解锁进行独占访问后的保留对象。

### struct dma\_fence \* reservation\_object\_get\_excl（struct reservation\_object \* obj）

获取保留对象的独占栅栏，并保持更新端锁定

**参数**

struct reservation\_object \* obj

保留对象

**说明**

返回独占栅栏（如果有）。不引用。必须持有obj->lock。

返回独占栅栏或NULL

### struct dma\_fence \* reservation\_object\_get\_excl\_rcu(struct reservation\_object \* obj)

获取保留对象的独占栅栏，而无需锁定

**参数**

struct reservation\_object \* obj

保留对象

**说明**

如果存在独占栅栏，则原子地增加它的引用计数并返回它。

返回独占栅栏或NULL（如果没有）

## DMA栅栏

DMA栅栏（由struct dma\_fence表示）是DMA操作的内核内同步原语，例如GPU渲染、视频编码/解码或在屏幕上显示缓冲区等操作。

使用dma\_fence\_init()初始化栅栏，并使用dma\_fence\_signal()完成栅栏。栅栏与上下文相关联，通过dma\_fence\_context\_alloc()分配，并且同一上下文中的所有栅栏完全有序。

由于栅栏的目的是促进跨设备和跨应用程序的同步，因此有多种使用它的方式

1）单个围栏可以作为同步文件暴露出来，从用户空间作为文件说明符访问，通过调用 sync\_file\_create() 创建。这称为显式围栏，因为用户空间传递显式同步点。

2）一些子系统还具有自己的显式围栏原语，如 drm\_syncobj。与 sync\_file 相比，drm\_syncobj 允许更新底层围栏。

3）然后还有隐式围栏，其中同步点隐含地作为共享 dma\_buf 实例的一部分传递。这样的隐式围栏存储在struct dma\_resv 中，通过 dma\_buf.resv 指针。

### DMA 围栏函数参考

#### u64 dma\_fence\_context\_alloc(unsigned num)

分配一个围栏上下文数组

**参数**

unsigned num

要分配的上下文数量

**说明**

此函数将返回分配的围栏上下文数量的第一个索引。通过将上下文传递给 dma\_fence\_init()，可以使用围栏上下文将 dma\_fence.context 设置为唯一编号。

#### int dma\_fence\_signal\_locked(struct dma\_fence \*fence)

信号围栏完成

**参数**

struct dma\_fence \*fence

要信号的围栏

**说明**

对围栏上的软件回调进行信号完成，这将解除 dma\_fence\_wait() 调用的阻塞，并运行使用 dma\_fence\_add\_callback() 添加的所有回调。可以多次调用，但由于围栏只能从未信号到信号状态，而不能反过来，因此它只会在第一次有效。

与 dma\_fence\_signal() 不同，此函数必须在具有 dma\_fence.lock 的情况下调用。

返回 0 表示成功，当围栏已经被信号时返回负错误值。

#### int dma\_fence\_signal(struct dma\_fence \*fence)

信号围栏完成

**参数**

struct dma\_fence \*fence

要信号的围栏

**说明**

对围栏上的软件回调进行信号完成，这将解除 dma\_fence\_wait() 调用的阻塞，并运行使用 dma\_fence\_add\_callback() 添加的所有回调。可以多次调用，但由于围栏只能从未信号到信号状态，而不能反过来，因此它只会在第一次有效。

返回 0 表示成功，当围栏已经被信号时返回负错误值。

#### signed long dma\_fence\_wait\_timeout(struct dma\_fence \*fence, bool intr, signed long timeout)

睡眠直到围栏得到信号或超时结束

**参数**

struct dma\_fence \*fence

要等待的围栏

bool intr

如果为 true，则进行可中断的等待

signed long timeout

jiffies 中的超时值，或 MAX\_SCHEDULE\_TIMEOUT

**说明**

如果被中断，则返回 -ERESTARTSYS，如果等待超时，则返回 0，如果成功则返回剩余的超时时间（以 jiffies 为单位）。可能会返回其他错误值，取决于自定义实现。

对此围栏执行同步等待。假定调用者直接或间接地（在保留和提交之间的缓冲管理器）持有指向围栏的引用，否则围栏可能在返回之前被释放，导致未定义的行为。

参见 dma\_fence\_wait() 和 dma\_fence\_wait\_any\_timeout()。

#### void dma\_fence\_release(struct kref \*kref)

围栏的默认释放函数

**参数**

struct kref \*kref

dma\_fence.recfount

**说明**

这是 dma\_fence 的默认释放函数。驱动程序不应直接调用此函数，而应调用 dma\_fence\_put()。

#### void dma\_fence\_free(struct dma\_fence \*fence)

dma\_fence 的默认释放函数。

**参数**

struct dma\_fence \*fence

要释放的围栏

**说明**

这是 dma\_fence\_ops.release 的默认实现。它在围栏上调用 kfree\_rcu()。

#### void dma\_fence\_enable\_sw\_signaling(struct dma\_fence \*fence)

启用围栏的信号

**参数**

struct dma\_fence \*fence

要启用的围栏

**说明**

这将请求启用 sw 信号，以便尽快使围栏完成。这将在内部调用 dma\_fence\_ops.enable\_signaling。

#### int dma\_fence\_add\_callback(struct dma\_fence \*fence, struct dma\_fence\_cb \*cb, dma\_fence\_func\_t func)

添加回调以在围栏被信号时调用

**参数**

struct dma\_fence \*fence

要等待的围栏

struct dma\_fence\_cb \*cb

要注册的回调

dma\_fence\_func\_t func

要调用的函数

**说明**

向围栏添加软件回调。调用者应保留对围栏的引用。

dma\_fence\_add\_callback() 将初始化 cb，不需要调用者进行初始化。可以向围栏注册任意数量的回调，但回调只能一次注册到一个围栏。

如果围栏已经被信号，则此函数将返回 -ENOENT（并且不调用回调）。

请注意，回调可能从原子上下文或中断上下文调用。

在成功的情况下返回 0，在围栏已被信号的情况下返回 -ENOENT，在出错的情况下返回 -EINVAL。

#### int dma\_fence\_get\_status(struct dma\_fence \*fence)

返回完成时的状态

**参数**

struct dma\_fence \*fence

要查询的 dma\_fence

**说明**

这会包装 dma\_fence\_get\_status\_locked()，返回已信号围栏上的错误状态条件。有关更多详细信息，请参见 dma\_fence\_get\_status\_locked()。

如果围栏尚未被信号，则返回 0；如果围栏已被信号但没有错误条件，则返回 1；如果围栏以 err 完成，则返回负错误代码。

#### bool dma\_fence\_remove\_callback(struct dma\_fence \*fence, struct dma\_fence\_cb \*cb)

从信令列表中删除回调函数

**参数**

struct dma\_fence \*fence

要等待的栅栏

struct dma\_fence\_cb \*cb

要删除的回调函数

**说明**

从栅栏中删除已经排队的回调函数。如果成功删除回调函数，则此函数返回真，否则如果栅栏已经被触发，则返回假。

警告只有在确切知道自己在做什么时才应该取消回调函数，因为很容易发生死锁和竞争条件。因此，它只应在硬件锁定恢复时进行，同时保持对栅栏的引用。

如果cb在之前没有使用dma\_fence\_add\_callback()添加到fence中，则其行为未定义。

#### signed long dma\_fence\_default\_wait(struct dma\_fence \*fence, bool intr, signed long timeout)

默认睡眠直到栅栏触发或超时

**参数**

struct dma\_fence \*fence

要等待的栅栏

bool intr

如果为真，则进行可中断的等待

signed long timeout

jiffies中的超时值或MAX\_SCHEDULE\_TIMEOUT

**说明**

如果被中断，则返回-ERESTARTSYS，如果等待超时，则返回0，否则在成功时返回剩余的jiffies超时时间。如果超时为零，则如果栅栏已经发出信号，则返回为1，以与其他带有jiffies超时的函数保持一致。

#### signed long dma\_fence\_wait\_any\_timeout(struct dma\_fence \*\*fences, uint32\_t count, bool intr, signed long timeout, uint32\_t \*idx)

睡眠直到任何栅栏被触发或超时

**参数**

struct dma\_fence \*\*fences

要等待的栅栏数组

uint32\_t count

要等待的栅栏数

bool intr

如果为真，则进行可中断的等待

signed long timeout

jiffies中的超时值或MAX\_SCHEDULE\_TIMEOUT

uint32\_t \*idx

用于存储第一个发出信号的栅栏的索引，仅在返回为正时有意义

**说明**

对于数组中的第一个栅栏进行同步等待，调用者需要持有数组中所有栅栏的引用，否则在返回之前可能会释放某个栅栏，导致未定义的行为。

另请参见dma\_fence\_wait()和dma\_fence\_wait\_timeout()。

#### void dma\_fence\_init(struct dma\_fence \*fence, const struct dma\_fence\_ops \*ops, spinlock\_t \*lock, u64 context, u64 seqno)

初始化自定义栅栏。

**参数**

struct dma\_fence \*fence

要初始化的栅栏

const struct dma\_fence\_ops \*ops

关于此栅栏操作的dma\_fence\_ops

spinlock\_t \*lock

用于锁定此栅栏的irqsafe自旋锁

u64 context

此栅栏运行的执行上下文

u64 seqno

此上下文中线性递增的序列号

**说明**

初始化已分配的栅栏，调用者在提交此栅栏后不必保留其引用计数，但如果调用dma\_fence\_ops.enable\_signaling，则需要再次持有引用计数。

context和seqno用于容易比较不同栅栏，可以使用dma\_fence\_later()简单地检查哪个栅栏稍后被发出信号。

#### struct dma\_fence

软件同步原语

**定义**

struct dma\_fence {

struct kref refcount;

const struct dma\_fence\_ops \*ops;

struct rcu\_head rcu;

struct list\_head cb\_list;

spinlock\_t \*lock;

u64 context;

unsigned seqno;

unsigned long flags;

ktime\_t timestamp;

int error;

};

**成员**

refcount

这个围栏的重新计算

ops

与此围栏关联的 dma\_fence\_ops

rcu

用于使用 kfree\_rcu 释放栅栏

cb\_list

要调用的所有回调的列表

lock

spin\_lock\_irqsave 用于锁定

context

此栅栏所属的执行上下文，由返回 [dma\_fence\_context\_alloc()](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_fence_context_alloc" \o "dma_fence_context_alloc)

seqno

可以比较执行上下文中此栅栏的序列号，以决定稍后向哪个栅栏发出信号。

flags

下面定义了 DMA\_FENCE\_FLAG\_\* 的掩码

timestamp

围栏发出信号时的时间戳。

error

可选，仅当 < 0 时有效，必须在调用 dma\_fence\_signal 之前设置，表示 fence 已完成但有错误。

**说明**

flags成员必须使用适当的原子操作（bit\_\*）进行操作和读取，因此大部分时候不需要使用自旋锁。

DMA\_FENCE\_FLAG\_SIGNALED\_BIT-栅栏已经发出信号DMA\_FENCE\_FLAG\_TIMESTAMP\_BIT-记录用于栅栏发出信号的时间戳DMA\_FENCE\_FLAG\_ENABLE\_SIGNAL\_BIT-可能已调用enable\_signalingDMA\_FENCE\_FLAG\_USER\_BITS-未使用比特的开头，可以由栅栏实现者用于其自己的目的。不同的栅栏实现者可以以不同的方式使用，因此不要依赖于此。

由于使用了原子的位操作，因此不能保证这是正确的。特别是，如果设置了该位，但在设置该位之前调用了dma\_fence\_signal，则它将能够在调用enable\_signaling之前设置DMA\_FENCE\_FLAG\_SIGNALED\_BIT。在设置DMA\_FENCE\_FLAG\_ENABLE\_SIGNAL\_BIT后，在设置DMA\_FENCE\_FLAG\_SIGNALED\_BIT之后添加对DMA\_FENCE\_FLAG\_SIGNALED\_BIT的检查可以消除这种竞争，并确保在调用dma\_fence\_signal之后，任何enable\_signaling调用均已完成或根本未调用。。

#### struct dma\_fence\_cb

dma\_fence\_add\_callback()的回调函数

**定义**

struct dma\_fence\_cb {

struct list\_head node;

dma\_fence\_func\_t func;

};

**成员**

node

用于将此结构附加到fence::cb\_list的dma\_fence\_add\_callback()函数。

func

调用的dma\_fence\_func\_t函数。

**说明**

此结构将由dma\_fence\_add\_callback()函数进行初始化，可以通过将dma\_fence\_cb嵌入到另一个结构中来传递附加数据。

#### struct dma\_fence\_ops

fence实现的操作

**定义**

struct dma\_fence\_ops {

const char \* (\*get\_driver\_name)(struct dma\_fence \*fence);

const char \* (\*get\_timeline\_name)(struct dma\_fence \*fence);

bool (\*enable\_signaling)(struct dma\_fence \*fence);

bool (\*signaled)(struct dma\_fence \*fence);

signed long (\*wait)(struct dma\_fence \*fence, bool intr, signed long timeout);

void (\*release)(struct dma\_fence \*fence);

void (\*fence\_value\_str)(struct dma\_fence \*fence, char \*str, int size);

void (\*timeline\_value\_str)(struct dma\_fence \*fence, char \*str, int size);

};

**成员**

get\_driver\_name

返回驱动程序名称。这是一个回调函数，允许驱动程序在运行时计算名称，而无需对每个fence永久存储，或者构建一些缓存。

此回调是强制性的。

get\_timeline\_name

返回此fence属于的上下文的名称。这是一个回调函数，允许驱动程序在运行时计算名称，而无需对每个fence永久存储，或者构建一些缓存。

此回调是强制性的。

enable\_signaling

启用fence的软件信号。

对于具有hw->hw信号功能的fence实现，它们可以实现此操作以启用必要的中断，或向cmdstream插入命令等，以避免仅需要hw->hw同步的常见情况下进行这些昂贵的操作。这在第一个dma\_fence\_wait()或dma\_fence\_add\_callback()路径中调用，以让fence实现知道还有另一个驱动程序在等待信号(即hw->sw情况)。

这个函数可以从原子上下文调用，但不能从irq上下文调用，因此可以使用普通的自旋锁。

返回false表示fence已经通过，或发生了使其无法启用信号的故障。True表示成功启用。

dma\_fence.error可能在enable\_signaling中设置，但仅当返回false时。

由于许多实现可以在enable\_signaling之前调用dma\_fence\_signal()，所以存在竞争窗口，在这个窗口中dma\_fence\_signal()可能会导致最终fence引用被释放并且其内存被释放。为避免这种情况，此回调的实现应使用dma\_fence\_get()来获取自己的引用，以便在fence被信号(例如通过中断处理程序)时释放引用。

此回调是可选的。如果回调不在，则驱动程序必须始终启用信号。

signaled

查看fence是否已经发出信号，作为dma\_fence\_wait()或dma\_fence\_add\_callback()的快速路径优化。请注意，此回调不需要做出除了一个fence曾经表明为已发信号必须始终返回true之外的任何保证。即使fence已经完成，此回调也可能返回false，在此情况下，信息尚未传播到整个系统。另请参阅dma\_fence\_is\_signaled()。

如果返回true，则可能设置dma\_fence.error。

此回调是可选的。

wait

自定义等待实现，默认为dma\_fence\_default\_wait()如果未设置。

已过期，不应由新实现使用。只有现有实现需要其硬件重置过程的特殊处理才会使用它。

必须返回-ERESTARTSYS，如果等待是intr=true并且等待被中断，以及如果fence已经发出信号，则返回剩余的jiffies，或如果等待超时则返回0。还可以在自定义实现中返回其他错误值，这些应被视为fence已发出信号。例如，硬件锁定可能会报告这样的情况。

release

在fence销毁时调用以释放其他资源。可以从irq上下文调用。此回调是可选的。如果为空，则默认实现为dma\_fence\_free()。

fence\_value\_str

回调填充特定于此fence的自由形式调试信息，如序列号。

此回调是可选的。

timeline\_value\_str

以字符串的形式填充时间线的当前值，例如序列号。请注意，传递给此函数的特定fence应该不重要，驱动程序应该只使用它来查找相应的时间线结构。

#### void dma\_fence\_put(struct dma\_fence \*fence)

减少fence的引用计数。

**参数**

struct dma\_fence \*fence

要减少引用计数的fence

#### struct dma\_fence \*dma\_fence\_get(struct dma\_fence \*fence)

增加fence的引用计数。

**参数**

struct dma\_fence \*fence

要增加引用计数的fence

**说明**

返回引用计数增加1的同一fence。

#### struct dma\_fence \*dma\_fence\_get\_rcu(struct dma\_fence \*fence)

使用rcu读锁从dma\_resv\_list获取栅栏。

**参数**

struct dma\_fence \*fence

要增加引用计数的栅栏

**说明**

如果无法获得引用计数，则返回NULL或栅栏。

#### struct [dma\_fence](https://www.kernel.org/doc/html/latest/driver-api/dma-buf.html" \l "c.dma_fence" \o "dma_fence) \*dma\_fence\_get\_rcu\_safe(struct [dma\_fence](https://www.kernel.org/doc/html/latest/driver-api/dma-buf.html" \l "c.dma_fence" \o "dma_fence) \_\_rcu \*\*fencep)

获取RCU跟踪围栏的引用

**参数**

struct dma\_fence \_\_rcu \*\*fencep

指向增加引用计数的围栏的指针

**说明**

如果无法获取引用计数，则返回NULL或围栏。此函数处理获取在RCU优化期间（例如使用SLAB\_TYPESAFE\_BY\_RCU）内可能重新分配的围栏的引用，只要调用者在围栏指针上使用RCU即可。

另一种机制是使用序列锁保护一堆围栏，例如由struct dma\_resv使用。当使用序列锁时，在获取对围栏的引用之前和之后必须获取并检查序列锁（如此处所示）。

调用者需要持有RCU读锁。

#### bool dma\_fence\_is\_signaled\_locked(struct dma\_fence \*fence)

返回围栏是否已被信号的指示。

**参数**

struct dma\_fence \*fence

要检查的围栏

**说明**

如果围栏已经被信号，则返回true；如果未被信号，则返回false。由于此函数不会启用信号，因此无法保证始终会返回true，除非之前没有调用dma\_fence\_add\_callback()、dma\_fence\_wait()或dma\_fence\_enable\_sw\_signaling()。

此函数要求持有dma\_fence.lock。

另请参见dma\_fence\_is\_signaled()。

#### bool dma\_fence\_is\_signaled(struct dma\_fence \*fence)

返回围栏是否已被信号的指示。

**参数**

struct dma\_fence \*fence

要检查的围栏

**说明**

如果围栏已经被信号，则返回true；如果未被信号，则返回false。由于此函数不会启用信号，因此无法保证始终会返回true，除非之前没有调用dma\_fence\_add\_callback()、dma\_fence\_wait()或dma\_fence\_enable\_sw\_signaling()。

建议对于seqno fences，当操作完成时调用dma\_fence\_signal，这样可以通过在调用硬件特定的等待指令之前检查此函数的返回来防止在发行时间和使用时间之间出现环绕问题。

另请参见dma\_fence\_is\_signaled\_locked()。

#### bool \_\_dma\_fence\_is\_later(u32 f1, u32 f2)

返回f1是否在时间上晚于f2

**参数**

u32f1

第一个栅栏的seqno

u32 f2

来自相同上下文的第二个栅栏的seqno

const struct dma\_fence\_ops \*ops

与seqno关联的dma\_fence\_ops

**说明**

如果f1时间上晚于f2，则返回true。两个围栏必须来自相同的上下文，因为seqno在跨上下文中不常见。

#### bool dma\_fence\_is\_later(struct dma\_fence \*f1, struct dma\_fence \*f2)

返回f1是否在时间上晚于f2

**参数**

struct dma\_fence \*f1

来自相同上下文的第一个围栏

struct dma\_fence \*f2

来自相同上下文的第二个围栏

**说明**

如果f1时间上晚于f2，则返回true。两个围栏必须来自相同的上下文，因为seqno在跨上下文中不常见。

#### struct dma\_fence \*dma\_fence\_later(struct dma\_fence \*f1, struct dma\_fence \*f2)

返回时间上晚的围栏

**参数**

struct dma\_fence \*f1

来自相同上下文的第一个围栏

struct dma\_fence \*f2

来自相同上下文的第二个围栏

**说明**

如果两个围栏均信号，返回NULL；否则返回最后一个将被信号的围栏。两个围栏必须来自相同的上下文，因为seqno在跨上下文中不会被重用。

#### int dma\_fence\_get\_status\_locked(struct dma\_fence \*fence)

在完成时返回状态

**参数**

struct dma\_fence \*fence

要查询的dma\_fence

**说明**

驱动程序可以在信号围栏之前提供可选的错误状态条件（以指示围栏是否因错误而非成功而完成）。仅当围栏已被信号时，状态条件的值才有效，dma\_fence\_get\_status\_locked()在报告错误状态之前首先检查信号状态。

如果围栏尚未被信号，则返回0；如果围栏已被信号而没有错误条件，则返回1；如果围栏已在err中完成，则返回负错误代码。

#### void dma\_fence\_set\_error(struct dma\_fence \*fence, int error)

在围栏上标记错误条件

**参数**

struct dma\_fence \*fence

dma\_fence

int error

要存储的错误

**说明**

驱动程序可以在信号围栏之前提供可选的错误状态条件，以指示围栏因错误而非成功而完成。这必须在发信号之前设置（以便在唤醒信号回调上的任何等待者之前该值可见）。此助手程序存在以帮助捕获错误设置#dma\_fence.error。

#### signed long dma\_fence\_wait(struct dma\_fence \*fence, bool intr)

睡眠，直到围栏被信号

**参数**

struct dma\_fence \*fence

要等待的围栏

bool intr

如果为true，则执行可中断等待

**说明**

如果被信号中断，则返回-ERESTARTSYS；如果围栏被信号，则返回0。其他错误值可能会在自定义实现中返回。

对此围栏执行同步等待。假定调用者直接或间接地持有对围栏的引用，否则在返回之前可能释放围栏，导致未定义的行为。

请参见

dma\_fence\_wait\_timeout()和dma\_fence\_wait\_any\_timeout()。

### 序号硬件栅栏

#### struct seqno\_fence \* to\_seqno\_fence(struct dma\_fence \* fence)

将栅栏转换为seqno\_fence

**参数**

struct dma\_fence \* fence

要转换为seqno\_fence的栅栏

**说明**

如果栅栏不是seqno\_fence，则返回NULL，否则返回seqno\_fence。

#### void seqno\_fence\_init(struct seqno\_fence \* fence，spinlock\_t \* lock，struct dma\_buf \* sync\_buf，uint32\_t context，uint32\_t seqno\_ofs，uint32\_t seqno，enum seqno\_fence\_condition cond，const struct dma\_fence\_ops \* ops)

初始化seqno栅栏

**参数**

struct seqno\_fence \* fence

要初始化的seqno\_fence

spinlock\_t \* lock

用于栅栏的自旋锁指针

struct dma\_buf \* sync\_buf

包含要在其上进行信号传递的内存位置的缓冲区

uint32\_t context

此栅栏所属的执行上下文

uint32\_t seqno\_ofs

在sync\_buf内的偏移量

uint32\_t seqno

要发出信号的序号

enum seqno\_fence\_condition cond

栅栏等待条件

const struct dma\_fence\_ops \* ops

用于在此seqno栅栏上执行操作的fence\_ops

**说明**

此函数使用传递的参数初始化struct seqno\_fence，并对在fence销毁时释放的sync\_buf进行引用计数。

seqno\_fence是可以在启用信号传递时由软件完成的dma\_fence，但也会在（s32）（（sync\_buf）[seqno\_ofs] - seqno）> = 0为真时完成。

该seqno\_fence将在同步\_buf上占用引用计数，直到销毁为止，但如果其中一个调用程序引用它，则sync\_buf的实际生命周期可能更长。

某些硬件具有在命令流中插入此类型的等待条件的指令，因此不需要来自软件的干预。可以在完成之前破坏此类栅栏，但可以对sync\_buf dma-buf进行引用。建议重复使用相同的dma-buf用于sync\_buf，因为映射或取消映射sync\_buf到设备的vm可能很昂贵。

建议seqno\_fence的创建者在销毁之前调用dma\_fence\_signal()。这将防止在发行时与检查时间的wraparound可能存在的问题，因为用户可以在提交指令供硬件等待栅栏之前检查dma\_fence\_is\_signaled()。但是，当未调用ops.enable\_signaling时，不必尽快执行此操作，只需在存在任何序号环绕的真正危险之前即可。

### DMA栅栏数组

#### struct dma\_fence\_array \* dma\_fence\_array\_create(int num\_fences，struct dma\_fence \*\* fences，u64 context，unsigned seqno，bool signal\_on\_any)

创建自**定义**栅栏数组

**参数**

int num\_fences

[在]要在数组中添加的栅栏数

struct dma\_fence \*\* fences

[in]包含栅栏的数组

u64 context

[在]要使用的栅栏上下文

unsigned seqno

[在]要使用的顺序号

bool signal\_on\_any

[在]信号任何栅栏数组上

**说明**

分配dma\_fence\_array对象并使用dma\_fence\_init（）初始化基本栅栏。如果出现错误，则返回NULL。

调用者应使用num\_fences大小分配fences数组，并将其填充上要添加到对象中的栅栏。该数组的所有权已被接管，并在释放时对每个栅栏使用dma\_fence\_put()。

如果signal\_on\_any为true，则栅栏数组在任何栅栏中发出信号，否则在数组中所有栅栏都发出信号时发出信号。

#### bool dma\_fence\_match\_context(struct dma\_fence \* fence，u64 context)

检查所有栅栏是否来自给定上下文

**参数**

struct dma\_fence \* fence

[在]栅栏或栅栏数组

u64 context

[在]检查所有栅栏相对于的栅栏上下文

**说明**

将提供的栅栏或栅栏数组中的所有栅栏与给定的上下文进行比较。如果任何栅栏来自不同的上下文，则返回false。

#### struct dma\_fence\_array\_cb

栅栏数组的回调辅助程序

**定义**

struct dma\_fence\_array\_cb {

struct dma\_fence\_cb cb;

struct dma\_fence\_array \*array;

};

**成员**

cb

用于信号传递的栅栏回调结构

array

对父栅栏数组对象的引用

#### struct dma\_fence\_array

代表栅栏阵列的围栏

**定义**

struct dma\_fence\_array {

struct dma\_fence base;

spinlock\_t lock;

unsigned num\_fences;

atomic\_t num\_pending;

struct dma\_fence \*\*fences;

struct irq\_work work;

};

**成员**

base

栅栏基类

lock

用于处理栅栏的自旋锁

num\_fences

数组中的栅栏数

num\_pending

仍悬而未决的阵列中的栅栏

fences

栅栏数组

work

内部irq\_work函数

#### bool dma\_fence\_is\_array（struct [dma\_fence](https://www.kernel.org/doc/html/v4.19/driver-api/dma-buf.html" \l "c.dma_fence" \o "dma_fence) \* fence）

检查栅栏是否来自数组子类

**参数**

struct dma\_fence \* fence

栅栏测试

**说明**

如果它是 dma\_fence\_array 则返回 true，否则返回 false。

#### struct dma\_fence\_array \* to\_dma\_fence\_array(struct dma\_fence \* fence)

将栅栏转换为dma\_fence\_array

**参数**

struct dma\_fence \* fence

要转换为dma\_fence\_array的栅栏

**说明**

如果栅栏不是dma\_fence\_array，则返回NULL，否则返回dma\_fence\_array。

### DMA栅栏uABI /同步文件

#### struct sync\_file \* sync\_file\_create(struct dma\_fence \* fence)

创建同步文件

**参数**

struct dma\_fence \* fence

要添加到sync\_fence的栅栏

**说明**

创建containg fence的sync\_file。如果成功，则此函数会获取并对新创建的sync\_file的fence进行附加引用。 sync\_file可使用fput（sync\_file->file）释放。在错误的情况下返回sync\_file或NULL。

#### struct dma\_fence \* sync\_file\_get\_fence(int fd)

获取与sync\_file fd相关的围栏

**参数**

int fd

sync\_file fd以获取围栏

**说明**

确保fd引用有效的sync\_file并返回表示sync\_file中所有围栏的围栏。发生错误时返回NULL。

#### struct sync\_file

同步文件导出到用户空间

**定义**

struct sync\_file {

struct file \*file;

char user\_name[32];

#ifdef CONFIG\_DEBUG\_FS;

struct list\_head sync\_file\_list;

#endif;

wait\_queue\_head\_t wq;

unsigned long flags;

struct dma\_fence \*fence;

struct dma\_fence\_cb cb;

};

**成员**

file

代表此围栏的文件

user\_name

由用户空间提供的同步文件名称，用于合并围栏。否则通过驱动程序回调生成（在这种情况下，整个数组为0）。

sync\_file\_list

全局文件列表的成员资格

wq

围栏信号等待队列

flags

sync\_file的标志

fence

具有sync\_file中围栏的围栏

CB

围栏回调信息

**说明**

标志POLL\_ENABLED用户空间当前是否处于poll（）状态

# 设备链接

默认情况下，驱动程序核心仅强制执行设备层次结构中父/子关系之间产生的设备之间的依赖关系在暂停，恢复或关闭系统时，根据此关系对设备进行排序，即始终在其父级之前暂停并且在其子级之前恢复父级。

有时需要表示除了父/子关系之外的设备依赖关系，例如在兄弟姐妹之间，并且由驱动程序核心自动处理它们。

其次，默认情况下，驱动程序核心不强制执行任何驱动程序存在依赖关系，即必须在另一个设备可以正确探测或运行之前，一个设备必须绑定到驱动程序。

通常这两种依赖类型同时出现，因此一个设备在驱动程序存在和暂停/恢复和关闭排序方面都依赖于另一个设备。

设备链接允许在驱动程序核心中表示这些依赖关系。

在其标准或托管形式中，设备链接结合了两种依赖关系类型它保证正确的暂停/恢复和关闭排序在“供应商”设备和其“使用者”设备之间，并且保证供应商上的驱动程序存在。在供应商绑定到驱动程序之前不会探测使用者设备，并且在供应商取消绑定之前它们将被取消绑定。

当供应商上的驱动程序存在是无关紧要的，仅需要正确的暂停/恢复和关闭排序时，可以使用DL\_FLAG\_STATELESS标志简单地设置设备链接。换句话说，在供应商上施加驱动程序存在是可选的。

另一个可选功能是运行时PM集成通过在添加设备链接时设置DL\_FLAG\_PM\_RUNTIME标志，告诉PM核心在何时以及任何时候运行时恢复供应商并保持其处于活动状态，只要使用者处于运行时恢复状态。

## 用法

添加设备链接的最早时间是在为供应商调用device\_add（）并为使用柿子调用device\_initialize（）之后。

添加它们以后是合法的，但必须注意系统保持一致的状态例如，不能在暂停/恢复过渡的中间添加设备链接，因此需要使用lock\_system\_sleep（）防止这种过渡的开始，或者需要从保证不会并行运行到暂停/恢复过渡的函数中添加设备链接，例如从设备->探测回调或引导时PCI奇怪的时间。

另一个不一致状态的例子是表示驱动程序存在依赖关系的设备链接，但是在供应商开始探测之前，从使用者的->探测回调中添加的设备链接如果驱动程序核心更早了解设备链接，则不会首先探测使用者。因此，使用者有责任在添加链接后检查供应商的存在，并推迟对非存在的探测。

->probe如果在供应商或消费者驱动程序的回调中添加设备链接，通常会在其->remove回调中删除它以实现对称。这样，如果驱动程序被编译为模块，则设备链接会在模块加载时添加，并在卸载时按顺序删除。适用于设备链接添加的相同限制（例如，排除并行挂起/恢复转换）同样适用于删除。

设备链接添加时可以指定几个标志，其中两个已经在上面提到了DL\_FLAG\_STATELESS用于表示不需要驱动程序存在的依赖关系（但只需要正确的挂起/恢复和关闭顺序），DL\_FLAG\_PM\_RUNTIME用于表示需要运行时电源管理集成。

另外两个标志专门针对使用情况，其中设备链接是从消费者的->probe回调中添加的情况DL\_FLAG\_RPM\_ACTIVE可以指定为在消费者运行时挂起之前运行时恢复供应商并防止其挂起。 DL\_FLAG\_AUTOREMOVE\_CONSUMER会在消费者未能探测或稍后解除绑定时自动清除设备链接。

同样，当设备链接是从供应商的->probe回调添加时，DL\_FLAG\_AUTOREMOVE\_SUPPLIER会在供应商无法探测或稍后取消绑定时自动清除设备链接。

## 限制

驱动程序作者应注意，对于受控设备链接的驱动程序存在依赖关系（即在链接添加中未指定DL\_FLAG\_STATELESS），可能会导致消费者的探测无限期地被推迟。如果消费者需要在某个特定的initcall级别之前进行探测，则可能会出现问题。更糟糕的是，如果供应商驱动程序被列入黑名单或丢失，则无法探测消费者。

有时，驱动程序依赖于可选资源。当这些资源不存在时，它们能够以降级模式（功能集或性能降低）运行。例如，可以在SPI控制器中使用DMA引擎或以PIO模式工作。控制器可以在探测时确定可选资源的存在，但是，在非存在情况下，无法知道它们是否会在不久的将来变得可用（由于供应商驱动程序的探测），或永远无法知道。因此，无法确定是否推迟探测。可以在探测后通知驱动程序可选资源何时变为可用，但这对于驱动程序来说成本很高，因为基于可用性在运行时在操作模式之间切换将比基于探测推迟的机制复杂得多。无论如何，可选资源超出了设备链接的范围。

## 示例

在总线主设备旁存在一个MMU设备，两者都在同一个电源域中。 MMU实现了总线主设备的DMA地址转换，并且当总线主设备处于活动状态时，应运行时挂起并保持活动状态。在绑定MMU之前，不应绑定总线主设备的驱动程序。为实现这一点，可以从总线主设备（消费者）到MMU设备（供应商）添加具有运行时PM集成的设备链接。与运行时PM相关的效果与MMU是母设备的主设备相同。

两个设备共享同一电源域，通常建议使用struct dev\_pm\_domain或struct generic\_pm\_domain，但这些不是独立的设备，它们恰好共享电源开关，而是MMU设备服务于总线主设备且在没有总线主设备时是无用的。设备链接创建了设备之间的合成层次关系，因此更加适合。

一个Thunderbolt主机控制器包含一些PCIe热插拔端口和一个NHI设备来管理PCIe交换机。从系统睡眠中恢复时，在热插拔端口重新启动之前，NHI设备需要重新建立与附加设备的PCI通道。如果热插拔端口是NHI的子节点，则PM核心会自动强制执行这个恢复顺序，但不幸的是它们是阿姨。解决方案是从热插拔端口（使用者）到NHI设备（供应者）添加设备链接。对于这个用例，不需要驱动程序的存在依赖关系。

混合图形笔记本电脑中的离散GPU通常具有用于HDMI/DP音频的HDA控制器。在设备层次结构中，HDA控制器是VGA设备的兄弟，但两者共享相同的电源域，只有在HDMI/DP显示器连接到VGA设备时才需要HDA控制器。从HDA控制器（使用者）到VGA设备（供应者）的设备链接恰当地代表了这种关系。

ACPI允许通过\_DEP对象定义设备启动顺序。一个典型的例子是当一个设备的ACPI电源管理方法以I2C访问的方式实现，并且要求一个特定的I2C控制器出现并且对于所涉及的设备的电源管理工作正常运行。

在一些SoC中，显示器、视频编解码器和视频处理IP核对处理暴发访问和压缩/解压缩的透明存储器访问IP核存在功能依赖。

## 替代方案

可以使用struct dev\_pm\_domain来覆盖总线、类或设备类型回调。它用于共享单个开/关开关的设备，但它不能保证特定的挂起/恢复顺序，这需要单独实现。它本身也不跟踪所涉及设备的运行时PM状态，并仅在全部处于运行时暂停状态时才关闭电源开关。此外，它不能用于强制执行特定的关闭顺序或驱动程序存在依赖性。

struct generic\_pm\_domain比设备连接更加笨重，不允许关闭顺序或驱动程序存在依赖性。它也不能在ACPI系统上使用。

## 实现

设备层次结构（顾名思义）是一棵树，添加设备链接后变成了一个有向无环图。

在挂起/恢复期间，这些设备的顺序由dpm\_list决定。在关闭期间，由devices\_kset决定。如果没有设备链接，这两个列表是设备树的一个展平的一维表示，设备被放在所有祖先后面。这是通过自上而下遍历ACPI命名空间或OpenFirmware设备树并在发现设备时将它们附加到列表中来实现的。

添加设备链接后，列表需要满足一个附加约束，即设备放置在所有它的供应者后面，递归地。为确保这一点，在添加设备链接时，将使用者和其下面的整个子图（使用者的所有子节点和消费者）移动到列表的末尾。（从device\_link\_add()调用device\_reorder\_to\_tail()。）

为了防止将依赖环引入图中，在设备链接添加时进行验证，以确保供应者不依赖使用者或使用者的任何子节点或消费者。（从device\_link\_add()调用device\_is\_dependent()。）如果违反了这个约束，device\_link\_add()将返回NULL，并记录一个警告。

值得注意的是，这也阻止了从父设备到子设备的设备链接添加。但是，反过来是被允许的，即从子设备到父设备的设备链接。由于驱动程序核心已经保证父设备和子设备之间的正确挂起/恢复和关闭顺序，如果需要驱动程序存在依赖性，这样的设备链接只有在这种情况下才有意义。在这种情况下，驱动程序作者应该仔细权衡是否设备链接是适合这个目的的正确工具。一个更合适的方法可能是简单地使用延迟探测或添加一个设备标志，导致父驱动程序在子驱动程序之前进行探测。

## 状态机

### enum device\_link\_state

**常量**

DL\_STATE\_NONE

未跟踪驱动程序的存在。

DL\_STATE\_DORMANT

供应商/使用者驱动程序均不在场。

DL\_STATE\_AVAILABLE

供应者驱动程序存在，但使用者不存在。

DL\_STATE\_CONSUMER\_PROBE

使用者正在探测（供应者驱动程序存在）。

DL\_STATE\_ACTIVE

供应者和使用者驱动程序都存在。

DL\_STATE\_SUPPLIER\_UNBIND

供应者驱动程序正在解绑。
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设备链接的初始状态由device\_link\_add()自动确定，基于供应商和使用者的驱动程序存在。如果在探测任何设备之前创建链接，它将被设置为DL\_STATE\_DORMANT。

当供应商设备绑定到驱动程序时，其消费者的链接进展到DL\_STATE\_AVAILABLE状态。(从driver\_bound()调用device\_links\_driver\_bound()。)

在探测消费者设备之前，验证供应商驱动程序的存在，方法是通过检查消费者设备是否不在wait\_for\_suppliers列表中，并通过检查到供应商的链接是否处于DL\_STATE\_AVAILABLE状态来实现。链接的状态更新为DL\_STATE\_CONSUMER\_PROBE。(从really\_probe()调用device\_links\_check\_suppliers()。)这可以防止供应商取消绑定。(从device\_links\_unbind\_consumers()调用wait\_for\_device\_probe()。)

如果探测失败，则链接回退到DL\_STATE\_AVAILABLE状态。(从really\_probe()调用device\_links\_no\_driver()。)如果探测成功，则链接到供应商将进展到DL\_STATE\_ACTIVE状态。(从driver\_bound()调用device\_links\_driver\_bound()。)

当消费者的驱动程序稍后被移除时，链接到供应商将回退到DL\_STATE\_AVAILABLE状态。(从\_\_device\_release\_driver()调用device\_links\_driver\_cleanup()中的\_\_device\_links\_no\_driver()。)

在移除供应商的驱动程序之前，将未绑定到驱动程序的消费者的链接更新为DL\_STATE\_SUPPLIER\_UNBIND。(从\_\_device\_release\_driver()调用device\_links\_busy()。)这可以防止消费者的绑定。(从really\_probe()调用device\_links\_check\_suppliers()。)已绑定的消费者将被释放其驱动程序；正在探测的消费者将等待直到完成。(从\_\_device\_release\_driver()调用device\_links\_unbind\_consumers()。)一旦所有链接到消费者的链接处于DL\_STATE\_SUPPLIER\_UNBIND状态，供应商驱动程序将被释放，并且链接将恢复到DL\_STATE\_DORMANT状态。(从\_\_device\_release\_driver()调用device\_links\_driver\_cleanup()。)

## API

### struct device\_link \* device\_link\_add(struct device \* consumer, struct device \* supplier, u32 flags)

创建两个设备之间的链接。

**参数**

struct device \* consumer

链接的消费者端。

struct device \* supplier

链接的供应商端。

u32 flags

链接标志。

**说明**

调用者负责将链接创建与运行时 PM 的适当同步。首先，设置 DL\_FLAG\_PM\_RUNTIME 标志将导致运行时 PM 框架考虑链接。其次，如果除此之外还设置了 DL\_FLAG\_RPM\_ACTIVE 标志，则供应商设备将被强制进入活动的“metastate”，并在创建链接时引用计数。如果未设置 DL\_FLAG\_PM\_RUNTIME，则 DL\_FLAG\_RPM\_ACTIVE 将被忽略。

如果设置了 DL\_FLAG\_AUTOREMOVE\_CONSUMER，则在消费者设备驱动程序取消绑定时，链接将自动删除。同时设置 DL\_FLAG\_AUTOREMOVE\_CONSUMER 和 DL\_FLAG\_STATELESS 是无效的，将导致返回 NULL。

链接创建的副作用是通过将消费者设备及其所有依赖项移动到这些列表的末尾（只对在调用此函数时尚未注册的设备不发生这种情况）来重新排序 dpm\_list 和 devices\_kset 列表。

在调用此函数时，要求已注册供应商设备，如果未注册，将返回 NULL。消费者设备不需要注册。

### void device\_link\_del(struct device\_link \* link)

删除两个设备之间的链接。

**参数**

struct device\_link \* link

要删除的设备链接。

**说明**

调用者必须确保此函数与运行时 PM 正确同步。如果链接添加多次，则需要删除多次。对于热插拔设备需要特别注意它们的链接会在去除时清除，此时不能再调用 device\_link\_del()。

# 基于消息的设备

## 融合消息设备

### u8 mpt\_register(MPT\_CALLBACK cbfunc, MPT\_DRIVER\_CLASS dclass, char \*func\_name)

注册特定于协议的主回调处理程序。

**参数**

MPT\_CALLBACK cbfunc

回调函数指针

MPT\_DRIVER\_CLASS dclass

协议驱动程序的类别（MPT\_DRIVER\_CLASS enum值）

char \*func\_name

调用函数的名称

**说明**

协议特定的驱动程序（SCSI 主机，LAN，SCSI 目标）调用此例程以注册其答复回调例程。每个协议特定的驱动程序必须在使用任何 IOC 资源之前这样做，例如获取请求帧。

**注释**

SCSI 协议驱动程序当前调用此例程三次，为“普通”SCSI IO、MptScsiTaskMgmt 请求和扫描/DV 请求注册单独的回调。

如果成功，返回为在范围（和 S.O.D. 顺序）内的 u8 值“句柄” {N,…,7,6,5,…,1}。调用者应将返回为 MPT\_MAX\_PROTOCOL\_DRIVERS（包括零）视为错误。

### void mpt\_deregister(u8 cb\_idx)

取消注册协议驱动程序资源。

**参数**

u8 cb\_idx

以前注册的回调句柄

每个协议特定的驱动程序在卸载其模块时都应调用此例程。

### int mpt\_event\_register(u8 cb\_idx, MPT\_EVHANDLER ev\_cbfunc)

注册特定于协议的事件回调处理程序。

**参数**

u8 cb\_idx

先前已注册的（通过 mpt\_register 注册）回调句柄

MPT\_EVHANDLER ev\_cbfunc

回调函数

**说明**

如果/当一个或多个协议特定的驱动程序选择被通知 MPT 事件时，可以调用此例程。

成功返回 0。

### void mpt\_event\_deregister(u8 cb\_idx)

取消注册协议特定的事件回调处理程序。

**参数**

u8 cb\_idx

以前注册的回调句柄

**说明**

每个协议特定的驱动程序在它不（或不能再）处理事件时或在其模块被卸载时都应调用此例程。

### int mpt\_reset\_register(u8 cb\_idx, MPT\_RESETHANDLER reset\_func)

注册协议特定的 IOC 重置处理程序

**参数**

u8 cb\_idx

之前通过 mpt\_register 注册的回调函数句柄

MPT\_RESETHANDLER reset\_func

重置函数

**说明**

如果协议特定的驱动选择在 IOC 重置时获得通知，则可以由一个或多个协议特定的驱动程序调用此例程。

成功返回 0。

### void mpt\_reset\_deregister (u8 cb\_idx)

取消注册协议特定的 IOC 重置处理程序。

**参数**

u8 cb\_idx

之前注册的回调句柄

**说明**

每个协议特定的驱动程序在不处理 IOC 重置处理或卸载其模块时应调用此例程。

### int mpt\_device\_driver\_register（struct mpt\_pci\_driver \*dd\_cbfunc，u8 cb\_idx）

注册设备驱动程序挂钩

**参数**

struct mpt\_pci\_driver \* dd\_cbfunc

驱动程序回调结构

u8 cb\_idx

MPT 协议驱动程序索引

### void mpt\_device\_driver\_deregister（u8 cb\_idx）

取消注册设备驱动程序挂钩

**参数**

u8 cb\_idx

MPT 协议驱动程序索引

### MPT\_FRAME\_HDR \*mpt\_get\_msg\_frame（u8 cb\_idx，MPT\_ADAPTER \* ioc）

从池中获取 MPT 请求帧

**参数**

u8 cb\_idx

已注册的 MPT 协议驱动的句柄

MPT\_ADAPTER \* ioc

指向 MPT 适配器结构的指针

**说明**

从每个 MPT 适配器分配的池中获取 MPT 请求帧（1024 个）。

如果没有可用或 IOC 未激活，则返回指向 MPT 请求帧的指针为空。

### void mpt\_put\_msg\_frame（u8 cb\_idx，MPT\_ADAPTER \* ioc，MPT\_FRAME\_HDR \* mf）

将协议特定的 MPT 请求帧发送到 IOC。

**参数**

u8 cb\_idx

已注册的 MPT 协议驱动的句柄

MPT\_ADAPTER \* ioc

指向 MPT 适配器结构的指针

MPT\_FRAME\_HDR \* mf

指向 MPT 请求帧的指针

**说明**

此例程将 MPT 请求帧发布到特定 MPT 适配器的请求发布 FIFO 中。

### void mpt\_put\_msg\_frame\_hi\_pri（u8 cb\_idx，MPT\_ADAPTER \* ioc，MPT\_FRAME\_HDR \* mf）

发送高优先级的协议特定的 MPT 请求帧

**参数**

u8 cb\_idx

已注册的 MPT 协议驱动的句柄

MPT\_ADAPTER \* ioc

指向 MPT 适配器结构的指针

MPT\_FRAME\_HDR \* mf

指向 MPT 请求帧的指针

**说明**

使用高优先级请求队列将协议特定的 MPT 请求帧发送到 IOC。

此例程将 MPT 请求帧发布到特定 MPT 适配器的请求发布 FIFO 中。

### void mpt\_free\_msg\_frame（MPT\_ADAPTER \* ioc，MPT\_FRAME\_HDR \* mf）

将 MPT 请求帧放回 FreeQ。

**参数**

MPT\_ADAPTER \* ioc

指向 MPT 适配器结构的指针

MPT\_FRAME\_HDR \* mf

指向 MPT 请求帧的指针

**说明**

此例程将 MPT 请求帧放回 MPT 适配器的 FreeQ。

### int mpt\_send\_handshake\_request（u8 cb\_idx，MPT\_ADAPTER \* ioc，int reqBytes，u32 \* req，int sleepFlag）

通过 doorbell 握手方法发送 MPT 请求。

**参数**

u8 cb\_idx

已注册的 MPT 协议驱动的句柄

MPT\_ADAPTER \* ioc

指向 MPT 适配器结构的指针

int reqBytes

请求的大小（字节为单位）

u32 \* req

指向 MPT 请求帧的指针

int sleepFlag

如果 CAN\_SLEEP 则使用 schedule，否则使用 udelay。

**说明**

此例程仅用于发送 MptScsiTaskMgmt 请求，因为它们必须通过 doorbell 握手发送。

**注意**

呼叫者有责任对执行大小超过 1 字节的请求中的字段进行字节交换。

成功返回 0，失败返回非零。

### int mpt\_verify\_adapter（int iocid，MPT\_ADAPTER \*\* iocpp）

给定 IOC 标识符，将指针设置为其适配器结构。

**参数**

int iocid

IOC 唯一标识符（整数）

MPT\_ADAPTER \*\* iocpp

指向 IOC 适配器的指针

**说明**

给定唯一的 IOC 标识符，设置指向相关 MPT 适配器结构的指针。

如果找到 iocid，则返回 iocid 并设置 iocpp。如果未找到 iocid，则返回 -1。

### int mpt\_attach（struct pci\_dev \* pdev，const struct pci\_device\_id \* id）

安装 PCI 智能 MPT 适配器。

**参数**

struct pci\_dev \* pdev

pci\_dev 结构的指针

const struct pci\_device\_id \* id

PCI 设备 ID 信息

**说明**

此例程执行将 MPT 适配器的 IOC 带入 OPERATIONAL 状态所需的所有步骤。这包括注册内存区域、注册中断并分配请求和回复内存池。

此例程还预获取光纤通道 MPT 适配器的 LAN MAC 地址。

成功返回 0，失败返回非零。

TODO: 添加对轮询控制器的支持

### void mpt\_detach（struct pci\_dev \* pdev）

移除 PCI 智能 MPT 适配器。

**参数**

struct pci\_dev \* pdev

pci\_dev 结构的指针

### int mpt\_suspend（struct pci\_dev \* pdev，pm\_message\_t state）

Fusion MPT 基本驱动程序挂起例程。

**参数**

struct pci\_dev \* pdev

pci\_dev 结构的指针

pm\_message\_t state

要进入的新状态

### int mpt\_resume（struct pci\_dev \* pdev）

Fusion MPT 基础驱动程序恢复例程。

**参数**

struct pci\_dev \* pdev

pci\_dev 结构的指针

### u32 mpt\_GetIocState（MPT\_ADAPTER \* ioc，int cooked）

获取 MPT 适配器的当前状态。

**参数**

MPT\_ADAPTER \* ioc

指向 MPT\_ADAPTER 结构的指针

int cooked

请求原始或熟悉的 IOC 状态

**说明**

如果 cooked==0，则返回所有 IOC Doorbell 寄存器位，否则仅返回 MPI\_IOC\_STATE\_MASK 中的 Doorbell 位。

### int mpt\_alloc\_fw\_memory（MPT\_ADAPTER \* ioc，int size）

分配固件内存

**参数**

MPT\_ADAPTER \* ioc

指向 MPT\_ADAPTER 结构的指针

int size

总固件字节数

**说明**

如果已经分配了内存，则返回相同（缓存的）值。

如果成功则返回0，否则返回非零值

### void mpt\_free\_fw\_memory（MPT\_ADAPTER \* ioc）

释放固件内存

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

**说明**

如果alt\_img为NULL，则从ioc结构中删除。 否则，在相同格式中删除一个辅助映像。

### int mptbase\_sas\_persist\_operation（MPT\_ADAPTER \* ioc，u8 persist\_opcode）

对SAS持久表执行操作

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

u8 persist\_opcode

见下文

**说明**

MPI\_SAS\_OP\_CLEAR\_NOT\_PRESENT - 释放所有持久的 TargetID 映射

当前不存在的设备。

MPI\_SAS\_OP\_CLEAR\_ALL\_PERSISTENT - 清除所有持久 TargetID 映射

**注意**

不要在中断时间使用此函数。

成功返回0，非零错误返回

### int mpt\_raid\_phys\_disk\_pg0（MPT\_ADAPTER \* ioc，u8 phys\_disk\_num，RaidPhysDiskPage0\_t \* phys\_disk）

返回物理磁盘页零

**参数**

MPT\_ADAPTER \* ioc

指向适配器结构的指针

u8 phys\_disk\_num

由ioc生成的IO单元唯一物理磁盘编号

RaidPhysDiskPage0\_t \* phys\_disk

请求的有效负载数据返回

**返回**

成功返回0

-如果读取配置页标题失败或数据指针不为NULL，则返回-EFAULT；

-如果pci\_alloc失败，则返回-ENOMEM。

### int mpt\_raid\_phys\_disk\_get\_num\_paths（MPT\_ADAPTER \* ioc，u8 phys\_disk\_num）

返回与此物理编号关联的路径数

**参数**

MPT\_ADAPTER \* ioc

指向适配器结构的指针

u8 phys\_disk\_num

由ioc生成的IO单元唯一物理磁盘编号

**返回**

返回路径数

### int mpt\_raid\_phys\_disk\_pg1（MPT\_ADAPTER \* ioc，u8 phys\_disk\_num，RaidPhysDiskPage1\_t \* phys\_disk）

返回物理磁盘页1

**参数**

MPT\_ADAPTER \* ioc

指向适配器结构的指针

u8 phys\_disk\_num

由ioc生成的IO单元唯一物理磁盘编号

RaidPhysDiskPage1\_t \* phys\_disk

请求的有效负载数据返回

**返回**

成功返回0

-如果读取配置页标题失败或数据指针不为NULL，则返回-EFAULT；

-如果pci\_alloc失败，则返回-ENOMEM。

### int mpt\_findImVolumes（MPT\_ADAPTER \* ioc）

识别隐藏磁盘和RAID卷的ID

**参数**

MPT\_ADAPTER \* ioc

指向适配器结构的指针

**返回**

成功返回0

-如果读取配置页标题失败或数据指针不为NULL，则返回-EFAULT；

-如果pci\_alloc失败，则返回-ENOMEM。

### int mpt\_config（MPT\_ADAPTER \* ioc，CONFIGPARMS \* pCfg）

通用功能以发出配置消息

**参数**

MPT\_ADAPTER \* ioc

指向适配器结构的指针

CONFIGPARMS \* pCfg

指向配置结构的指针。 结构包含操作，页面地址，方向，物理地址和指向配置页标题的指针，页面头已更新。

**说明**

成功返回0

-如果当前没有可用的消息帧，则返回-EAGAIN；

-如果未成功回复或未回复（超时） -EFAULT。

### void mpt\_print\_ioc\_summary（MPT\_ADAPTER \* ioc，char \* buffer，int \* size，int len，int showlan）

将IOC的ASCII摘要写入缓冲区。

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

char \* buffer

指向应将IOC摘要信息写入的缓冲区的指针

int \* size

指向我们写入的字节数（由此例程设置）的指针

int len

在缓冲区中开始写入的偏移量

int showlan

是否显示LAN？

**说明**

此例程将ASCII文本（可读的英语）写入缓冲区，该文本表示IOC信息的摘要。

### int mpt\_set\_taskmgmt\_in\_progress\_flag（MPT\_ADAPTER \* ioc）

设置与任务管理相关的标志

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

**说明**

如果成功，则返回0；如果失败，则返回-1。

如果返回-1，则无法设置标志

### void mpt\_clear\_taskmgmt\_in\_progress\_flag（MPT\_ADAPTER \* ioc）

清除与任务管理相关的标志

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

### void mpt\_halt\_firmware（MPT\_ADAPTER \* ioc）

如果固件正在运行，则停止固件并使内核处于恐慌状态

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

### int mpt\_Soft\_Hard\_ResetHandler（MPT\_ADAPTER \* ioc，int sleepFlag）

尝试更便宜的重置

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

int sleepFlag

指示必须调用sleep或schedule。

**说明**

如果它失败了，请尝试softreset，仅在失败时才进行昂贵的HardReset。

### int mpt\_HardResetHandler（MPT\_ADAPTER \* ioc，int sleepFlag）

常规重置处理程序

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

int sleepFlag

指示必须调用sleep或schedule。

**说明**

基于输入参数值发出SCSI任务管理调用。 如果TaskMgmt失败，则返回相关的SCSI请求。

备注\_HardResetHandler可以从中断线程（定时器）或非中断线程调用。 在前者中，不能调用调度程序（）。

**注意**

返回-1是致命错误的情况，因为它意味着发生FW重新加载/初始化失败。

成功返回0

### const char \* mptscsih\_info（struct Scsi\_Host \* SChost）

返回有关MPT适配器的信息

**参数**

struct Scsi\_Host \* SChost

指向Scsi\_Host结构的指针

（linux scsi\_host\_template.info routine）

返回写入信息的缓冲区的指针。

### int mptscsih\_qcmd（struct scsi\_cmnd \* SCpnt）

主要的Fusion MPT SCSI发起者IO启动例程。

**参数**

struct scsi\_cmnd \* SCpnt

指向scsi\_cmnd结构的指针

**说明**

（linux scsi\_host\_template.queuecommand routine）这是主要的SCSI IO启动例程。从linux scsi\_cmnd请求创建MPI SCSIIORequest并将其发送到IOC。

返回0。（rtn值被Linux SCSI中层舍弃）

### int mptscsih\_IssueTaskMgmt（MPT\_SCSI\_HOST \* hd，u8 type，u8 channel，u8 id，u64 lun，int ctx2abort，ulong timeout）

通用发送任务管理函数。

**参数**

MPT\_SCSI\_HOST \* hd

指向MPT\_SCSI\_HOST结构的指针

u8 type

任务管理类型

u8 channel

任务管理通道号

u8 id

重置的逻辑目标ID（如果适用）

u64 lun

重置的逻辑单元（如果适用）

int ctx2abort

要中止任务的上下文（如果适用）

ulong timeout

任务管理控制的超时时间

**说明**

备注\_HardResetHandler可以从中断线程（定时器）或非中断线程调用。 在前者中，不得调用schedule（）。

并非所有字段对所有任务类型都有意义。

返回0表示成功，或FAILED。

### int mptscsih\_abort（struct scsi\_cmnd \* SCpnt）

中止linux scsi\_cmnd例程，new\_eh变体

**参数**

struct scsi\_cmnd \* SCpnt

指向要中止的scsi\_cmnd结构的指针IO

（linux scsi\_host\_template.eh\_abort\_handler例程）

返回成功或失败。

### int mptscsih\_dev\_reset（struct scsi\_cmnd \* SCpnt）

执行SCSI TARGET\_RESET！ new\_eh变体

**参数**

struct scsi\_cmnd \* SCpnt

指向IO的scsi\_cmnd结构的指针，该结构需要进行重置

**说明**

（linux scsi\_host\_template.eh\_dev\_reset\_handler例程）

返回成功或失败。

### int mptscsih\_bus\_reset（struct scsi\_cmnd \* SCpnt）

执行SCSI BUS\_RESET！ new\_eh变体

**参数**

struct scsi\_cmnd \* SCpnt

指向IO的scsi\_cmnd结构的指针，该结构需要进行重置

**说明**

（linux scsi\_host\_template.eh\_bus\_reset\_handler例程）

返回成功或失败。

### int mptscsih\_host\_reset（struct scsi\_cmnd \* SCpnt）

执行SCSI主机适配器重置（new\_eh变体）

**参数**

struct scsi\_cmnd \* SCpnt

指向IO的scsi\_cmnd结构的指针，该结构需要进行重置

**说明**

（linux scsi\_host\_template.eh\_host\_reset\_handler例程）

返回成功或失败。

### int mptscsih\_taskmgmt\_complete（MPT\_ADAPTER \* ioc，MPT\_FRAME\_HDR \* mf，MPT\_FRAME\_HDR \* mr）

注册到Fusion MPT基本驱动程序

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

MPT\_FRAME\_HDR \* mf

指向SCSI任务管理请求帧的指针

MPT\_FRAME\_HDR \* mr

指向SCSI任务管理回复帧的指针

**说明**

在任何SCSI任务管理请求完成时，从mptbase.c :: mpt\_interrupt（）调用此例程。 该例程通过mpt\_register（）API调用在驱动程序加载/初始化时向MPT（base）驱动程序注册。

返回1，表示分配的请求帧指针应被释放。

### struct scsi\_cmnd \* mptscsih\_get\_scsi\_lookup（MPT\_ADAPTER \* ioc，int i）

检索scmd条目

**参数**

MPT\_ADAPTER \* ioc

指向MPT\_ADAPTER结构的指针

int i

数组中的索引

**说明**

返回scsi\_cmd指针see below

# 声音设备

## snd\_printk(fmt, ...)

打印包装器

**参数**

fmt

格式字符串

...

变量参数

**说明**

与printk（）类似，但在配置为CONFIG\_SND\_VERBOSE\_PRINTK时打印调用者的文件和行。

## snd\_printd（fmt，...）

调试printk

**参数**

fmt

格式字符串

...

变量参数

**说明**

与snd\_printk（）类似，用于调试目的。 在未设置CONFIG\_SND\_DEBUG时被忽略。

## snd\_BUG（）

给出一个BUG警告消息和堆栈跟踪

**参数**

**说明**

如果设置了CONFIG\_SND\_DEBUG，则调用WARN（）。 在未设置CONFIG\_SND\_DEBUG时被忽略。

## snd\_printd\_ratelimit（）

**参数**

snd\_BUG\_ON（cond）

调试检查宏

**参数**

cond

要评估的条件

**说明**

当设置CONFIG\_SND\_DEBUG时具有与WARN\_ON相同的行为，否则仅评估条件并返回。

## snd\_printdd（format，...）

调试printk

**参数**

format

格式字符串

...

变量参数

**说明**

与snd\_printk（）类似，用于调试目的。 在未设置CONFIG\_SND\_DEBUG\_VERBOSE时被忽略。

## int register\_sound\_special\_device（const struct file\_operations \* fops，int unit，struct device \* dev）

注册特殊声音节点

**参数**

const struct file\_operations \* fops

驱动程序的文件操作

int unit

要分配的单元号

struct device \* dev

设备指针

**说明**

从声音子系统按较小号分配特殊声音设备。

**返回**

成功时返回分配的数字。 失败时返回负错误代码。

## int register\_sound\_mixer（const struct file\_operations \* fops，int dev）

注册混合器设备

**参数**

const struct file\_operations \* fops

驱动程序的文件操作

int dev

要分配的单元号

**说明**

分配混合器设备。 单元是请求的混合器数量。 传递-1以请求下一个空闲混合器单元。

**返回**

成功时返回分配的数字。 失败时返回负错误代码。

## int register\_sound\_dsp（const struct file\_operations \* fops，int dev）

注册DSP设备

**参数**

const struct file\_operations \* fops

驱动程序的文件操作

int dev

要分配的单元号

**说明**

分配DSP设备。 单元是请求的DSP数量。 传递-1以请求下一个空闲DSP单元。

此函数一起分配音频和dsp设备条目，并且将始终将它们分配为匹配对 - 例如dsp3 / audio3

**返回**

成功时返回分配的数字。 失败时返回负错误代码。

## void unregister\_sound\_special（int unit）

注销特殊声音设备

**参数**

int unit

要分配的单元号

**说明**

释放使用register\_sound\_special（）分配的声音设备。 传递的单元是注册函数的返回。

## void unregister\_sound\_mixer（int unit）

注销混合器

**参数**

int unit

要分配的单元号

**说明**

释放使用register\_sound\_mixer（）分配的声音设备。 传递的单元是注册函数的返回。

## void unregister\_sound\_dsp（int unit）

注销DSP设备

**参数**

int unit

要分配的单元号

**说明**

释放使用register\_sound\_dsp（）分配的声音设备。 传递的单元是注册函数的返回。

两个分配的单元一起自动释放。

## int snd\_pcm\_stream\_linked（struct snd\_pcm\_substream \* substream）

检查substream是否链接到其他流

**参数**

snd\_pcm\_substream \* substream

要检查的流

**说明**

如果给定的子流正在与其他流链接，则返回true。

## snd\_pcm\_stream\_lock\_irqsave（substream，flags）

锁定PCM流程

**参数**

substream

PCM子流

flags

irq标志

**说明**

这锁定PCM流程就像snd\_pcm\_stream\_lock（）一样，但是在本地IRQ（仅在非原子操作时）中。在非原子情况下，这与snd\_pcm\_stream\_lock（）相同。

## snd\_pcm\_group\_for\_each\_entry（s，substream）

迭代链接的子流

**参数**

s

迭代器

substream

子流

**说明**

迭代到链接到给定子流的所有链接子流。如果子流没有与其他人链接，则将返回子流本身一次。

## int snd\_pcm\_running（struct snd\_pcm\_substream \* substream）

检查子流是否处于运行状态

**参数**

struct snd\_pcm\_substream \* substream

要检查的流

**说明**

如果给定的子流处于状态RUNNING或状态DRAINING（用于播放）中，则返回true。

## ssize\_t bytes\_to\_samples（struct snd\_pcm\_runtime \* runtime，ssize\_t size）

从字节转换为样本的单位转换

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

ssize\_t size

大小（以字节为单位）

## snd\_pcm\_sframes\_t bytes\_to\_frames（struct snd\_pcm\_runtime \* runtime，ssize\_t size）

从字节转换为帧的单位转换

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

ssize\_t size

大小（以字节为单位）

## ssize\_t samples\_to\_bytes（struct snd\_pcm\_runtime \* runtime，ssize\_t size）

从样本转换为字节的单位转换

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

ssize\_t size

大小（以样本为单位）

## ssize\_t frames\_to\_bytes（struct snd\_pcm\_runtime \* runtime，snd\_pcm\_sframes\_t size）

从帧转换为字节的单位转换

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

snd\_pcm\_sframes\_t size

大小（以帧为单位）

## int frame\_aligned（struct snd\_pcm\_runtime \* runtime，ssize\_t bytes）

检查字节大小是否对齐到帧

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

ssize\_t bytes

大小（以字节为单位）

## size\_t snd\_pcm\_lib\_buffer\_bytes（struct snd\_pcm\_substream \* substream）

获取当前PCM的缓冲区大小（以字节为单位）

**参数**

struct snd\_pcm\_substream \* substream

PCM子流

## size\_t snd\_pcm\_lib\_period\_bytes（struct snd\_pcm\_substream \* substream）

获取当前PCM的周期大小（以字节为单位）

**参数**

struct snd\_pcm\_substream \* substream

PCM子流

## snd\_pcm\_uframes\_t snd\_pcm\_playback\_avail（struct snd\_pcm\_runtime \* runtime）

获取播放可用（可写）空间

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

**说明**

结果在0 ...（边界-1）之间

## snd\_pcm\_uframes\_t snd\_pcm\_capture\_avail（struct snd\_pcm\_runtime \* runtime）

获取可捕获的可用（可读）空间

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

**说明**

结果在0 ...（边界-1）之间

## snd\_pcm\_sframes\_t snd\_pcm\_playback\_hw\_avail（struct snd\_pcm\_runtime \* runtime）

获取播放队列空间

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

## snd\_pcm\_sframes\_t snd\_pcm\_capture\_hw\_avail（struct snd\_pcm\_runtime \* runtime）

获取捕获的空闲空间

**参数**

struct nd\_pcm\_runtime \* runtime

PCM运行时实例

## int snd\_pcm\_playback\_ready（struct snd\_pcm\_substream \* substream）

检查播放缓冲区是否可用

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

**说明**

检查播放缓冲区上是否有足够的空闲空间。

**返回**

如果可用，则为非零；如果不是，则为零。

## int snd\_pcm\_capture\_ready（struct snd\_pcm\_substream \* substream）

检查捕获缓冲区是否可用

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

**说明**

检查捕获缓冲区上是否有足够的捕获数据。

**返回**

如果可用，则为非零；如果不是，则为零。

## int snd\_pcm\_playback\_data（struct snd\_pcm\_substream \* substream）

检查播放缓冲区上是否存在任何数据

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

**说明**

检查播放缓冲区上是否存在任何数据。

**返回**

如果存在任何数据，则为非零；如果不存在，则为零。如果stop\_threshold大于或等于边界，则该函数始终返回非零。

## int snd\_pcm\_playback\_empty（struct snd\_pcm\_substream \* substream）

检查播放缓冲区是否为空

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

**说明**

检查播放缓冲区是否为空。

**返回**

如果为空，则为非零；如果不是，则为零。

## int snd\_pcm\_capture\_empty（struct snd\_pcm\_substream \* substream）

检查捕获缓冲区是否为空

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

**说明**

检查捕获缓冲区是否为空。

**返回**

如果为空，则为非零；如果不是，则为零。

## void snd\_pcm\_trigger\_done（struct snd\_pcm\_substream \* substream，struct snd\_pcm\_substream \* master）

标记主子流

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

snd\_pcm\_substream \* master

链接的主子流

**说明**

当同一卡的多个子流链接在一起并且硬件支持单次操作时，驱动程序在snd\_pcm\_group\_for\_each\_entry（）循环中调用此函数以标记子流为“done”。然后，大多数触发操作仅对给定的主子流执行。

在触发操作结束时，时间戳更新时清除trigger\_master标记。

## unsigned int params\_channels（const struct snd\_pcm\_hw\_params \* p）

从硬件参数中获取通道数

**参数**

struct const struct snd\_pcm\_hw\_params \* p

硬件参数

## unsigned int params\_rate（const struct snd\_pcm\_hw\_params \* p）

从硬件参数获取采样率

**参数**

const struct snd\_pcm\_hw\_params \*p

硬件参数

## unsigned int params\_period\_size(const struct snd\_pcm\_hw\_params \*p)

从硬件参数获取周期大小（以帧为单位）

**参数**

const struct snd\_pcm\_hw\_params \*p

硬件参数

## unsigned int params\_periods(const struct snd\_pcm\_hw\_params \*p)

从硬件参数取周期数

**参数**

const struct snd\_pcm\_hw\_params \*p

硬件参数

## unsigned int params\_buffer\_size(const struct snd\_pcm\_hw\_params \*p)

从硬件参数获取缓冲区大小（以帧为单位）

**参数**

const struct snd\_pcm\_hw\_params \*p

硬件参数

## unsigned int params\_buffer\_bytes(const struct snd\_pcm\_hw\_params \*p)

从硬件参数获取缓冲区大小（以字节为单位）

**参数**

const struct snd\_pcm\_hw\_params \*p

硬件参数

## int snd\_pcm\_hw\_constraint\_single(struct snd\_pcm\_runtime \*runtime，snd\_pcm\_hw\_param\_t var，unsigned int val)

将参数限制为单个值

**参数**

struct snd\_pcm\_runtime \*runtime

PCM运行时实例

snd\_pcm\_hw\_param\_t var

要约束的hw\_params变量

unsigned int val

要限制的值

**返回**

如果值被更改，则为正数；如果未更改，则为零，如果是负错误代码。

## int snd\_pcm\_format\_cpu\_endian(snd\_pcm\_format\_t format)

检查PCM格式是否为CPU字节序

**参数**

snd\_pcm\_format\_t format

要检查的格式

**返回**

如果给定的PCM格式是CPU字节序，则返回1，否则返回0，如果未指定字节序，则返回负错误代码。

## void snd\_pcm\_set\_runtime\_buffer(struct snd\_pcm\_substream \*substream，struct snd\_dma\_buffer \*bufp)

设置PCM运行时缓冲区

**参数**

struct snd\_pcm\_substream \*substream

要设置的PCM子流

struct snd\_dma\_buffer \*bufp

缓冲区信息，为NULL则清除

**说明**

当bufp非NULL时，将缓冲区信息复制到runtime->dma\_buffer。否则清除当前的缓冲区信息。

## void snd\_pcm\_gettime(struct snd\_pcm\_runtime \*runtime，struct timespec \*tv)

根据时间戳模式填写timespec

**参数**

struct snd\_pcm\_runtime \*runtime

PCM运行时实例

struct timespec \*tv

要填充的timespec

## int snd\_pcm\_lib\_alloc\_vmalloc\_buffer(struct snd\_pcm\_substream \*substream，size\_t size)

分配虚拟DMA缓冲区

**参数**

struct snd\_pcm\_substream \*substream

要将缓冲区分配给的子流

size\_t size

请求的缓冲区大小，以字节为单位

**说明**

使用vmalloc()分配PCM子流缓冲区，即内存在内核虚拟空间中具有连续性，但在物理内存中没有。如果缓冲区由内核代码访问但不由设备DMA访问，则使用此选项。

**返回**

如果缓冲区已更改，则返回1；如果未更改，则返回0，否则返回负错误代码。

## int snd\_pcm\_lib\_alloc\_vmalloc\_32\_buffer(struct snd\_pcm\_substream \*substream，size\_t size)

分配32位可寻址缓冲区

**参数**

struct snd\_pcm\_substream \*substream

要将缓冲区分配给的子流

size\_t size

请求的缓冲区大小，以字节为单位

**说明**

此函数的工作方式类似于snd\_pcm\_lib\_alloc\_vmalloc\_buffer()，但使用vmalloc\_32()，即从32位可寻址内存中分配页面。

**返回**

如果缓冲区已更改，则返回1；如果未更改，则返回0，否则返回负错误代码。

## dma\_addr\_t snd\_pcm\_sgbuf\_get\_addr(struct snd\_pcm\_substream \*substream，unsigned int ofs)

获取相应偏移量处的DMA地址

**参数**

struct snd\_pcm\_substream \*substream

PCM子流

unsigned int ofs

字节偏移量

## void \*snd\_pcm\_sgbuf\_get\_ptr(struct snd\_pcm\_substream \*substream，unsigned int ofs)

获取相应偏移量处的虚拟地址

**参数**

struct snd\_pcm\_substream \*substream

PCM子流

unsigned int ofs

字节偏移量

## unsigned int snd\_pcm\_sgbuf\_get\_chunk\_size(struct snd\_pcm\_substream \*substream，unsigned int ofs，unsigned int size)

计算适合连续页面中的最大大小

**参数**

struct snd\_pcm\_substream \*substream

PCM子流

unsigned int ofs

字节偏移量

unsigned int size

要检查的字节大小

## void snd\_pcm\_mmap\_data\_open(struct vm\_area\_struct \*area)

增加mmap计数器

**参数**

struct vm\_area\_struct \*area

VMA

**说明**

PCM mmap回调应适当处理此计数器

## void snd\_pcm\_mmap\_data\_close(struct vm\_area\_struct \*area)

减少mmap计数器

**参数**

struct vm\_area\_struct \*area

VMA

**说明**

PCM mmap回调应适当处理此计数器

## void snd\_pcm\_limit\_isa\_dma\_size(int dma，size\_t \*max)

获取适合ISA DMA传输的最大大小

**参数**

int dma

DMA编号

size\_t \*max

指向存储最大大小的指针

## const char \*snd\_pcm\_stream\_str(struct snd\_pcm\_substream \*substream)

获取命名流的字符串方向

**参数**

struct snd\_pcm\_substream \*substream

pcm子流实例

**返回**

命名流方向的字符串。

## struct snd\_pcm\_substream \*snd\_pcm\_chmap\_substream(struct snd\_pcm\_chmap \*info，unsigned int idx)

获取分配给给定chmap信息的PCM子流

**参数**

struct snd\_pcm\_chmap \*info

chmap信息

unsigned int idx

子流编号索引

## u64 pcm\_format\_to\_bits(snd\_pcm\_format\_t pcm\_format)

pcm\_format到二进制的强类型转换

**参数**

snd\_pcm\_format\_t pcm\_format

PCM格式

## const char \*snd\_pcm\_format\_name(snd\_pcm\_format\_t format)

为给定的PCM格式返回一个名称字符串

**参数**

snd\_pcm\_format\_t format

PCM格式

## int snd\_pcm\_new\_stream(struct snd\_pcm \*pcm，int stream，int substream\_count)

创建新的PCM流

**参数**

struct snd\_pcm \*pcm

pcm实例

int stream

流方向，SNDRV\_PCM\_STREAM\_XXX

int substream\_count

子流的数量

**说明**

为PCM创建新流。 在调用此函数之前，pcm上相应的流必须为空，即必须为snd\_pcm\_new()的参数传递零。

**返回**

成功则为零，失败则为负错误代码。

## int snd\_pcm\_new(struct snd\_card \* card, const char \* id, int device, int playback\_count, int capture\_count, struct snd\_pcm \*\* rpcm)

创建一个新的PCM实例

**参数**

struct snd\_card \* card

卡的实例

const char \* id

ID字符串

int device

设备索引（从零开始）

int playback\_count

播放的子流数

int capture\_count

捕获的子流数

struct snd\_pcm \*\* rpcm

用于存储新PCM实例的指针

**说明**

创建一个新的PCM实例。

后续需要通过snd\_pcm\_set\_ops()为新实例设置PCM操作符。

**返回**

成功返回零，失败返回负错误代码。

## int snd\_pcm\_new\_internal(struct snd\_card \* card，const char \* id, int device, int playback\_count, int capture\_count, struct snd\_pcm \*\* rpcm)

创建一个新的内部PCM实例

**参数**

struct snd\_card \* card

卡的实例

const char \* id

ID字符串

int device

设备索引（基于共享的正常PCM）

int playback\_count

播放的子流数

int capture\_count

捕获的子流数

struct snd\_pcm \*\* rpcm

用于存储新PCM实例的指针

**说明**

创建一个新的没有用户空间设备或procfs条目的内部PCM实例。这用于 ASoC 后端PCM，以创建仅由内核驱动程序内部使用的PCM。即不能被用户空间打开。它为现有的 ASoC 组件驱动程序提供了一个子流，并提供了访问任何私有数据的方式。

后续需要通过snd\_pcm\_set\_ops()为新实例设置PCM操作符。

**返回**

成功返回零，失败返回负错误代码。

## int snd\_pcm\_notify(struct snd\_pcm\_notify \* notify, int nfree)

添加/删除通知列表

**参数**

struct snd\_pcm\_notify \* notify

PCM通知列表

int nfree

0 = 注册，1 = 反注册

**说明**

将给定的通知添加到全局列表中，以使回调为每个已注册的PCM设备调用。到目前为止，这仅存在于 PCM OSS 模拟中。

## int snd\_device\_new(struct snd\_card \* card, enum snd\_device\_type type, void \* device\_data, struct snd\_device\_ops \* ops)

创建一个 ALSA 设备组件

**参数**

struct snd\_card \* card

卡的实例

enum snd\_device\_type type

设备类型，SNDRV\_DEV\_XXX

void \* device\_data

该设备的数据指针

struct snd\_device\_ops \* ops

操作表

**说明**

为给定的数据指针创建一个新的设备组件。该设备将分配给卡，并由卡一起管理。

数据指针也起到标识符的作用，因此指针地址必须是唯一且不变的。

**返回**

成功返回零，失败返回负错误代码。

## void snd\_device\_disconnect(struct snd\_card \* card, void \* device\_data)

断开该设备

**参数**

struct snd\_card \* card

卡的实例

void \* device\_data

要断开的数据指针

**说明**

将该设备转换为断开状态，如果设备已经注册，则调用dev\_disconnect回调。通常从snd\_card\_disconnect()中调用。

**返回**

成功返回零，失败返回负错误代码或找不到设备。

## void snd\_device\_free(struct snd\_card \* card, void \* device\_data)

释放该设备

**参数**

struct snd\_card \* card

卡的实例

void \* device\_data

要释放的数据指针

**说明**

从卡的列表中删除该设备，并调用与状态相对应的回调dev\_disconnect和dev\_free。然后释放该设备。

## int snd\_device\_register(struct snd\_card \* card, void \* device\_data)

注册该设备

**参数**

struct snd\_card \* card

卡的实例

void \* device\_data

要注册的数据指针

**说明**

已通过snd\_device\_new()创建设备。通常在调用snd\_card\_register()后调用，但如果创建了任何新设备，则稍后可以调用它们。

**返回**

成功返回零，失败返回负错误代码或找不到设备。

## int snd\_info\_get\_line(struct snd\_info\_buffer \* buffer, char \* line, int len)

从procfs缓冲区中读取一行

**参数**

struct snd\_info\_buffer \* buffer

procfs缓冲区

char \* line

要存储的缓冲区

int len

最大缓冲区大小

**说明**

从缓冲区中读取一行并存储字符串。

**返回**

成功返回零，错误或EOF则返回1。

## const char \* snd\_info\_get\_str(char \* dest, const char \* src, int len)

解析一个字符串标记

**参数**

char \* dest

要存储字符串标记的缓冲区

const char \* src

原始字符串

int len

标记的最大长度 - 1

**说明**

解析原始字符串并将标记复制到给定的字符串缓冲区中。

**返回**

更新后的原始字符串指针，以便于下一次调用使用。

## struct snd\_info\_entry \* snd\_info\_create\_module\_entry(struct module \* module, const char \* name, struct snd\_info\_entry \* parent)

为给定的模块创建一个信息条目

**参数**

struct module \* module

模块指针

const char \* name

文件名

struct snd\_info\_entry \* parent

父目录

**说明**

新建一个信息入口并分配到给定的模块。

**返回**

新实例的指针，或失败时为NULL。

## struct snd\_info\_entry \* snd\_info\_create\_card\_entry(struct snd\_card \* card, const char \* name, struct snd\_info\_entry \* parent)

为给定的卡创建信息入口

**参数**

struct snd\_card \* card

卡实例

const char \* name

文件名

struct snd\_info\_entry \* parent

父目录

**说明**

创建一个新的信息入口并将其分配到给定的卡。

**返回**

新实例的指针，或失败时为NULL。

## void snd\_info\_free\_entry(struct snd\_info\_entry \* entry)

释放信息入口

**参数**

struct snd\_info\_entry \* entry

信息入口

**说明**

释放信息入口。

## int snd\_info\_register(struct snd\_info\_entry \* entry)

注册信息入口

**参数**

struct snd\_info\_entry \* entry

信息入口

**说明**

注册处理器信息入口。

**返回**

成功时为零，失败时为负错误代码。

## int snd\_rawmidi\_receive(struct snd\_rawmidi\_substream \* substream, const unsigned char \* buffer, int count)

从设备接收输入数据

**参数**

struct snd\_rawmidi\_substream \* substream

rawmidi子流

const unsigned char \* buffer

缓冲区指针

int count

要读取的数据大小

**说明**

从内部缓冲区读取数据。

**返回**

读取数据的大小，或失败时为负错误代码。

## int snd\_rawmidi\_transmit\_empty(struct snd\_rawmidi\_substream \* substream)

检查输出缓冲区是否为空

**参数**

struct snd\_rawmidi\_substream \* substream

rawmidi子流

**返回**

如果内部输出缓冲区为空则为1，否则为0。

## int \_\_snd\_rawmidi\_transmit\_peek(struct snd\_rawmidi\_substream \* substream, unsigned char \* buffer, int count)

从内部缓冲区复制数据

**参数**

struct snd\_rawmidi\_substream \* substream

rawmidi子流

unsigned char \* buffer

缓冲区指针

int count

要传输的数据大小

**说明**

这是一个没有自旋锁的snd\_rawmidi\_transmit\_peek()变体。

## int snd\_rawmidi\_transmit\_peek(struct snd\_rawmidi\_substream \* substream, unsigned char \* buffer, int count)

从内部缓冲区复制数据

**参数**

struct snd\_rawmidi\_substream \* substream

rawmidi子流

unsigned char \* buffer

缓冲区指针

int count

要传输的数据大小

**说明**

将数据从内部输出缓冲区复制到给定的缓冲区。

当midi输出准备好时，在中断处理程序中调用此函数，并在传输完成后调用snd\_rawmidi\_transmit\_ack()。

**返回**

成功时为复制数据的大小，否则为负错误代码。

## int \_\_snd\_rawmidi\_transmit\_ack(struct snd\_rawmidi\_substream \* substream, int count)

确认传输

**参数**

struct snd\_rawmidi\_substream \* substream

rawmidi子流

int count

传输的计数

**说明**

这是一个没有自旋锁的\_\_snd\_rawmidi\_transmit\_ack()变体。

## int snd\_rawmidi\_transmit\_ack(struct snd\_rawmidi\_substream \* substream, int count)

确认传输

**参数**

struct snd\_rawmidi\_substream \* substream

rawmidi子流

int count

传输的计数

**说明**

将内部输出缓冲区的硬件指针向前移动给定大小并更新状态。传输完成后调用此函数。

**返回**

成功时为先进的大小，否则为负错误代码。

## int snd\_rawmidi\_transmit(struct snd\_rawmidi\_substream \* substream, unsigned char \* buffer, int count)

从缓冲区复制到设备

**参数**

struct snd\_rawmidi\_substream \* substream

rawmidi子流

unsigned char \* buffer

缓冲区指针

int count

要传输的数据大小

**说明**

将数据从缓冲区复制到设备并移动指针。

**返回**

成功时为已复制的大小，否则为负错误代码。

## int snd\_rawmidi\_new(struct snd\_card \* card, char \* id, int device, int output\_count, int input\_count, struct snd\_rawmidi \*\* rrawmidi)

创建一个rawmidi实例

**参数**

struct snd\_card \* card

卡实例

char \* id

id字符串

int device

设备索引

int output\_count

输出流的数量

int input\_count

输入流的数量

struct snd\_rawmidi \*\* rrawmidi

存储新的rawmidi实例的指针

**说明**

创建一个新的rawmidi实例。使用snd\_rawmidi\_set\_ops()设置新实例的操作。

**返回**

成功时为零，否则为负错误代码。

## void snd\_rawmidi\_set\_ops(struct snd\_rawmidi \* rmidi, int stream, const struct snd\_rawmidi\_ops \* ops)

设置rawmidi运算符

**参数**

struct snd\_rawmidi \* rmidi

rawmidi实例

int stream

流方向，SNDRV\_RAWMIDI\_STREAM\_XXX

const struct snd\_rawmidi\_ops \* ops

算子表

**说明**

设置给定流方向的rawmidi运算符。

## void snd\_request\_card(int card)

尝试加载卡模块

**参数**

int card

卡号

**说明**

尝试通过request\_module为给定的卡号加载模块“snd-card-X”。如果已加载，则立即返回。

## void \* snd\_lookup\_minor\_data(unsigned int minor, int type)

获取已注册设备的用户数据

**参数**

unsigned int minor

小号

int type

设备类型（SNDRV\_DEVICE\_TYPE\_XXX）

**说明**

检查是否已注册指定类型的小型设备，并返回其用户数据指针。

如果找到具有给定小号和类型的关联实例，则该函数会增加卡实例的参考计数器。调用者必须适当调用snd\_card\_unref()。

**返回**

如果找到指定设备，则用户数据指针。否则为NULL。

## int snd\_register\_device(int type, struct snd\_card \* card, int dev, const struct file\_operations \* f\_ops, void \* private\_data, struct device \* device)

为卡注册ALSA设备文件

**参数**

int type

设备类型，SNDRV\_DEVICE\_TYPE\_XXX

struct snd\_card \* card

卡实例

int dev

设备索引

const struct file\_operations \* f\_ops

文件操作

void \* private\_data

f\_ops->c:func:open()的用户指针

struct device \* device

注册设备

**说明**

为给定卡注册ALSA设备文件。操作员必须在参数中设置。

**返回**

成功则返回零，否则返回负错误代码。

## int snd\_unregister\_device（struct device \* dev）

注销给定卡上的设备

**参数**

struct device \* dev

设备实例

**说明**

注销已通过snd\_register\_device()注册的设备文件。

**返回**

成功则返回零，否则返回负错误代码。

## int copy\_to\_user\_fromio(void \_\_user \* dst，const volatile void \_\_iomem \* src，size\_t count)

将数据从mmio空间复制到用户空间

**参数**

void \_\_user \* dst

用户空间上的目标指针

const volatile void \_\_iomem \* src

mmio上的源指针

size\_t count

要以字节为单位复制的数据大小

**说明**

将数据从mmio空间复制到用户空间。

**返回**

成功则返回零，否则返回非零值。

## int copy\_from\_user\_toio(volatile void \_\_iomem \* dst，const void \_\_user \* src，size\_t count)

将数据从用户空间复制到mmio空间

**参数**

volatile void \_\_iomem \* dst

mmio空间上的目标指针

const void \_\_user \* src

用户空间上的源指针

size\_t count

要以字节为单位复制的数据大小

**说明**

将数据从用户空间复制到mmio空间。

**返回**

成功则返回零，否则返回非零值。

## int snd\_pcm\_lib\_preallocate\_free\_for\_all(struct snd\_pcm \* pcm)

释放pcm上的所有预分配缓冲区

**参数**

struct snd\_pcm \* pcm

pcm实例

**说明**

释放给定pcm上的所有预分配缓冲区。

**返回**

成功则返回零，否则返回负错误代码。

## int snd\_pcm\_lib\_preallocate\_pages(struct snd\_pcm\_substream \* substream，int type，struct device \* data，size\_t size，size\_t max)

为给定的DMA类型进行预分配

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

int type

DMA类型（SNDRV\_DMA\_TYPE\_\*）

struct device \* data

依赖于DMA类型的数据

size\_t size

以字节为单位的请求预分配大小

size\_t max

允许的最大预分配大小

**说明**

为给定的DMA缓冲区类型做预分配。

**返回**

成功则返回零，否则返回负错误代码。

## int snd\_pcm\_lib\_preallocate\_pages\_for\_all(struct snd\_pcm \* pcm，int type，void \* data，size\_t size，size\_t max)

为连续内存类型进行预分配（所有子流）

**参数**

struct snd\_pcm \* pcm

pcm实例

int type

DMA类型（SNDRV\_DMA\_TYPE\_\*）

void \* data

依赖于DMA类型的数据

size\_t size

以字节为单位的请求预分配大小

size\_t max

允许的最大预分配大小

**说明**

为给定pcm的所有子流进行预分配。

**返回**

成功则返回零，否则返回负错误代码。

## struct page \* snd\_pcm\_sgbuf\_ops\_page(struct snd\_pcm\_substream \* substream，unsigned long offset)

获取给定偏移量处的页面结构

**参数**

struct snd\_pcm\_substream \* substream

pcm子流实例

unsigned long offset

缓冲区偏移量

**说明**

作为PCM操作的页面回调使用。

**返回**

在给定缓冲区偏移量处的页面结构。失败则返回NULL。

## int snd\_pcm\_lib\_malloc\_pages(struct snd\_pcm\_substream \* substream，size\_t size)

分配DMA缓冲区

**参数**

struct snd\_pcm\_substream \* substream

要将DMA缓冲区分配给的子流

size\_t size

要请求的缓冲区大小（以字节为单位）

**说明**

在snd\_pcm\_lib\_preallocate\_xxx\_pages()中给出的BUS类型上为DMA缓冲区分配空间。

**返回**

如果缓冲区已更改，则返回1，如果未更改，则返回0，否则返回负代码以表示失败。

## int snd\_pcm\_lib\_free\_pages(struct snd\_pcm\_substream \* substream)

释放已分配的DMA缓冲区。

**参数**

struct snd\_pcm\_substream \* substream

要释放DMA缓冲区的子流

**说明**

通过snd\_pcm\_lib\_malloc\_pages()分配的DMA缓冲区。

**返回**

成功则返回零，否则返回负错误代码。

## int snd\_pcm\_lib\_free\_vmalloc\_buffer(struct snd\_pcm\_substream \* substream)

释放vmalloc缓冲区

**参数**

struct snd\_pcm\_substream \* substream

通过snd\_pcm\_lib\_alloc\_vmalloc\_buffer()分配缓冲区的子流

**说明**

返回成功或者返回错误的代码。

## struct page \* snd\_pcm\_lib\_get\_vmalloc\_page(struct snd\_pcm\_substream \* substream，unsigned long offset)

将vmalloc缓冲区偏移量映射到页面结构

**参数**

struct snd\_pcm\_substream \* substream

通过snd\_pcm\_lib\_alloc\_vmalloc\_buffer()分配缓冲区的子流

unsigned long offset

缓冲区该位置的偏移量

**说明**

该函数用作PCM操作中的页面回调。

**返回**

页面结构或NULL（失败时）。

## void snd\_device\_initialize(struct device \* dev，struct snd\_card \* card)

为声音设备初始化结构设备

**参数**

struct device \* dev

要初始化的设备

struct snd\_card \* card

要分配的卡，可选

## int snd\_card\_new(struct device \* parent，int idx，const char \* xid，struct module \* module，int extra\_size，struct snd\_card \*\* card\_ret)

创建并初始化音频卡结构

**参数**

struct device \* parent

父设备对象

int idx

卡索引（地址）[0...（SNDRV\_CARDS-1)]

const char \* xid

卡标识（ASCII字符串）

struct module \* module

顶层模块用于锁定

int extra\_size

分配此额外大小后，分配声卡结构

struct snd\_card \*\* card\_ret

指向存储已创建的卡实例的指针

**说明**

创建和初始化声卡结构。

该函数通过kzalloc分配snd\_card实例，其中包含驱动程序可自由使用的给定空间。所分配的结构存储在给定的card\_ret指针中。

**返回**

成功为零，否则为负错误代码。

## int snd\_card\_disconnect(struct snd\_card \* card)

从文件操作（用户空间）中断开所有API

**参数**

struct snd\_card \* card

声卡结构

**说明**

从文件操作（用户空间）中断开所有API。

**返回**

零，否则为负错误代码。

**注意**

当前实现将所有活动文件-> f\_op替换为特殊的虚拟文件操作（它们除了释放外什么也不做）。

## void snd\_card\_disconnect\_sync(struct snd\_card \* card)

断开卡并等待文件关闭

**参数**

struct snd\_card \* card

要断开的卡对象

**说明**

这会调用snd\_card\_disconnect（）以断开所有相关组件，并等待所有挂起的文件关闭。它确保所有来自用户空间的访问都已完成，以便驱动程序可以优雅地释放其资源。

## int snd\_card\_free\_when\_closed(struct snd\_card \* card)

断开卡，最终进行释放

**参数**

struct snd\_card \* card

声卡结构

**说明**

与snd\_card\_free（）不同，此函数不会立即尝试释放卡资源，而是首先尝试断开卡。当卡仍在使用时，该函数在释放资源之前返回。当refcount达到零时，卡资源将被释放。

## int snd\_card\_free(struct snd\_card \* card)

释放给定的声卡结构

**参数**

struct snd\_card \* card

声卡结构

**说明**

此函数会自动释放声卡结构和所有分配的设备。也就是说，您不需要自己释放设备。

此功能将等待所有资源正确释放。

**返回**

零。释放与给定声卡相关联的所有设备，并释放关联的控制接口。

## void snd\_card\_set\_id(struct snd\_card \* card，const char \* nid)

设置卡标识名称

**参数**

struct snd\_card \* card

声卡结构

const char \* nid

新标识字符串

**说明**

此函数设置卡标识并检查名称冲突。

## int snd\_card\_add\_dev\_attr(struct snd\_card \* card，const struct attribute\_group \* group)

向卡添加新的sysfs属性组

**参数**

struct snd\_card \* card

卡实例

const struct attribute\_group \* group

要添加的属性组

## int snd\_card\_register(struct snd\_card \* card)

注册声卡

**参数**

struct snd\_card \* card

声卡结构

**说明**

此函数注册分配给声卡的所有设备。在调用此函数之前，ALSA控制接口会被外部访问所阻塞。因此，您应该在卡的初始化结束时调用此函数。

**返回**

如果注册失败，则为零，否则为负错误代码。

## int snd\_component\_add(struct snd\_card \* card，const char \* component)

添加组件字符串

**参数**

struct snd\_card \* card

声卡结构

const char \* component

组件ID字符串

**说明**

此函数将组件ID字符串添加到支持列表中。组件可以从alsa-lib中引用。

**返回**

如果成功为零，否则为负错误代码。

## int snd\_card\_file\_add(struct snd\_card \* card，struct file \* file)

将文件添加到卡的文件列表中

**参数**

struct snd\_card \* card

声卡结构

struct file \* file

文件指针

**说明**

此函数将文件添加到卡的文件链表中。此链表用于跟踪连接状态并避免热插拔释放繁忙资源。

**返回**

零或负错误代码。

## int snd\_card\_file\_remove(struct snd\_card \* card，struct file \* file)

从文件列表中删除文件

**参数**

struct snd\_card \* card

声卡结构

struct file \* file

文件指针

**说明**

此函数从先前通过snd\_card\_file\_add（）函数添加到卡中的文件中删除文件。如果已删除所有文件并且先前调用了snd\_card\_free\_when\_closed（），则它会处理挂起的资源释放。

**返回**

为零或负错误代码。

## int snd\_power\_wait(struct snd\_card \* card，unsigned int power\_state)

等待电源状态改变。

**参数**

struct snd\_card \* card

声卡结构

unsigned int power\_state

期望的电源状态

**说明**

等待电源状态改变。

**返回**

如果成功为零，否则为负错误代码。

## void snd\_dma\_program(unsigned long dma，unsigned long addr，unsigned int size，unsigned short mode)

为ISA DMA传输编程

**参数**

unsigned long dma

DMA编号

unsigned long addr

缓冲区的物理地址

unsigned int size

DMA传输大小

unsigned short mode

DMA传输模式，DMA\_MODE\_XXX

**说明**

为给定缓冲区编程ISA DMA传输。

## void snd\_dma\_disable(unsigned long dma)

停止ISA DMA传输

**参数**

unsigned long dma

DMA编号

**说明**

停止ISA DMA传输。

## unsigned int snd\_dma\_pointer(unsigned long dma，unsigned int size)

返回DMA传输缓冲区中当前指针的字节数

**参数**

unsigned long dma

DMA编号

unsigned int size

DMA传输大小

**返回**

DMA传输缓冲区中当前指针的字节数。

## void snd\_ctl\_notify（struct snd\_card \*card，unsigned int mask，struct snd\_ctl\_elem\_id \*id）

发送控制变化通知到用户空间

**参数**

struct snd\_card \*card

要发送通知的声卡

unsigned int mask

事件掩码，SNDRV\_CTL\_EVENT\_\*

struct snd\_ctl\_elem\_id \*id

要发送通知的控件元素ID

**说明**

此函数添加具有给定ID和掩码的事件记录，附加到列表并唤醒用户空间进行通知。这可以在原子上下文中调用。

## struct snd\_kcontrol \*snd\_ctl\_new1（const struct snd\_kcontrol\_new \*ncontrol，void \*private\_data）

从模板创建控制实例

**参数**

const struct snd\_kcontrol\_new \*ncontrol

初始化记录

void \*private\_data

要设置的私有数据

**说明**

从给定的模板分配新的struct snd\_kcontrol实例并进行初始化。当ncontrol的访问字段为0时，它被假定为READWRITE访问。当计数字段为0时，它被视为一个。

**返回**

新生成实例的指针，或者失败时为NULL。

## void snd\_ctl\_free\_one（struct snd\_kcontrol \*kcontrol）

释放控制实例

**参数**

struct snd\_kcontrol \*kcontrol

要释放的控制实例

**说明**

释放通过snd\_ctl\_new（）或snd\_ctl\_new1（）创建的控制实例。在将控制添加到卡之后不要调用此函数。

## int snd\_ctl\_add（struct snd\_card \*card，struct snd\_kcontrol \*kcontrol）

将控制实例添加到卡

**参数**

struct snd\_card \*card

卡实例

struct snd\_kcontrol \*kcontrol

要添加的控件实例

**说明**

将通过snd\_ctl\_new（）或snd\_ctl\_new1（）创建的控制实例添加到给定的卡上。还分配一个用于快速搜索的唯一numid。

它会自动释放无法添加的控件。

**返回**

成功为零，失败为负错误代码。

## int snd\_ctl\_replace（struct snd\_card \*card，struct snd\_kcontrol \*kcontrol，bool add\_on\_replace）

替换卡的控制实例

**参数**

struct snd\_card \*card

卡实例

struct snd\_kcontrol \*kcontrol

要替换的控制实例

bool add\_on\_replace

如果尚未添加，则添加控件

**说明**

替换给定的控件。如果给定的控件不存在并且设置了add\_on\_replace标志，则添加控件。如果控件存在，则首先销毁控件。

它会自动释放无法添加或替换的控件。

**返回**

成功为零，失败为负错误代码。

## int snd\_ctl\_remove（struct snd\_card \*card，struct snd\_kcontrol \*kcontrol）

从卡中删除控制并释放它

**参数**

struct snd\_card \*card

卡实例

struct snd\_kcontrol \*kcontrol

要删除的控制实例

**说明**

从卡中删除控件，然后释放实例。您不需要调用snd\_ctl\_free\_one（）。您必须在写锁定 - down\_write（card->controls\_rwsem）中。

**返回**

成功为0，失败为负错误代码。

## int snd\_ctl\_remove\_id（struct snd\_card \*card，struct snd\_ctl\_elem\_id \*id）

删除给定ID的控制并释放它

**参数**

struct snd\_card \*card

卡实例

struct snd\_ctl\_elem\_id \*id

要删除的控制ID

**说明**

查找具有给定ID的控制实例，从卡列表中删除它并释放它。

**返回**

成功为0，失败为负错误代码。

## int snd\_ctl\_activate\_id（struct snd\_card \*card，struct snd\_ctl\_elem\_id \*id，int active）

激活/停用给定ID的控制

**参数**

struct snd\_card \*card

卡实例

struct snd\_ctl\_elem\_id \*id

要激活/停用的控制ID

int active

非零以激活

**说明**

查找具有给定ID的控制实例，并激活或停用控制以及通知（如果更改）。所给ID数据填满了完整信息。

**返回**

如果未更改，则为0，如果更改，则为1，否则为负错误代码。

## int snd\_ctl\_rename\_id（struct snd\_card \*card，struct snd\_ctl\_elem\_id \*src\_id，struct snd\_ctl\_elem\_id \*dst\_id）

替换卡中控件的ID

**参数**

struct snd\_card \*card

卡实例

struct snd\_ctl\_elem\_id \*src\_id

旧ID

struct snd\_ctl\_elem\_id \*dst\_id

新ID

**说明**

从卡中查找具有旧ID的控件，并将ID替换为新ID。

**返回**

成功为零，失败为负错误代码。

## struct snd\_kcontrol \*snd\_ctl\_find\_numid（struct snd\_card \*card，unsigned int numid）

查找具有给定数字ID的控制实例

**参数**

struct snd\_card \*card

卡实例

unsigned int numid

要搜索的数字ID

**说明**

从卡中查找具有给定数字ID的控制实例。

调用方必须在调用此函数之前降低card->controls\_rwsem（如果可能发生竞争条件）。

**返回**

如果找到，则为实例指针，否则为NULL。

## struct snd\_kcontrol \*snd\_ctl\_find\_id（struct snd\_card \*card，struct snd\_ctl\_elem\_id \*id）

查找具有给定ID的控制实例

**参数**

结构snd\_card \*card

卡实例

结构snd\_ctl\_elem\_id \*id

要查找的id

**说明**

从卡中找到具有给定id的控制实例。

调用者必须在调用此函数之前下降card->controls\_rwsem（如果可能发生竞争）。

**返回**

如果找到，则为实例的指针，否则为NULL。

## int snd\_ctl\_register\_ioctl(snd\_kctl\_ioctl\_func\_t fcn)

注册设备特定的控制ioctls

**参数**

snd\_kctl\_ioctl\_func\_t fcn

ioctl回调函数

**说明**

从pcm.c、hwdep.c等每个设备管理器调用。

## int snd\_ctl\_register\_ioctl\_compat(snd\_kctl\_ioctl\_func\_t fcn)

注册设备特定的32位兼容控制ioctls

**参数**

snd\_kctl\_ioctl\_func\_t fcn

ioctl回调函数

## int snd\_ctl\_unregister\_ioctl(snd\_kctl\_ioctl\_func\_t fcn)

注销设备特定的控制ioctls

**参数**

snd\_kctl\_ioctl\_func\_t fcn

要注销的ioctl回调函数

## int snd\_ctl\_unregister\_ioctl\_compat(snd\_kctl\_ioctl\_func\_t fcn)

注销设备特定的兼容32位控制ioctls

**参数**

snd\_kctl\_ioctl\_func\_t fcn

要注销的ioctl回调函数

## int snd\_ctl\_boolean\_mono\_info(struct snd\_kcontrol \*kcontrol, struct snd\_ctl\_elem\_info \*uinfo)

单通道标准布尔信息回调的助手函数

**参数**

struct snd\_kcontrol \*kcontrol

kcontrol实例

结构snd\_ctl\_elem\_info \*uinfo

要存储的信息

**说明**

这是可以用作具有单个单声道通道的标准布尔控件的信息回调的函数。

## int snd\_ctl\_boolean\_stereo\_info(struct snd\_kcontrol \*kcontrol, struct snd\_ctl\_elem\_info \*uinfo)

具有立体声两个通道的标准布尔信息回调的助手函数

**参数**

struct snd\_kcontrol \*kcontrol

kcontrol实例

结构snd\_ctl\_elem\_info \*uinfo

要存储的信息

**说明**

这是可以用作具有立体声两个通道的标准布尔控件的信息回调的函数。

## int snd\_ctl\_enum\_info(struct snd\_ctl\_elem\_info \*info, unsigned int channels, unsigned int items, const char \*const names)

填充enum控件的信息结构

**参数**

struct snd\_ctl\_elem\_info \*info

要填充的结构

unsigned int channels

控件通道的数量；通常为一

unsigned int items

控件值的数量；也是名称的大小

const char \*const names

包含所有控件值名称的数组

**说明**

将所有必需的字段设置为相应的值。 如果控件的访问性不是默认值（可读可写），则调用者必须填写info->access。

**返回**

零。

## void snd\_pcm\_set\_ops（struct snd\_pcm \* pcm，int direction，const struct snd\_pcm\_ops \* ops）

设置PCM运算符

**参数**

struct snd\_pcm \* pcm

pcm实例

int direction

流方向，SNDRV\_PCM\_STREAM\_XXX

const struct snd\_pcm\_ops \* ops

操作员表

**说明**

将给定的PCM运算符设置到PCM实例中。

## void snd\_pcm\_set\_sync(struct snd\_pcm\_substream \* substream)

设置PCM同步ID

**参数**

struct snd\_pcm\_substream \* substream

pcm子流

**说明**

为卡设置PCM同步标识符。

## int snd\_interval\_refine(struct snd\_interval \* i, const struct snd\_interval \* v)

配置器的区间值精炼

**参数**

struct snd\_interval \* i

要精炼的区间值

const struct snd\_interval \* v

要引用的区间值

**说明**

使用参考值细化区间值。 区间更改为满足两个区间的范围。 评估区间状态（最小值，最大值，整数等）。

**返回**

如果该价值被改变，则为正值，如果该价值未被改变，则为零，或者是负错误代码。

## int snd\_interval\_ratnum(struct snd\_interval \* i,unsigned int rats\_count,const struct snd\_ratnum \* rats,unsigned int \* nump,unsigned int \* denp)

区间值精炼

**参数**

struct snd\_interval \* i

要细化的区间

unsigned int rats\_count

率数

const struct snd\_ratnum \* rats

ratnum\_t数组

unsigned int \* nump

指针以存储结果分子

unsigned int \* denp

指针以存储结果分母

**返回**

如果该价值被改变，则为正值，如果该价值未被改变，则为零，或者是负错误代码。

## int snd\_interval\_list(struct snd\_interval \* i,unsigned int count,const unsigned int \* list,unsigned int mask)

从列表中筛选区间值

**参数**

struct snd\_interval \* i

要精炼的区间值

unsigned int count

列表中的元素数量

const unsigned int \* list

价值清单

unsigned int mask

要评估的位掩码

**说明**

从列表中细化区间值。 当mask不为零时，仅计算与位1对应的元素。

**返回**

如果该价值被改变，则为正值，如果该价值未被改变，则为零，或者是负错误代码。

## int snd\_interval\_ranges(struct snd\_interval \* i,unsigned int count,const struct snd\_interval \* ranges,unsigned int mask)

从范围列表中筛选区间值

**参数**

struct snd\_interval \* i

要细化的区间值

unsigned int count

范围列表中的元素数量

const struct snd\_interval \* ranges

范围列表

unsigned int mask

要评估的位掩码

**说明**

从范围列表中细化区间值。 当mask不为零时，仅计算与位1对应的元素。

**返回**

如果该价值被改变，则为正值，如果该价值未被改变，则为零，或者是负错误代码。

## int snd\_pcm\_hw\_rule\_add（struct snd\_pcm\_runtime \* runtime，unsigned int cond，int var，snd\_pcm\_hw\_rule\_func\_t func，void \* private，int dep，...）

添加硬件约束规则

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

int var

要评估的变量

snd\_pcm\_hw\_rule\_func\_t func

评估函数

空的\* private

传递给函数的私有数据指针

int dep

依赖变量

...

可变参数

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_mask64(struct snd\_pcm\_runtime \* runtime，snd\_pcm\_hw\_param\_t var，u\_int64\_t mask)

应用给定的位图掩码约束

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

snd\_pcm\_hw\_param\_t var

应用掩码的hw\_params变量

u\_int64\_t mask

64位位图掩码

**说明**

将所给位图掩码的约束应用到64位掩码参数中。

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_integer(struct snd\_pcm\_runtime \* runtime，snd\_pcm\_hw\_param\_t var)

将整数约束应用于间隔

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

snd\_pcm\_hw\_param\_t var

要应用整数约束的hw\_params变量

**说明**

将整数约束应用于间隔参数。

**返回**

如果值更改，则为正，如果值未更改，则为零，如果值未更改，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_minmax(struct snd\_pcm\_runtime \* runtime，snd\_pcm\_hw\_param\_t var，unsigned int min，unsigned int max)

将min / max范围约束应用于间隔

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

snd\_pcm\_hw\_param\_t var

应用范围的hw\_params变量

unsigned int min

最小值

unsigned int max

最大值

**说明**

将min / max范围约束应用到间隔参数。

**返回**

如果值更改，则为正，如果值未更改，则为零，如果值未更改，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_list(struct snd\_pcm\_runtime \* runtime，unsigned int cond，snd\_pcm\_hw\_param\_t var，const struct snd\_pcm\_hw\_constraint\_list \* l)

将约束列表应用于参数

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

snd\_pcm\_hw\_param\_t var

要应用列表约束的hw\_params变量

conststruct snd\_pcm\_hw\_constraint\_list \* l

清单

**说明**

将约束列表应用到间隔参数。

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_ranges(struct snd\_pcm\_runtime \* runtime，unsigned int cond，snd\_pcm\_hw\_param\_t var，const struct snd\_pcm\_hw\_constraint\_ranges \* r)

将一系列范围约束应用于参数

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

snd\_pcm\_hw\_param\_t var

应用范围列表的hw\_params变量

conststruct snd\_pcm\_hw\_constraint\_ranges \* r

范围

**说明**

将一系列范围约束应用于间隔参数。

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_ratnums(struct snd\_pcm\_runtime \* runtime，unsigned int cond，snd\_pcm\_hw\_param\_t var，const struct snd\_pcm\_hw\_constraint\_ratnums \* r)

将ratnums约束应用于参数

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

snd\_pcm\_hw\_param\_t var

hw\_params变量可以应用ratnums约束

conststruct snd\_pcm\_hw\_constraint\_ratnums \* r

struct snd\_ratnums constriants

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_ratdens(struct snd\_pcm\_runtime \* runtime，unsigned int cond，snd\_pcm\_hw\_param\_t var，const struct snd\_pcm\_hw\_constraint\_ratdens \* r)

将ratdens约束应用于参数

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

snd\_pcm\_hw\_param\_t var

hw\_params变量可以应用ratdens约束

const struct snd\_pcm\_hw\_constraint\_ratdens \* r

struct snd\_ratdens constriants

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_msbits(struct snd\_pcm\_runtime \* runtime，unsigned int cond，unsigned int width，unsigned int msbits)

添加一个硬件约束msbits规则

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

unsigned int width

样本位宽

unsigned int msbits

msbits宽度

**说明**

此约束将在选择指定宽度的采样格式时设置最高有效位数（msbits）。如果宽度设置为0，则将为宽度大于指定msbits的任何采样格式设置msbits。

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_step(struct snd\_pcm\_runtime \* runtime，unsigned int cond，snd\_pcm\_hw\_param\_t var，unsigned long step)

添加一个硬件限制步骤规则

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

snd\_pcm\_hw\_param\_t var

hw\_params变量可以应用步骤约束

unsigned long step

步骤大小

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_constraint\_pow2(struct snd\_pcm\_runtime \* runtime，unsigned int cond，snd\_pcm\_hw\_param\_t var)

添加一个hw约束2的幂规则

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int cond

条件位

snd\_pcm\_hw\_param\_t var

可以应用2的幂次方约束的hw\_params变量

**返回**

如果成功，则为零，如果失败，则为负面错误代码。

## int snd\_pcm\_hw\_rule\_noresample(struct snd\_pcm\_runtime \* runtime，unsigned int base\_rate)

添加一条规则，允许禁用hw重新采样

**参数**

struct snd\_pcm\_runtime \* runtime

PCM运行时实例

unsigned int base\_rate

硬件不重新采样的速率

**返回**

如果成功返回零，否则返回负错误代码。

## int snd\_pcm\_hw\_param\_value(const struct snd\_pcm\_hw\_params \* params, snd\_pcm\_hw\_param\_t var, int \* dir)

返回 params 字段 var 的值

**参数**

const struct snd\_pcm\_hw\_params \* params

hw\_params 实例

snd\_pcm\_hw\_param\_t var

要检索的参数

int \* dir

指向方向（-1、0、1）的指针或 NULL

**返回**

如果 var 在由 params 定义的配置空间中是固定的，则返回 var 字段的值。否则返回 -EINVAL。

## int snd\_pcm\_hw\_param\_first(struct snd\_pcm\_substream \* pcm, struct snd\_pcm\_hw\_params \* params, snd\_pcm\_hw\_param\_t var, int \* dir)

微调配置空间并返回最小值

**参数**

struct snd\_pcm\_substream \* pcm

PCM 实例

struct snd\_pcm\_hw\_params \* params

hw\_params 实例

snd\_pcm\_hw\_param\_t var

要检索的参数

int \* dir

指向方向（-1、0、1）的指针或 NULL

**说明**

在由 params 定义的配置空间中，从 var 移除所有 > 最小值的值。相应地减小配置空间。

**返回**

如果成功，返回最小值，否则返回负错误代码。

## int snd\_pcm\_hw\_param\_last(struct snd\_pcm\_substream \* pcm, struct snd\_pcm\_hw\_params \* params, snd\_pcm\_hw\_param\_t var, int \* dir)

微调配置空间并返回最大值

**参数**

struct snd\_pcm\_substream \* pcm

PCM 实例

struct snd\_pcm\_hw\_params \* params

hw\_params 实例

snd\_pcm\_hw\_param\_t var

要检索的参数

int \* dir

指向方向（-1、0、1）的指针或 NULL

**说明**

在由 params 定义的配置空间中，从 var 移除所有 < 最大值的值。相应地减小配置空间。

**返回**

如果成功，返回最大值，否则返回负错误代码。

## int snd\_pcm\_lib\_ioctl(struct snd\_pcm\_substream \* substream, unsigned int cmd, void \* arg)

通用 PCM ioctl 回调函数

**参数**

struct snd\_pcm\_substream \* substream

PCM substream 实例

unsigned int cmd

ioctl 命令

void \* arg

ioctl 参数

**说明**

处理 PCM 的通用 ioctl 命令。可以作为 PCM 操作的 ioctl 回调传递。

**返回**

如果成功，返回零，否则返回负错误代码。

## void snd\_pcm\_period\_elapsed(struct snd\_pcm\_substream \* substream)

更新下一个周期的 PCM 状态

**参数**

struct snd\_pcm\_substream \* substream

PCM substream 实例

**说明**

当 PCM 处理周期大小时，从中断处理程序调用此函数。它将更新当前指针、唤醒睡眠者等。

即使自上次调用以来经过了多个时期，您也只需调用此函数一次。

## int snd\_pcm\_add\_chmap\_ctls(struct snd\_pcm \* pcm, int stream, const struct snd\_pcm\_chmap\_elem \* chmap, int max\_channels, unsigned long private\_value, struct snd\_pcm\_chmap \*\* info\_ret)

创建通道映射控制元素

**参数**

struct snd\_pcm \* pcm

已分配的 PCM 实例

int stream

流方向

const struct snd\_pcm\_chmap\_elem \* chmap

通道映射元素（用于查询）

int max\_channels

流的最大通道数

unsigned long private\_value

传递给每个 kcontrol 的 private\_value 字段的值

struct snd\_pcm\_chmap \*\* info\_ret

如果非 NULL，则存储struct snd\_pcm\_chmap 实例

**说明**

创建分配给给定 PCM 流的通道映射控制元素。

**返回**

如果成功，返回零，否则返回负错误值。

## int snd\_hwdep\_new(struct snd\_card \* card, char \* id, int device, struct snd\_hwdep \*\* rhwdep)

创建新的 hwdep 实例

**参数**

struct snd\_card \* card

卡实例

char \* id

id 字符串

int device

设备索引（从零开始）

struct snd\_hwdep \*\* rhwdep

用于存储新 hwdep 实例的指针

**说明**

在卡上创建具有给定索引的新 hwdep 实例。必须手动设置返回的实例的回调函数（hwdep->ops）。

**返回**

如果成功，返回零，否则返回负错误代码。

## void snd\_pcm\_stream\_lock(struct snd\_pcm\_substream \*substream)

锁定 PCM 流

**参数**

struct snd\_pcm\_substream \*substream

PCM substream

**说明**

这将锁定 PCM 流的自旋锁或互斥锁，具体取决于给定 substream 的 nonatomic 标志。这也会获取全局链接 rw 锁（或 rw 信号量），以避免与链接的流竞争。

## void snd\_pcm\_stream\_unlock(struct snd\_pcm\_substream \*substream)

解除锁定 PCM 流

**参数**

struct snd\_pcm\_substream \*substream

PCM substream

**说明**

这将解锁通过 snd\_pcm\_stream\_lock() 锁定的 PCM 流。

## void snd\_pcm\_stream\_lock\_irq(struct snd\_pcm\_substream \* substream)

锁定 PCM 流

**参数**

struct snd\_pcm\_substream \* substream

PCM substream

**说明**

这将像 snd\_pcm\_stream\_lock() 一样锁定 PCM 流，并禁用本地 IRQ（仅在 nonatomic 为 false 时）。对于非原子操作的情况，这与 snd\_pcm\_stream\_lock() 相同。

## void snd\_pcm\_stream\_unlock\_irq(struct snd\_pcm\_substream \* substream)

解锁 PCM 流

**参数**

struct snd\_pcm\_substream \* substream

PCM substream

**说明**

这是 snd\_pcm\_stream\_lock\_irq() 的对应函数。

## void snd\_pcm\_stream\_unlock\_irqrestore(struct snd\_pcm\_substream \* substream, unsigned long flags)

解锁 PCM 流

**参数**

struct snd\_pcm\_substream \* substream

PCM substream

unsigned long flags

irq 标志

**说明**

这是 snd\_pcm\_stream\_lock\_irqsave() 的对应函数。

## int snd\_pcm\_stop(struct snd\_pcm\_substream \* substream, snd\_pcm\_state\_t state)

尝试停止 substream 组中的所有正在运行的流

**参数**

struct snd\_pcm\_substream \* substream

PCM substream 实例

snd\_pcm\_state\_t state

停止流后的 PCM 状态

**说明**

然后将每个流的状态无条件更改为给定状态。

**返回**

如果成功，返回零，否则返回负错误代码。

## int snd\_pcm\_stop\_xrun(struct snd\_pcm\_substream \* substream)

停止运行中的流作为XRUN

**参数**

struct snd\_pcm\_substream \* substream

PCM子流实例

**说明**

这个函数停止给定的运行子流（和所有链接的子流）作为XRUN。不像snd\_pcm\_stop()，这个函数自己占有子流锁。

**返回**

如果成功则返回0，否则返回负错误代码。

## int snd\_pcm\_suspend(struct snd\_pcm\_substream \* substream)

触发所有链接流的挂起

**参数**

struct snd\_pcm\_substream \* substream

PCM子流

**说明**

此调用后，所有流都变成SUSPENDED状态。

**返回**

如果成功（或substream是NULL），则返回0；如果失败，则返回负错误代码。

## int snd\_pcm\_suspend\_all(struct snd\_pcm \* pcm)

触发给定pcm中所有子流的挂起

**参数**

struct snd\_pcm \* pcm

PCM实例

**说明**

此调用后，所有流都变成SUSPENDED状态。

**返回**

如果成功（或pcm是NULL），则返回0；如果失败，则返回负错误代码。

## int snd\_pcm\_kernel\_ioctl(struct snd\_pcm\_substream \* substream, unsigned int cmd, void \* arg)

在内核空间执行PCM ioctl

**参数**

struct snd\_pcm\_substream \* substream

PCM子流

unsigned int cmd

IOCTL cmd

void \* arg

IOCTL参数

**说明**

此函数主要为OSS层和USB模拟设备驱动程序提供，并且它只允许有限的ioctl集合（hw\_params、sw\_params、prepare、start、drain、drop、forward）。

## int snd\_pcm\_lib\_default\_mmap(struct snd\_pcm\_substream \* substream, struct vm\_area\_struct \* area)

默认PCM数据mmap函数

**参数**

struct snd\_pcm\_substream \* substream

PCM子流

struct vm\_area\_struct \* area

VMA

**说明**

这是PCM数据的默认mmap处理程序。当mmap pcm\_ops为NULL时，隐式调用此函数。

## int snd\_pcm\_lib\_mmap\_iomem(struct snd\_pcm\_substream \* substream, struct vm\_area\_struct \* area)

默认的I/O mem PCM数据mmap函数

**参数**

struct snd\_pcm\_substream \* substream

PCM子流

struct vm\_area\_struct \* area

VMA

**说明**

当您的硬件将iomapped页面用作硬件缓冲区并希望将其映射到内存中时，请将此函数作为mmap pcm\_ops。请注意，这仅适用于有限体系结构。

## void \* snd\_malloc\_pages(size\_t size, gfp\_t gfp\_flags)

按给定大小分配页面

**参数**

size\_t size

要分配的大小（字节）

gfp\_t gfp\_flags

分配条件，GFP\_XXX

**说明**

分配给定大小的物理连续页面。

**返回**

缓冲区的指针，如果没有足够的内存，则为NULL。

## void snd\_free\_pages(void \* ptr, size\_t size)

释放分配的页面

**参数**

void \* ptr

要释放的缓冲区指针

size\_t size

分配的缓冲区大小

**说明**

通过snd\_malloc\_pages()释放已分配的缓冲区。

## int snd\_dma\_alloc\_pages(int type, struct device \* device, size\_t size, struct snd\_dma\_buffer \* dmab)

根据给定类型分配缓冲区区域

**参数**

int type

DMA缓冲区类型

struct device \* device

设备指针

size\_t size

要分配的缓冲区大小

struct snd\_dma\_buffer \* dmab

缓冲区分配记录，用于存储分配的数据

**说明**

为相应的缓冲区类型调用内存分配器函数。

**返回**

如果成功分配了给定大小的缓冲区，则为零，否则为负值。

## int snd\_dma\_alloc\_pages\_fallback(int type, struct device \* device, size\_t size, struct snd\_dma\_buffer \* dmab)

根据给定类型以回退方式分配缓冲区区域

**参数**

int type

DMA缓冲区类型

struct device \* device

设备指针

size\_t size

要分配的缓冲区大小

struct snd\_dma\_buffer \* dmab

缓冲区分配记录，用于存储分配的数据

**说明**

为相应的缓冲区类型调用内存分配器函数。当没有空间时，此函数会缩小大小并尝试重新分配。实际分配的大小存储在res\_size参数中。

**返回**

如果成功分配了给定大小的缓冲区，则为零，否则为负值。

## void snd\_dma\_free\_pages(struct snd\_dma\_buffer \* dmab)

释放已分配的缓冲区

**参数**

struct snd\_dma\_buffer \* dmab

要释放的缓冲区分配记录

**说明**

通过snd\_dma\_alloc\_pages()释放已分配的缓冲区。

# 缓冲库

帧缓冲驱动程序严重依赖于四个数据结构。这些结构在include/linux/fb.h中声明。它们是fb\_info、fb\_var\_screeninfo、fb\_fix\_screeninfo和fb\_monospecs。后三者可在用户空间和内核空间之间可用。

fb\_info定义特定视频卡的当前状态。在fb\_info内部，存在一个名为fb\_ops的结构，其中包含使fbdev和fbcon工作所需的函数。fb\_info仅对内核可见。

fb\_var\_screeninfo用于说明用户定义的视频卡功能。使用fb\_var\_screeninfo，可以定义分辨率等内容。

下一个结构是fb\_fix\_screeninfo。这定义了在设置模式时创建的卡的属性，并且不能以其他方式更改。一个很好的例子是帧缓冲存储器的开始。这“锁定”了帧缓冲存储器的地址，使其无法更改或移动。

最后一个结构是fb\_monospecs。在旧的API中，fb\_monospecs没有太大的重要性。这允许禁止诸如在固定频率监视器上设置800x600模式之类的事情。使用新API时，fb\_monospecs可以防止这些情况发生，如果使用正确，可以防止监视器被烧坏。在内核2.5.x之前，fb\_monospecs不会有用。

## 帧缓冲存储器

### int register\_framebuffer（struct fb\_info \*fb\_info）

注册帧缓冲设备

**参数**

struct fb\_info \*fb\_info

帧缓冲信息结构

**说明**

注册帧缓冲设备fb\_info。

返回负errno表示错误，返回零表示成功。

### int unregister\_framebuffer（struct fb\_info \*fb\_info）

释放帧缓冲设备

**参数**

struct fb\_info \*fb\_info

帧缓冲信息结构

**说明**

取消注册帧缓冲设备fb\_info。

返回负errno表示错误，返回零表示成功。

此函数还将通知帧缓冲控制台释放驱动程序。

这应该在驱动程序的module\_exit（）函数中调用。如果在module\_exit（）之外调用此操作，请确保驱动程序实现了fb\_open（）和fb\_release（）以检查是否有进程正在使用设备。

### void fb\_set\_suspend（struct fb\_info \*info，int state）

低级驱动程序发出挂起信号

**参数**

struct fb\_info \*info

受影响的帧缓冲

int state

0 =恢复，！= 0 =暂停

**说明**

这是由低级驱动程序用于向核心和客户端发出挂起/恢复信号的。必须使用控制台信号量调用。

## 帧缓冲区颜色图

### void fb\_dealloc\_cmap（struct fb\_cmap \*cmap）

取消分配颜色映射

**参数**

struct fb\_cmap \*cmap

帧缓冲颜色映射结构

**说明**

释放以前使用fb\_alloc\_cmap（）分配的颜色映射。

### int fb\_copy\_cmap（const struct fb\_cmap \*from，struct fb\_cmap \*to）

复制颜色映射

**参数**

const struct fb\_cmap \*from

帧缓冲颜色映射结构

struct fb\_cmap \*to

帧缓冲颜色映射结构

**说明**

将颜色映射的内容从from复制到to。

### int fb\_set\_cmap（struct fb\_cmap \*cmap，struct fb\_info \*info）

设置颜色映射表

**参数**

struct fb\_cmap \*cmap

帧缓冲颜色映射结构

struct fb\_info \*info

帧缓冲信息结构

**说明**

为设备info设置颜色映射cmap。

返回负errno表示错误，返回零表示成功。

### const struct fb\_cmap \*fb\_default\_cmap（int len）

获取默认颜色映射表

**参数**

int len

每个深度的调色板大小

**说明**

获取特定屏幕深度的默认颜色映射表。len是特定屏幕深度的调色板大小。

返回指向帧缓冲颜色映射结构的指针。

### void fb\_invert\_cmaps（void）

反转所有默认颜色映射表

**参数**

void

没有参数

**说明**

反转所有默认颜色映射表。

## 帧缓冲视频模式数据库

### int fb\_try\_mode（struct fb\_var\_screeninfo \*var，struct fb\_info \*info，const struct fb\_videomode \*mode，unsigned int bpp）

测试视频模式

**参数**

struct fb\_var\_screeninfo \*var

帧缓冲用户定义的显示部分

struct fb\_info \*info

帧缓冲信息结构

const struct fb\_videomode \*mode

帧缓冲视频模式结构

unsigned int bpp

每像素的色深（以位/像素为单位）

**说明**

尝试测试视频模式，以检查它是否在设备信息中有效。

返回1表示成功。

### void fb\_delete\_videomode（const struct fb\_videomode \*mode，struct list\_head \*head）

从模型列表中删除视频模式条目

**参数**

const struct fb\_videomode \*mode

要删除的视频模式

struct list\_head \*head

modelist的struct list\_head

**注释**

将删除所有匹配的模式条目

### int fb\_find\_mode（struct fb\_var\_screeninfo \*var，struct fb\_info \*info，const char \*mode\_option，const struct fb\_videomode \*db，unsigned int dbsize，const struct fb\_videomode \*default\_mode，unsigned int default\_bpp）

查找有效视频模式

**参数**

struct fb\_var\_screeninfo \*var

帧缓冲用户定义的显示部分

struct fb\_info \*info

帧缓冲信息结构

const char \*mode\_option

要查找的字符串视频模式

const struct fb\_videomode \*db

视频模式数据库

unsigned int dbsize

db的大小

const struct fb\_videomode \*default\_mode

回退的默认视频模式

unsigned int default\_bpp

默认每像素位深度

**说明**

查找合适的视频模式，从mode\_option中指定的模式开始，回退到默认模式。如果默认模式失败，则将尝试所有视频模式数据库中的模式。

mode\_option的有效模式指示符：

<xres> x <yres> [M] [R] [-<bpp>] [@<refresh>][i][p][m]

或者

<name>[-<bpp>][@<refresh>]

其中<xres>，<yres>，<bpp>和<refresh>十进制数字，<name>是字符串。

如果yres之后（如果有refresh / bpp，则为refresh / bpp之前）出现“M”，则函数将使用VESA(tm)协调的视频定时（CVT）计算定时。如果在“M”之后出现“R”，则将使用减少的间隙计算（用于平板电视）。如果存在“i”或“p”，则计算交替或逐行扫描模式。如果有“m”，则添加边距，等于xres的1.8％向下取整至8个像素和yres的1.8％。字符“i”，“p”和“m”必须在“M”和“R”之后。例如：

1024x768MR-8@60m-R带有60Hz的减少空白和边距。

返回零表示失败，返回1表示使用指定的mode\_option，返回2表示使用忽略的刷新速率指定的mode\_option，返回3表示使用默认模式，返回4表示回退到任何有效模式。

**注意**

所传递的结构变量未清除！这允许您提供例如灰度和accel\_flags字段的值。

### void fb\_var\_to\_videomode（struct fb\_videomode \*mode，const struct fb\_var\_screeninfo \*var）

将fb\_var\_screeninfo转换为fb\_videomode

**参数**

struct fb\_videomode \*mode

指向struct fb\_videomode的指针.

const struct fb\_var\_screeninfo \*var

指向struct fb\_var\_screeninfo的指针

### void fb\_videomode\_to\_var(struct fb\_var\_screeninfo \*var, const struct fb\_videomode \*mode)

将fb\_videomode转换为fb\_var\_screeninfo

**参数**

struct fb\_var\_screeninfo \*var

指向struct fb\_var\_screeninfo的指针

const struct fb\_videomode \*mode

指向struct fb\_videomode的指针

### int fb\_mode\_is\_equal(const struct fb\_videomode \*mode1, const struct fb\_videomode \*mode2)

比较 2 种视频模式

**参数**

const struct fb\_videomode \* mode1

第一视频模式

const struct fb\_videomode \* mode2

第二视频模式

**返回**

如果相等则为 1，如果不相等则为 0

### const struct fb\_videomode \*fb\_find\_best\_mode(const struct fb\_var\_screeninfo \*var, struct list\_head \*head)

找到最匹配的视频模式

**参数**

const struct fb\_var\_screeninfo \* var

指向结构 fb\_var\_screeninfo 的指针

struct list\_head \* head

指向 modelist 的 struct list\_head 的指针

**返回**

struct fb\_videomode，如果没有找到则为 NULL

重要提示：此函数假定 info->modelist 中的所有 modelist 条目都是有效的。

**注意**

找到与 var->xres 和 var->yres 具有相同或更大维度的最佳匹配视频模式。如果找到超过 1 个视频模式，将返回刷新率最高的视频模式

### const struct fb\_videomode \*fb\_find\_nearest\_mode(const struct fb\_videomode \*mode, struct list\_head \*head)

找到最近的视频模式

**参数**

const struct fb\_videomode \* mode

指向结构 fb\_videomode 的指针

struct list\_head \* head

指向模型师的指针

**说明**

找到最匹配的视频模式，尺寸更小或更大。如果找到超过 1 个视频模式，将返回具有最接近刷新率的视频模式。

### const struct fb\_videomode \*fb\_match\_mode(const struct fb\_var\_screeninfo \*var, struct list\_head \*head)

找到一个与 var 中的时间完全匹配的视频模式

**参数**

const struct fb\_var\_screeninfo \* var

指向结构 fb\_var\_screeninfo 的指针

struct list\_head \* head

指向 modelist 的 struct list\_head 的指针

**返回**

struct fb\_videomode，如果没有找到则为 NULL

### int fb\_add\_videomode(const struct fb\_videomode \*mode, struct list\_head \*head)

向模型师添加视频模式条目

**参数**

const struct fb\_videomode \* mode

要添加的视频模式

struct list\_head \* head

modelist 的 struct list\_head

**注意**

只会添加不匹配的模式条目

### void fb\_destroy\_modelist(struct list\_head \*head)

摧毁模型师

**参数**

struct list\_head \* head

modelist 的 struct list\_head

### void fb\_videomode\_to\_modelist(const struct fb\_videomode \*modedb, int num, struct list\_head \*head)

将模式数组转换为模式列表

**参数**

const struct fb\_videomode \* modedb

fb\_videomode 结构数组

int num

数组中的条目数

struct list\_head \* head

modelist 的 struct list\_head

## 帧缓冲区Macintosh视频模式数据库

### int mac\_vmode\_to\_var(int vmode, int cmode, struct fb\_var\_screeninfo \*var)

将 vmode/cmode 对转换为 var 结构

**参数**

int vmode

MacOS 视频模式

int cmode

MacOS 颜色模式

struct fb\_var\_screeninfo \* var

帧缓冲区视频模式结构

**说明**

将 MacOS vmode/cmode 对转换为帧缓冲区视频模式结构。

错误时返回负 errno，成功时返回零。

### int mac\_map\_monitor\_sense(int sense)

将监视器感知转换为 vmode

**参数**

int sense

Macintosh 显示器感应数

**描述**

将 Macintosh 监视器感知编号转换为 MacOS vmode 编号。

返回 MacOS vmode 视频模式编号

### int mac\_find\_mode(struct fb\_var\_screeninfo \*var, struct fb\_info \*info, const char \*mode\_option, unsigned int default\_bpp)

找到一个视频模式

**参数**

struct fb\_var\_screeninfo \* var

帧缓冲区用户定义的显示部分

struct fb\_info \* info

帧缓冲区信息结构

const char \* mode\_option

视频模式名称（参见 mac\_modedb[]）

unsigned int default\_bpp

默认颜色深度（以每像素位数为单位）

**说明**

找到合适的视频模式。尝试设置mode\_option指定的模式。如果所需模式的名称以“mac”开头，将使用 Mac 视频模式数据库，否则将回退到标准视频模式数据库。

**注意**

标记为 \_\_init 的函数只能在期间使用：

系统启动。

从 fb\_find\_mode 返回错误代码（参见 fb\_find\_mode 函数）。

## 帧缓冲区字体

有关详细信息，请参阅文件 lib/fonts/fonts.c。

# 电压和电流调节器API

## 介绍

此框架旨在提供标准内核接口，以控制电压和电流调节器。

其目的是允许系统动态地控制调节器功率输出，以节省电力并延长电池寿命。这适用于电压调节器（其输出电压可控制）和电流汇（其电流限制可控制）。

请注意，Linux内核源代码中有其他（目前更完整的）文档可供参考，位于Documentation/power/regulator下。

### 词汇表

调节器API使用许多可能不熟悉的术语

调节器

向其他设备提供电能的电子设备。大多数调节器可以启用和禁用其输出，有些还可以控制其输出电压或电流。

使用者

电子设备，消耗由调节器提供的电能。这些可能是静态的，只需要固定的电源，或者是动态的，需要在运行时对调节器进行积极管理。

电力领域

由给定调节器供电的电子电路，包括调节器和所有使用者设备。调节器的配置在电路中的所有组件之间共享。

电力管理集成电路（PMIC）

一个集成了许多稳压器和其他子系统的IC。在嵌入式系统中，主要的PMIC通常相当于台式机系统中的电源和南桥的组合。

## 消费驱动接口

这提供了类似于内核时钟框架的API。消费者驱动程序使用获取和放置操作来获取和释放稳压器。提供了函数来启用和禁用稳压器，并获取和设置稳压器的运行时参数。

当消费者请求稳压器时，他们使用其供应名称的符号名称，例如“Vcc”，这些符号名称由机器接口映射到实际的稳压器设备。

当稳压器框架未使用时，提供此API的存根版本，以最小化使用ifdefs的需要。

### 启用和禁用

稳压器API提供稳压器的引用计数启用和禁用。消费设备使用regulator\_enable（）和regulator\_disable（）函数来启用和禁用稳压器。对这两个函数的调用必须平衡。

请注意，由于多个消费者可能正在使用稳压器，而机器约束可能不允许禁用稳压器，因此不能保证调用regulator\_disable（）实际上会导致由稳压器提供的电源被禁用。消费者驱动程序应假定稳压器可能始终处于启用状态。

### 配置

某些消费者设备可能需要能够动态配置其供应。例如，MMC驱动程序可能需要为其卡选择正确的工作电压。这可以在启用或禁用稳压器时完成。

regulator\_set\_voltage（）和regulator\_set\_current\_limit（）函数提供了主要接口。两者都采用电压和电流范围，支持不需要特定值的驱动程序（例如，CPU频率缩放通常允许CPU在低频率下使用更宽的供应电压范围，但不需要降低供应电压）。必须相同。

### 回调

还可以为诸如规管故障之类的事件注册回调。

## 稳压器驱动程序接口

稳压器芯片的驱动程序通过向稳压器核心注册稳压器，提供操作结构给核心。通知器接口允许将错误条件报告给核心。

注册应由平台的显式设置触发，为稳压器提供包含约束和供应信息的struct regulator\_init\_data。

## 机器接口

该接口提供了一种定义在给定系统上如何将稳压器连接到消费者以及系统的有效操作参数的方法。

### 供应品

稳压器供应品使用struct regulator\_consumer\_supply指定。这是在驱动程序注册时作为机器约束的一部分完成的。

### 约束

除了定义连接之外，机器接口还提供了定义客户端允许执行的操作和可以设置的参数的约束。这是必需的，因为通常稳压器设备将提供比在给定系统上安全使用的灵活性更高的支持，例如支持更高的供应电压，而不适用于消费者的额定电压等级。

这在驱动程序注册时通过提供struct regulation\_constraints来完成。

约束也可以在约束中指定稳压器的初始配置，这对于静态消费者特别有用。

## API参考

由于内核文档框架和现有源代码布局的限制，在此处记录了整个稳压器API。

### struct pre\_voltage\_change\_data

与PRE\_VOLTAGE\_CHANGE事件一起发送的数据

**定义**

struct pre\_voltage\_change\_data {

unsigned long old\_uV;

unsigned long min\_uV;

unsigned long max\_uV;

};

**成员**

old\_uV

更改之前的电压。

min\_uV

我们将更改为的最小电压。

max\_uV

我们将更改为的最大电压。

### struct regulator\_bulk\_data

用于批量稳压器操作的数据。

**定义**

struct regulator\_bulk\_data {

const char \*supply;

struct regulator \*consumer;

};

**成员**

supply

供应的名称。在使用批量稳压器API之前由用户初始化。

consumer

供应品的稳压器消费者。这将由批量API管理。

**说明**

稳压器API提供了一系列regulator\_bulk\_（）API调用，作为需要多个供应的消费者的便利。此结构用于管理这些调用的数据。

### struct regulator\_state

低功耗系统状态下的稳压器状态

**定义**

struct regulator\_state {

int uV;

int min\_uV;

int max\_uV;

unsigned int mode;

int enabled;

bool changeable;

};

**成员**

uV

挂起期间的默认操作电压，可以在<min\_uV，max\_uV>之间进行调整。

min\_uV

可以设置最小挂起电压。

max\_uV

可以设置最大挂起电压。

mode

挂起期间的操作模式。

enabled

挂起期间的操作。 - DO\_NOTHING\_IN\_SUSPEND - DISABLE\_IN\_SUSPEND - ENABLE\_IN\_SUSPEND

changeable

此状态可以在启用/禁用之间切换，

**说明**

这说明了在系统宽低功率状态下调节器的状态。必须设置启用或禁用之一才能应用配置。

### struct regulation\_constraints

调节器操作约束。

**定义**

struct regulation\_constraints {

const char \*name;

int min\_uV;

int max\_uV;

int uV\_offset;

int min\_uA;

int max\_uA;

int ilim\_uA;

int system\_load;

u32 \*max\_spread;

int max\_uV\_step;

unsigned int valid\_modes\_mask;

unsigned int valid\_ops\_mask;

int input\_uV;

struct regulator\_state state\_disk;

struct regulator\_state state\_mem;

struct regulator\_state state\_standby;

struct notification\_limit over\_curr\_limits;

struct notification\_limit over\_voltage\_limits;

struct notification\_limit under\_voltage\_limits;

struct notification\_limit temp\_limits;

suspend\_state\_t initial\_state;

unsigned int initial\_mode;

unsigned int ramp\_delay;

unsigned int settling\_time;

unsigned int settling\_time\_up;

unsigned int settling\_time\_down;

unsigned int enable\_time;

unsigned int active\_discharge;

unsigned always\_on:1;

unsigned boot\_on:1;

unsigned apply\_uV:1;

unsigned ramp\_disable:1;

unsigned soft\_start:1;

unsigned pull\_down:1;

unsigned over\_current\_protection:1;

unsigned over\_current\_detection:1;

unsigned over\_voltage\_detection:1;

unsigned under\_voltage\_detection:1;

unsigned over\_temp\_detection:1;

};

**成员**

name

约束说明名称，用于显示目的。

min\_uV

使用者可以设置的最小电压。

max\_uV

使用者可以设置的最大电压。

uV\_offset

从使用者到调节器的电压的偏移量。

min\_uA

使用者可以设置的最小电流。

max\_uA

使用者可以设置的最大电流。

ilim\_uA

最大输入电流。

system\_load

未被任何使用者请求捕获的负载。

max\_spread

耦合调节器之间的最大可能差距

max\_uV\_step

电压最大可能的步进变化

valid\_modes\_mask

使用者可以配置的模式掩码。

valid\_ops\_mask

使用者可以执行的操作。

input\_uV

由另一个调节器提供电源时的调节器输入电压。

state\_disk

系统以磁盘模式挂起时调节器的状态。

state\_mem

系统以存储器模式挂起时调节器的状态。

state\_standby

系统以待机模式挂起时调节器的状态。

over\_curr\_limits

超过电流限制的限制。

over\_voltage\_limits

超过电压限制的限制。

under\_voltage\_limits

在电压限制下的限制。

temp\_limits

温度限制的限制。

initial\_state

默认设置的挂起状态。

initial\_mode

在启动时设置的模式。

ramp\_delay

电压变化后稳定下来的时间（单位uV / us）

settling\_time

电压变化时稳定下来的时间（当电压变化是非线性时）（单位微秒）。

settling\_time\_up

电压上升后稳定下来的时间（当电压变化是非线性时）（单位微秒）。

settling\_time\_down

电压降低后稳定下来的时间（当电压变化是非线性时）（单位微秒）。

enable\_time

线路开启时间（单位微秒）

active\_discharge

启用/禁用主动放电。enum调节器活动放电值用于初始化。

always\_on

如果调节器永远不应被禁用，则设置。

boot\_on

如果系统最初启动时启用调节器，则设置。如果调节器未被硬件或引导加载程序启用，则在应用约束时将启用它。

apply\_uV

在初始化时应用电压约束。

ramp\_disable

在初始化或设置电压时禁用斜坡延迟。

soft\_start

启用软起动以使电压缓慢上升。

pull\_down

当调节器被禁用时启用下拉。

over\_current\_protection

在超过电流事件时自动禁用。

over\_current\_detection

配置超过电流限制。

over\_voltage\_detection

配置过高电压限制。

under\_voltage\_detection

配置低于电压限制。

over\_temp\_detection

配置超过温度限制。

**说明**

此结构说明调节器和板/机器特定的约束。

### struct regulation\_constraints

供应- >设备映射

**定义**

struct regulator\_consumer\_supply {

const char \*dev\_name;

const char \*supply;

};

**成员**

dev\_name

使用者的dev\_name（）结果。

supply

供应名称。

**说明**

这将一个供应名称映射到一个设备。使用dev\_name允许支持晚回收struct device的总线，如I2C。

### struct regulator\_init\_data

调节器平台初始化数据。

**定义**

struct regulator\_init\_data {

const char \*supply\_regulator;

struct regulation\_constraints constraints;

int num\_consumer\_supplies;

struct regulator\_consumer\_supply \*consumer\_supplies;

int (\*regulator\_init)(void \*driver\_data);

void \*driver\_data;

};

**成员**

supply\_regulator

父调节器。使用调节器在sysfs中的名称字段中显示的调节器名称指定，该名称可以使用约束字段“名称”显式设置。

constraints

限制。必须指定这些约束才能使用调节器。

num\_consumer\_supplies

使用者设备供应的数量。

consumer\_supplies

使用者设备供应配置。

regulator\_init

调节器注册后调用的回调。

driver\_data

传递给regulator\_init的数据。

**说明**

初始化约束，我们的供应和使用者供应。

### struct regulator\_linear\_range

指定线性电压范围

**定义**

struct regulator\_linear\_range {

unsigned int min\_uV;

unsigned int min\_sel;

unsigned int max\_sel;

unsigned int uV\_step;

};

**成员**

min\_uV

范围中的最低电压

min\_sel

范围的最低选择器

max\_sel

范围的最高选择器

uV\_step

步长

**说明**

为regulator\_map\_linear\_range（）和regulator\_list\_linear\_range（）指定一个电压范围。

### struct regulator\_ops

调节器操作。

**定义**

struct regulator\_ops {

int (\*list\_voltage) (struct regulator\_dev \*, unsigned selector);

int (\*set\_voltage) (struct regulator\_dev \*, int min\_uV, int max\_uV, unsigned \*selector);

int (\*map\_voltage)(struct regulator\_dev \*, int min\_uV, int max\_uV);

int (\*set\_voltage\_sel) (struct regulator\_dev \*, unsigned selector);

int (\*get\_voltage) (struct regulator\_dev \*);

int (\*get\_voltage\_sel) (struct regulator\_dev \*);

int (\*set\_current\_limit) (struct regulator\_dev \*, int min\_uA, int max\_uA);

int (\*get\_current\_limit) (struct regulator\_dev \*);

int (\*set\_input\_current\_limit) (struct regulator\_dev \*, int lim\_uA);

int (\*set\_over\_current\_protection)(struct regulator\_dev \*, int lim\_uA, int severity, bool enable);

int (\*set\_active\_discharge)(struct regulator\_dev \*, bool enable);

int (\*enable) (struct regulator\_dev \*);

int (\*disable) (struct regulator\_dev \*);

int (\*is\_enabled) (struct regulator\_dev \*);

int (\*set\_mode) (struct regulator\_dev \*, unsigned int mode);

unsigned int (\*get\_mode) (struct regulator\_dev \*);

int (\*get\_error\_flags)(struct regulator\_dev \*, unsigned int \*flags);

int (\*enable\_time) (struct regulator\_dev \*);

int (\*set\_ramp\_delay) (struct regulator\_dev \*, int ramp\_delay);

int (\*set\_voltage\_time) (struct regulator\_dev \*, int old\_uV, int new\_uV);

int (\*set\_voltage\_time\_sel) (struct regulator\_dev \*,unsigned int old\_selector, unsigned int new\_selector);

int (\*set\_soft\_start) (struct regulator\_dev \*);

int (\*get\_status)(struct regulator\_dev \*);

unsigned int (\*get\_optimum\_mode) (struct regulator\_dev \*, int input\_uV, int output\_uV, int load\_uA);

int (\*set\_load)(struct regulator\_dev \*, int load\_uA);

int (\*set\_bypass)(struct regulator\_dev \*dev, bool enable);

int (\*get\_bypass)(struct regulator\_dev \*dev, bool \*enable);

int (\*set\_suspend\_voltage) (struct regulator\_dev \*, int uV);

int (\*set\_suspend\_enable) (struct regulator\_dev \*);

int (\*set\_suspend\_disable) (struct regulator\_dev \*);

int (\*set\_suspend\_mode) (struct regulator\_dev \*, unsigned int mode);

int (\*resume)(struct regulator\_dev \*rdev);

int (\*set\_pull\_down) (struct regulator\_dev \*);

};

**成员**

list\_voltage

返回受支持的电压之一，以微伏为单位； 如果选择器指示的电压在此系统上无法使用，则为零； 或者负errno。选择器的范围从零到少于regulator\_desc .n\_voltages。电压可以以任何顺序报告。

set\_voltage

设置规定范围内的调整器电压。 驱动程序应选择最接近min\_uV的电压。

map\_voltage

将电压转换为选择器

set\_voltage\_sel

使用指定的选择器设置调整器电压。

get\_voltage

返回调整器的当前配置的电压； 如果调节器无法在启动时读取且尚未设置，则返回-ENOTRECOVERABLE。

get\_voltage\_sel

返回调整器的当前配置电压选择器； 如果调节器无法在启动时读取且尚未设置，则返回-ENOTRECOVERABLE。

set\_current\_limit

为限流调节器配置限制。 驱动程序应选择最接近max\_uA的电流。

get\_current\_limit

获取限流调节器的配置限制。

set\_input\_current\_limit

配置输入限制。

set\_over\_current\_protection

支持启用和设置超电流情况检测的限制。

set\_active\_discharge

设置调节器的主动放电启用/禁用。

enable

将调节器配置为已启用。

disable

将调节器配置为已禁用。

is\_enabled

如果调节器已启用，则返回1，否则返回0。 还可以返回负errno。

set\_mode

设置调节器的配置操作模式。

get\_mode

获取调节器的配置操作模式。

get\_error\_flags

获取调节器的当前错误。

enable\_time

启用后调节器输出电压稳定所需的时间，单位为微秒。

set\_ramp\_delay

设置调节器的渐变延迟。 驱动程序应选择小于（最接近的）ramp\_delay的渐变延迟。

set\_voltage\_time

将调整器电压输出电压设置为新值后必须稳定的时间，单位为μs。 函数接收from和to电压作为输入，应返回最坏情况。

set\_voltage\_time\_sel

将调整器电压输出电压设置为新值后必须稳定的时间，单位为μs。 函数接收from和to电压选择器作为输入，应返回最坏情况。

set\_soft\_start

为调整器启用软启动。

get\_status

以REGULATOR\_STATUS值（或负errno）返回调整器的实际（非配置）状态

get\_optimum\_mode

获取调整器在指定参数下运行时最有效的操作模式。

set\_load

设置调节器的负载。

set\_bypass

设置调节器为旁路模式。

get\_bypass

获取调节器旁路模式状态。

set\_suspend\_voltage

在系统暂停时设置调节器的电压。

set\_suspend\_enable

当系统挂起时，将调节器标记为启用。

set\_suspend\_disable

当系统挂起时，将调节器标记为禁用。

set\_suspend\_mode

设置系统挂起时调节器的运行模式。

set\_pull\_down

配置调节器在禁用时下拉。

**说明**

此结构说明了调节器芯片驱动程序可以实现的调节器操作。

### struct regulator\_desc

struct调节器说明符

**定义**

struct regulator\_desc {

const char \*name;

const char \*supply\_name;

const char \*of\_match;

const char \*regulators\_node;

int (\*of\_parse\_cb)(struct device\_node \*,const struct regulator\_desc \*, struct regulator\_config \*);

int id;

unsigned int continuous\_voltage\_range:1;

unsigned n\_voltages;

const struct regulator\_ops \*ops;

int irq;

enum regulator\_type type;

struct module \*owner;

unsigned int min\_uV;

unsigned int uV\_step;

unsigned int linear\_min\_sel;

int fixed\_uV;

unsigned int ramp\_delay;

int min\_dropout\_uV;

const struct regulator\_linear\_range \*linear\_ranges;

int n\_linear\_ranges;

const unsigned int \*volt\_table;

unsigned int vsel\_reg;

unsigned int vsel\_mask;

unsigned int csel\_reg;

unsigned int csel\_mask;

unsigned int apply\_reg;

unsigned int apply\_bit;

unsigned int enable\_reg;

unsigned int enable\_mask;

unsigned int enable\_val;

unsigned int disable\_val;

bool enable\_is\_inverted;

unsigned int bypass\_reg;

unsigned int bypass\_mask;

unsigned int bypass\_val\_on;

unsigned int bypass\_val\_off;

unsigned int active\_discharge\_on;

unsigned int active\_discharge\_off;

unsigned int active\_discharge\_mask;

unsigned int active\_discharge\_reg;

unsigned int soft\_start\_reg;

unsigned int soft\_start\_mask;

unsigned int soft\_start\_val\_on;

unsigned int pull\_down\_reg;

unsigned int pull\_down\_mask;

unsigned int pull\_down\_val\_on;

unsigned int enable\_time;

unsigned int off\_on\_delay;

unsigned int (\*of\_map\_mode)(unsigned int mode);

};

**成员**

name

标识调节器的名称。

supply\_name

标识调节器的电源。

of\_match

用于在DT中标识调节器的名称。

regulators\_node

在DT中包含调节器定义的节点名称。

of\_parse\_cb

如果存在 of\_match，则可选回调。在 init\_data 解析期间为 DT 中解析的每个调节器调用。传递给回调函数的 regulator\_config 参数将是仅对本特定调用有效的 regulator\_register 传递的配置的副本。回调函数可以自由更改配置，但不能将其存储用于以后的使用。回调应返回 0 表示成功，或返回负 ERRNO 表示失败。

id

调节器的数字标识符。

continuous\_voltage\_range

指示调节器是否可以在限制范围内设置任何电压。

n\_voltages

可用于 ops.list\_voltage() 的选择器数量。

ops

调节器操作表。

irq

调节器的中断号。

type

指示调节器是电压调节器或电流调节器。

owner

提供调节器的模块，用于引用计数。

min\_uV

最低选择器所带的电压（如果是线性映射）。

uV\_step

每个选择器所增加的电压（如果是线性映射）。

linear\_min\_sel

开始线性映射的最小选择器。

fixed\_uV

固定轨道的电压。

ramp\_delay

电压变化后稳定的时间（单位uV/us）。

min\_dropout\_uV

此调节器可以处理的最小掉电电压。

linear\_ranges

可能的电压范围的常量表。

n\_linear\_ranges

线性范围（如果使用）表中的条目数。

volt\_table

电压映射表（如果基于表格的映射）。

vsel\_reg

使用 regulator\_map\_\*\_voltage\_\* 时的选择器寄存器。

vsel\_mask

用于选择器的寄存器位字段的掩码。

csel\_reg

使用 regmap set\_current\_limit 的当前限制选择器的寄存器。

csel\_mask

用于当前限制选择器的寄存器位字段的掩码。

apply\_reg

当使用 regulator\_set\_voltage\_sel\_regmap 时，用于在输出上启动电压变化的寄存器。

apply\_bit

使用 regulator\_set\_voltage\_sel\_regmap 时用于在输出上启动电压变化的寄存器位字段。

enable\_reg

控制 regmap enable/disable ops 时使用的寄存器。

enable\_mask

用于控制 regmap enable/disable ops 的寄存器位字段。

enable\_val

控制 regmap enable/disable ops 时的启用值。

disable\_val

控制 regmap enable/disable ops 时的禁用值。

enable\_is\_inverted

一个标志，用于指示在使用 regulator\_enable\_regmap 和 friends APIs 时将 enable\_mask 位设置为禁用。

bypass\_reg

使用 regmap set\_bypass 时使用的控制寄存器。

bypass\_mask

用于使用 regmap set\_bypass 时的控制寄存器位字段的掩码。

bypass\_val\_on

使用 regmap set\_bypass 时的启用值。

bypass\_val\_off

使用 regmap set\_bypass 时的禁用值。

bypass\_val\_off

使用regmap set\_bypass时的禁用控制值

active\_discharge\_on

使用regmap set\_active\_discharge时的禁用控制值

active\_discharge\_off

使用regmap set\_active\_discharge时的启用控制值

active\_discharge\_mask

使用regmap set\_active\_discharge时的掩码控制值

active\_discharge\_reg

使用regmap set\_active\_discharge时的寄存器控制值

soft\_start\_reg

使用regmap set\_soft\_start时的寄存器控制值

soft\_start\_mask

使用regmap set\_soft\_start时的掩码控制值

soft\_start\_val\_on

使用regmap set\_soft\_start时的启用控制值

pull\_down\_reg

使用regmap set\_pull\_down时的寄存器控制值

pull\_down\_mask

使用regmap set\_pull\_down时的掩码控制值

pull\_down\_val\_on

使用regmap set\_pull\_down时的启用控制值

enable\_time

调节器初始启用需要的时间（以微秒为单位）。

off\_on\_delay

在重新启用调节器之前的保护时间（以微秒为单位）

poll\_enabled\_time

在检查调节器实际启用时使用的轮询间隔（以微秒为单位）。最多可达enable\_time。

of\_map\_mode

将DeviceTree中定义的硬件模式映射到标准模式

**说明**

每个注册到核心的调节器均由此类型的结构和regulator\_config结构来说明。该结构包含调节器说明的非变量部分。

### struct regulator\_config

动态调节器说明符

**定义**

struct regulator\_config {

struct device \*dev;

const struct regulator\_init\_data \*init\_data;

void \*driver\_data;

struct device\_node \*of\_node;

struct regmap \*regmap;

bool ena\_gpio\_initialized;

int ena\_gpio;

struct gpio\_desc \*ena\_gpiod;

unsigned int ena\_gpio\_invert:1;

unsigned int ena\_gpio\_flags;

};

**成员**

dev

监管机构的结构设备

init\_data

平台提供初始化数据，由驱动传递

driver\_data

私人监管机构数据

of\_node

用于解析设备树绑定的 OpenFirmware 节点（可能为 NULL）。

regmap

如果不足，则用于核心 regmap 助手的 regmap dev\_get\_regmap()。

ena\_gpio\_initialized

GPIO 控制调节器启用已正确初始化，这意味着 >= 0 是有效的 gpio 标识符，< 0 是不存在的 gpio。

ena\_gpio

GPIO 控制稳压器使能。

ena\_gpiod

GPIO 描述符控制调节器使能。

ena\_gpio\_invert

感知 GPIO 使能控制。

ena\_gpio\_flags

调用时使用的标志[gpio\_request\_one()](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/legacy.html" \l "c.gpio_request_one" \o "gpio_request_one)

**说明**

每个注册到核心的调节器均由此类型的结构和regulator\_desc结构来说明。该结构包含调节器说明的运行时变量部分。

### struct regulator \*regulator\_get(struct device \*dev, const char \*id)

查找并获得对调节器的引用。

**参数**

struct device \*dev

调节器“使用者”所在的设备

const char \*id

提供名称或调节器ID。

**说明**

返回对应于调节器生产方的struct regulator，或包含errno的IS\_ERR()条件。

强烈建议使用通过set\_consumer\_device\_supply（）配置的供应名称。建议使用的供应名称应与数据表中所用的名称和/或相关设备引脚的名称相匹配。

### struct regulator \*regulator\_get\_exclusive(struct device \*dev, const char \*id)

获得对调节器的独占访问。

**参数**

struct device \*dev

调节器“使用者”所在的设备

const char \*id

提供名称或调节器ID。

**说明**

返回对应于调节器生产方的struct regulator，或包含errno的IS\_ERR()条件。在持有此引用并且调节器的使用计数已初始化以反映调节器当前状态的情况下，其他使用者将无法获得此调节器。

这适用于无法容忍调节器共享使用的使用者，例如需要强制关闭调节器以正确操作其控制的硬件的使用者。

强烈建议使用通过set\_consumer\_device\_supply（）配置的供应名称。建议使用的供应名称应与数据表中所用的名称和/或相关设备引脚的名称相匹配。

### struct regulator \*regulator\_get\_optional(struct device \*dev, const char \*id)

获得对调节器的可选访问。

**参数**

struct device \*dev

调节器“使用者”所在的设备

const char \*id

提供名称或调节器ID。

**说明**

返回对应于调节器生产方的struct regulator，或包含errno的IS\_ERR()条件。

这适用于可以在正常使用中断开某些供电的设备的使用者，例如某些MMC设备。它可以允许调节器核心通过使用正常的regulator\_get（）调用来提供其他供电的存根提供，而无需干扰可以处理缺失供电的驱动程序的操作。

强烈建议使用通过set\_consumer\_device\_supply（）配置的供应名称。建议使用的供应名称应与数据表中所用的名称和/或相关设备引脚的名称相匹配。

### void regulator\_put（struct regulator \*调整器）

“释放”调节器源

**参数**

struct regulator \*regulator

调节器源

**注意事项**

驱动程序必须确保在调用此函数之前对此调节器源进行的所有regulator\_enable调用都应以regulator\_disable调用平衡。

### int regulator\_register\_supply\_alias(struct device \*dev, const char \*id, struct device \*alias\_dev, const char \*alias\_id)

为供电线路提供设备别名查找

**参数**

struct device \*dev

将作为调节器“使用者”提供给该设备的设备

const char \*id

提供名称或调节器ID

struct device \*alias\_dev

应该使用的设备来查找供应

const char \*alias\_id

应该用于查找供应的供应名称或稳压器ID

**说明**

在alias\_dev上查找id的所有查找都将改为在alias\_id上替代的dev。

### void regulator\_unregister\_supply\_alias(struct device \*dev，const char \*id)

删除设备别名

参量

struct device \*dev

将作为稳压器“消费者”赠送的设备

const char \*id

供应名称或稳压器ID

**说明**

如果id在dev上存在查找别名，则删除该别名。

### int regulator\_bulk\_register\_supply\_alias（struct device \*dev，const char \*const \*id，struct device \*alias\_dev，const char \*const \*alias\_id，int num\_id）

注册多个别名

**参数**

struct device \*dev

作为稳压器“消费者”赠送的设备

const char \*const \*id

供应名称列表或将作为稳压器ID的设备

struct device \*alias\_dev

应该用于查找供应的设备

const char \*const \*alias\_id

应该用于查找供应的供应或稳压器ID的名称列表

int num\_id

要注册的别名数

**说明**

成功返回0，失败时返回errno。

此辅助函数允许驱动程序在一个操作中注册多个供应别名。如果任何别名无法注册，则在返回给调用者之前将删除所有已注册的别名。

### void regulator\_bulk\_unregister\_supply\_alias（struct device \*dev，const char \*const \*id，int num\_id）

取消注册多个别名

**参数**

struct device \*dev

将作为稳压器“消费者”赠送的设备

const char \*const \*id

供应名称或稳压器ID列表

int num\_id

要取消注册的别名数

**说明**

此辅助函数允许驱动程序在一个操作中注销多个供应别名。

### int regulator\_enable（struct regulator \* regulator）

启用稳压器输出

**参数**

struct regulator \* regulator

调节器需要的电源

**说明**

请求使用预定义的电压或电流值启用稳压器输出。 regulator\_enable（）的调用必须与regulator\_disable（）的调用平衡。

**注意**

输出值可以由其他驱动程序，引导加载程序或可以在稳压器中硬连线来设置。

### int regulator\_disable（struct regulator \* regulator）

禁止稳压器输出

**参数**

struct regulator \* regulator

调节器需要的电源

**说明**

禁用稳压器输出电压或电流。 regulator\_enable（）的调用必须与regulator\_disable（）的调用平衡。

**注意**

只有当没有其他使用者设备启用时，此操作才会关闭稳压器输出，稳压器设备支持禁用并且机器约束允许执行此操作。

### int regulator\_force\_disable（struct regulator \* regulator）

强制禁用稳压器输出

**参数**

struct regulator \* regulator

调节器需要的电源

**说明**

强制禁用稳压器输出电压或电流。

**注意**

即使其他使用者设备启用它，这也会禁用稳压器输出。 如果不禁用稳压器，则可能会导致设备损坏的情况下应使用此功能（例如，超温）。

### int regulator\_disable\_deferred（struct regulator \* regulator，int ms）

延迟禁用稳压器输出

**参数**

struct regulator \* regulator

调节器需要的电源

int ms

直到稳压器被禁用的毫秒数

**说明**

在延迟之后执行regulator\_disable（）对稳压器的操作。 这适用于需要一些时间来静音的设备。

**注意**

只有当没有其他使用者设备启用时，此操作才会禁用稳压器输出，稳压器设备支持禁用并且机器约束允许执行此操作。

### int regulator\_is\_enabled（struct regulator \* regulator）

稳压器输出是否已启用

**参数**

struct regulator \* regulator

调节器需要的电源

**说明**

如果支持客户端的稳压器驱动程序已请求启用设备，则返回正数，否则返回零，否则返回负的errno代码。

请注意，支持此稳压器手柄的设备可以有多个用户，因此即使从未为此特定源调用regulator\_enable（），它也可能已启用。

### int regulator\_count\_voltages（struct regulator \* regulator）

计算稳压器列表电压（）选择器

**参数**

struct regulator \* regulator

调节器需要的电源

**说明**

返回选择器的数量或负errno。 选择器从零开始编号，通常对应于硬件寄存器中的位字段。

### int regulator\_list\_voltage（struct regulator \* regulator，unsigned selector）

枚举支持的电压

**参数**

struct regulator \* regulator

调节器需要的电源

unsigned selector

识别要列出的电压

**上下文**

可以睡觉

**说明**

返回电压，该电压可以传递给regulator\_set\_voltage（），如果此选择器代码无法在此系统上使用，则返回零，否则返回负errno。

### int regulator\_get\_hardware\_vsel\_register（struct regulator \* regulator，unsigned \* vsel\_reg，unsigned \* vsel\_mask）

获取硬件电压选择寄存器

**参数**

struct regulator \* regulator

调节器需要的电源

unsigned \* vsel\_reg

电压选择器寄存器，输出参数

unsigned \* vsel\_mask

电压选择器位域的掩码，输出参数

**说明**

返回用于设置稳压器电压的硬件寄存器偏移量和位掩码。 例如，在配置电压缩放硬件或固件可以使I2C请求绕过内核时，这可能很有用。

成功时，将填入输出参数vsel\_reg和vsel\_mask，并返回0，否则返回负errno。

### int regulator\_list\_hardware\_vsel（struct regulator \*regulator，unsigned selector）

获取选择器的硬件特定寄存器值

**参数**

struct regulator \*regulator

调节器来源

unsigned selector

电压标识

**说明**

将选择器转换为硬件特定的电压选择器，可直接写入调节器寄存器。可以通过调用regulator\_get\_hardware\_vsel\_register来确定电压寄存器的地址。

发生错误时返回负的errno。

### unsigned int regulator\_get\_linear\_step（struct regulator \*regulator）

返回VSEL值之间的电压步长大小

**参数**

struct regulator \*regulator

调节器来源

**说明**

返回线性调节器的VSEL值之间的电压步长大小，如果调节器不是线性调节器，则返回0。

### int regulator\_is\_supported\_voltage（struct regulator \*regulator，int min\_uV，int max\_uV）

检查是否可以支持电压范围

**参数**

struct regulator \*regulator

要检查的调节器。

int min\_uV

所需最小电压（微伏）。

int max\_uV

所需最大电压（微伏）。

**说明**

返回布尔值或负错误代码。

### int regulator\_set\_voltage（struct regulator \*regulator，int min\_uV，int max\_uV）

设置调节器输出电压

**参数**

struct regulator \*regulator

调节器来源

int min\_uV

所需最小电压（微伏）

int max\_uV

可接受的最高电压（微伏）

**说明**

将电压调节器设置为所需的输出电压。这可以在任何调节器状态下设置。也就是说，调节器可以被禁用或启用。

如果调节器已启用，则电压将立即改变为新值，否则，如果调节器被禁用，则在启用时调节器将输出新电压。

**注意**

如果调节器在多个设备之间共享，则将使用满足系统限制的最低请求电压。调节器系统限制必须在调用此功能之前设置为该调节器，否则此调用将失败。

### int regulator\_set\_voltage\_time（struct regulator \*regulator，int old\_uV，int new\_uV）

获取提高/降低时间

**参数**

struct regulator \*regulator

调节器来源

int old\_uV

起始电压（毫伏）

int new\_uV

目标电压（毫伏）

**说明**

提供起始和结束电压，此函数尝试计算到达该新电压所需的微秒时间。

### int regulator\_set\_voltage\_time\_sel（struct regulator\_dev \*rdev，unsigned int old\_selector，unsigned int new\_selector）

获取提高/降低时间

**参数**

结构调节器\_dev \* rdev

调节器源设备

unsigned int old\_selector

用于起始电压的选择器

unsigned int new\_selector

用于目标电压的选择器

**说明**

提供起始和目标电压选择器，此函数返回到达此新电压所需的时间（以微秒为单位）

提供ramp\_delay的驱动器可以将其用作set\_voltage\_time\_sel（）操作。

### int regulator\_sync\_voltage（struct regulator \*regulator）

重新应用上次调节器输出电压

**参数**

结构调节器\*调节器

调节器来源

**说明**

重新应用上次配置的电压。这旨在用于某些外部控制源与消费者合作导致配置的电压发生更改的情况。

### int regulator\_get\_voltage（struct regulator \*regulator）

获取调节器输出电压

**参数**

结构调节器\*调节器

调节器来源

**说明**

以微伏为单位返回当前调节器电压。

**注意**

如果调节器已禁用，则返回电压值。此函数不应用于确定调节器状态。

### int regulator\_set\_current\_limit（struct regulator \*regulator，int min\_uA，int max\_uA）

设置调节器输出电流限制

**参数**

struct regulator \*regulator

调节器来源

int min\_uA

支持的最小电流（微安）

int max\_uA

支持的最大电流（微安）

**说明**

将电流汇流处设置为所需的输出电流。这可以在任何调节器状态下设置。也就是说，调节器可以被禁用或启用。

如果调节器已启用，则电流将立即更改为新值，否则，如果调节器被禁用，则在启用时调节器将输出新电流。

**注**

调节器系统限制必须在调用此函数之前设置为该调节器，否则此调用将失败。

### int regulator\_get\_current\_limit（struct regulator \*regulator）

获取调节器输出电流

**参数**

struct regulator \*regulator

调节器来源

**说明**

以微安为单位返回指定电流汇流处提供的电流。

**注**

如果调节器已禁用，则返回电流值。此函数不应用于确定调节器状态。

### int regulator\_set\_mode（struct regulator \*regulator，unsigned int mode）

设置调节器工作模式

**参数**

struct regulator \*regulator

调节器来源

unsigned int mode

操作模式- REGULATOR\_MODE常量之一

**说明**

将调节器工作模式设置为提高调节器效率或提高调节性能。

**注**

调节器系统限制必须在调用此函数之前设置为该调节器，否则此调用将失败。

### unsigned int regulator\_get\_mode（struct regulator \*regulator）

获取调节器工作模式

**参数**

struct regulator \*regulator

调节器来源

**说明**

获取当前的调节器工作模式。

### int regulator\_get\_error\_flags（struct regulator \*regulator，unsigned int \*flags）

获取调节器错误信息

**参数**

struct regulator \*regulator

调节器来源

unsigned int \* flags

存储错误标志的指针

**说明**

获取当前的调节器误差信息。

### int regulator\_set\_load(struct regulator \* regulator，int uA\_load)

设置调节器负载。

**参数**

struct regulator \* regulator

调节器源

int uA\_load

负载电流

**说明**

向调节器内核通知新的设备负载。然后，DRMS（如果由约束启用）使用这个负载来设置新调节器负载的最有效的调节器工作模式。

当消费者设备改变操作状态和电源状态时，它们会通知其供应调节器它们将要使用的最大功率（可以从设备数据表中获取功耗表）。影响电源消耗的操作状态变化的实例包括：

1. 设备打开/关闭。
2. 设备的IO即将开始或已经完成。
3. 设备闲置工作。

此信息也通过sysfs导出给用户空间。

如果平台约束允许，DRMS将总请求数量加总并更改为最有效的操作模式。

出错时，会返回负errno。

### int regulator\_allow\_bypass(struct regulator \* regulator，bool enable)

允许调节器进入旁路模式。

**参数**

struct regulator \* regulator

要配置的调节器

bool enable

启用或禁用旁路模式。

**说明**

如果所有其他调节器使用者也启用旁路模式并且机器约束允许，允许调节器进入旁路模式。旁路模式意味着调节器仅将输入直接传递到输出，而不进行调节。

### int regulator\_register\_notifier(struct regulator \* regulator，struct notifier\_block \* nb)

注册调节器事件通知器。

**参数**

struct regulator \* regulator

调节器源

struct notifier\_block \* nb

通知块

**说明**

注册通知器块以接收调节器事件。

### int regulator\_unregister\_notifier(struct regulator \* regulator，struct notifier\_block \* nb)

注销调节器事件通知器。

**参数**

struct regulator \* regulator

调节器源

struct notifier\_block \* nb

通知块

**说明**

注销调节器事件通知器块。

### int regulator\_bulk\_get(struct device \* dev，int num\_consumers，struct regulator\_bulk\_data \* consumers)

获取多个调节器使用者。

**参数**

struct device \* dev

设备供应

int num\_consumers

要注册的使用者数量

struct regulator\_bulk\_data \* consumers

消费者配置；客户端存储在此处。

**说明**

在失败时返回0，在失败时返回errno。

该帮助程序函数允许驱动程序在一个操作中获取多个调节器使用者。如果无法获取任何调节器，则返回调用者之前分配的所有调节器将被释放。

### int regulator\_**bulk**\_enable(int num\_consumers，struct regulator\_bulk\_data \* consumers)

启用多个调节器使用者。

**参数**

int num\_consumers

消费者数量

struct regulator\_bulk\_data \* consumers

消费数据；客户端存储在此处。成功返回0，失败返回errno

**说明**

此方便API允许使用者在单个API调用中启用多个调节器客户端。如果无法启用任何使用者，则在返回之前任何其他已启用的使用者将被再次禁用。

### int regulator\_bulk\_disable(int num\_consumers，struct regulator\_bulk\_data \* consumers)

禁用多个调节器使用者。

**参数**

int num\_consumers

消费者数量

struct regulator\_bulk\_data \* consumers

消费数据；客户端存储在此处。成功返回0，失败返回errno

**说明**

此方便API允许消费者在单个API调用中禁用多个调节器客户端。如果无法禁用任何使用者，则在返回之前任何其他已禁用的使用者将被再次启用。

### int regulator\_bulk\_force\_disable(int num\_consumers，struct regulator\_bulk\_data \* consumers)

强制禁用多个调节器使用者。

**参数**

int num\_consumers

消费者数量

struct regulator\_bulk\_data \* consumers

消费数据；客户端存储在此处。成功返回0，失败返回errno

**说明**

此方便API允许消费者在单个API调用中强制禁用多个调节器客户端。

注当设备热度高时会造成设备损坏，应使用此选项禁用调节器。虽然调节器\_force\_disable函数调用某些使用者可能会返回错误编号，但会为所有使用者调用该函数。

### void regulator\_bulk\_free(int num\_consumers，struct regulator\_bulk\_data \* consumers)

释放多个调节器使用者。

**参数**

int num\_consumers

消费者数量

struct regulator\_bulk\_data \* consumers

消费数据；客户端存储在此处。

**说明**

此方便API允许消费者在单个API调用中免费多个调节器客户端。

### int regulator\_notifier\_call\_chain(struct regulator\_dev \* rdev，unsigned long event，void \* data)

调用调节器事件通知器。

**参数**

struct regulator\_dev \* rdev

调节器源

unsigned long event

通知块

void \* data

回调特定数据。

**说明**

由调节器驱动程序调用以通知客户端发生了调节器事件。

### int regulator\_mode\_to\_status(unsigned int mode)

将调节器模式转换为状态

**参数**

unsigned int mode

转换模式

**说明**

将一个稳压器模式转换为状态。

### struct regulator\_dev \*regulator\_register(const struct regulator\_desc \*regulator\_desc, const struct regulator\_config \*cfg)

注册稳压器

**参数**

const struct regulator\_desc \*regulator\_desc

要注册的稳压器

const struct regulator\_config \*cfg

用于稳压的运行时配置

**说明**

稳压器驱动程序调用此函数注册一个regu。成功时返回指向struct “regulator\_dev”的有效指针，而在错误的情况下返回ERR\_PTR()。

### void regulator\_unregister(struct regulator\_dev \*rdev)

注销稳压器

**参数**

struct regulator\_dev \*rdev

要注销的稳压器

**说明**

稳压器驱动程序调用此函数注销一个稳压器。

### void regulator\_has\_full\_constraints(void)

系统有完全规范化的约束条件

**参数**

无参数

**说明**

调用此函数将导致稳压器API禁用所有计数为0且没有始终启用约束条件的稳压器，该函数为late\_initcall。意图是这将成为未来内核发布中的默认行为，因此鼓励用户立即使用此功能。

### void \*rdev\_get\_drvdata(struct regulator\_dev \*rdev)

获取rdev稳压器驱动程序数据

**参数**

struct regulator\_dev \*rdev

稳压器

**说明**

获取rdev稳压器驱动程序的私有数据。可以在稳压器驱动程序上下文中使用此调用。

### void \*regulator\_get\_drvdata(struct regulator \*regulator)

获取稳压器驱动程序数据

**参数**

struct regulator \*regulator

稳压器

**说明**

获取稳压器驱动程序的私有数据。当需要调用非API稳压器特定函数时，可以在使用者驱动程序上下文中使用此调用。

### void regulator\_set\_drvdata(struct regulator \*regulator, void \*data)

设置稳压器驱动程序数据

**参数**

struct regulator \*regulator

稳压器

void \*data

数据

### int rdev\_get\_id(**struct** regulator\_dev \*rdev)

获取稳压器ID

**参数**

struct regulator\_dev \*rdev

稳压器

# 工业输入/输出

## 介绍

工业输入/输出子系统（IIO）的主要目的是为某种程度上执行模拟到数字转换（ADC）或数字到模拟转换（DAC）或两者都执行的设备提供支持。目的是填补类似的hwmon和输入子系统之间的差距。Hwmon针对低采样率的传感器，用于监视和控制系统本身，例如风扇速度控制或温度测量。输入就如其名称所示，专注于人机交互输入设备（键盘，鼠标，触摸屏）。在某些情况下，这些和IIO之间存在显着的重叠。

属于此类别的设备包括：

模数转换器（ADC）

加速度计

电容数字转换器（CDC）

数字模拟转换器（DAC）

陀螺仪

惯性测量单元（IMU）

颜色和光传感器

磁力计

压力传感器

接近传感器

温度传感器

通常，这些传感器通过SPI或I2C连接。传感器设备的常见用例是具有组合功能（例如光加距离传感器）。

## 核心元素

工业I / O核心提供了编写许多不同类型的嵌入式传感器驱动程序的统一框架，以及用于操作传感器的用户空间应用程序的标准接口。实现可以在drivers / iio / industrialio-\*下找到

### 工业I / O设备

struct iio\_dev - 工业I / O设备

iio\_device\_alloc() - 从驱动程序中分配iio\_dev

iio\_device\_free() - 从驱动程序释放iio\_dev

iio\_device\_register() - 在IIO子系统中注册设备

iio\_device\_unregister() - 在IIO子系统中注销设备

IIO设备通常对应于单个硬件传感器，并且它提供驱动程序处理设备所需的所有信息。首先让我们查看嵌入在IIO设备中的功能，然后我们将展示设备驱动程序如何使用IIO设备。

用户空间应用程序与IIO驱动程序交互的方式有两种。

1）/ sys / bus / iio / iiodeviceX /，这表示一个硬件传感器，并将同一芯片的数据通道分组。

2）/ dev / iiodeviceX，用于缓冲数据传输和事件信息检索的字符设备节点界面。

典型的IIO驱动程序将以I2C或SPI驱动程序的形式进行注册，并将创建两个例程，即probe和remove。

在探测中：

1）调用iio\_device\_alloc()，该函数为IIO设备分配内存。

2）使用驱动程序特定信息（例如设备名称，设备通道）初始化IIO设备字段。

3）调用iio\_device\_register()，这将在IIO核心中注册设备。此调用后，设备准备好接受来自用户空间应用程序的请求。

在删除时，我们以相反的顺序释放在探测中分配的资源

1）iio\_device\_unregister()，将设备从IIO核心注销。

2）iio\_device\_free()，释放为IIO设备分配的内存。

#### IIO设备sysfs接口

属性是用于公开芯片信息并允许应用程序设置各种配置参数的sysfs文件。对于索引X的设备，属性可以在/sys/bus/iio/iio:deviceX/目录下找到。常见属性包括

1. 名称，物理芯片的说明。
2. dev，显示与/dev/iiodeviceX节点相关的majorminor对。
3. sampling\_frequency\_available，可用离散的采样频率值集，用于设备。
4. IIO设备的可用标准属性在Linux内核源代码的Documentation/ABI/testing/sysfs-bus-iio文件中说明。

#### IIO设备通道

struct iio\_chan\_spec - 单个通道的规范。

IIO设备通道是数据通道的表示。 IIO设备可以具有一个或多个通道。例如：

1. 温度计传感器具有一个代表温度测量的通道。
2. 具有两个通道的光传感器指示可见和红外光谱中的测量结果。
3. 加速度计可以具有最多3个通道，表示沿X，Y和Z轴的加速度。

IIO通道由struct iio\_chan\_spec说明。例如，上述温度传感器的温度计驱动程序需要将其通道说明如下:

static const struct iio\_chan\_spec temp\_channel[] = {

{

.type = IIO\_TEMP,

.info\_mask\_separate = BIT(IIO\_CHAN\_INFO\_PROCESSED),

},

};

Channel sysfs属性向用户空间公开，以位掩码形式指定。基于它们的共享信息，属性可以在以下掩码之一中设置：

info\_mask\_separate，属性将具体适用于此通道;

info\_mask\_shared\_by\_type，属性由相同类型的所有通道共享。

info\_mask\_shared\_by\_dir，属性由相同方向的所有通道共享。

info\_mask\_shared\_by\_all，属性由所有通道共享。

当每种通道类型有多个数据通道时，我们有两种方法可以区分：

1. 它们将iio\_chan\_spec的.modified字段设置为1。修饰符是使用相同的iio\_chan\_spec结构的.channel2字段指定的，用于指示频道的物理唯一特征，例如其方向或光谱响应。例如，光传感器可以具有两个通道，一个用于红外光，一个用于红外和可见光。
2. 将iio\_chan\_spec .indexed字段设置为1.在这种情况下，通道只是采用.channel字段指定的索引的另一个实例。

以下是如何使用渠道的修改器:

static const struct iio\_chan\_spec light\_channels[] = {

{

.type = IIO\_INTENSITY,

.modified = 1,

.channel2 = IIO\_MOD\_LIGHT\_IR,

.info\_mask\_separate = BIT(IIO\_CHAN\_INFO\_RAW),

.info\_mask\_shared = BIT(IIO\_CHAN\_INFO\_SAMP\_FREQ),

},

{

.type = IIO\_INTENSITY,

.modified = 1,

.channel2 = IIO\_MOD\_LIGHT\_BOTH,

.info\_mask\_separate = BIT(IIO\_CHAN\_INFO\_RAW),

.info\_mask\_shared = BIT(IIO\_CHAN\_INFO\_SAMP\_FREQ),

},

{

.type = IIO\_LIGHT,

.info\_mask\_separate=BIT(IIO\_CHAN\_INFO\_PROCESSED),

.info\_mask\_shared = BIT(IIO\_CHAN\_INFO\_SAMP\_FREQ),

},

}

该通道的定义将生成两个用于原始数据检索的单独的sysfs文件：

/sys/bus/iio/iiodeviceX / in\_intensity\_ir\_raw

/ sys / bus / iio / iiodeviceX / in\_intensity\_both\_raw

一个用于处理数据的文件:

/sys/bus/iio/iiodeviceX / in\_illuminance\_input

用于采样频率的一个共享sysfs文件:

/sys/bus/iio/iiodeviceX / sampling\_frequency。

以下是如何使用通道的索引:

static const struct iio\_chan\_spec light\_channels[] = {

{

.type = IIO\_VOLTAGE,

.indexed = 1,

.channel = 0,

.info\_mask\_separate = BIT(IIO\_CHAN\_INFO\_RAW),

},

{

.type = IIO\_VOLTAGE,

.indexed = 1,

.channel = 1,

.info\_mask\_separate = BIT(IIO\_CHAN\_INFO\_RAW),

},

}

这将为原始数据检索生成两个单独的属性文件：

/sys/bus/iio/devices / iiodeviceX / in\_voltage0\_raw，表示通道0的电压测量；

/sys/bus/iio/devices/iiodeviceX / in\_voltage1\_raw，表示通道1的电压测量。

#### 更多详细信息

**struct iio\_chan\_spec\_ext\_info**

扩展通道信息属性

1）定义

struct iio\_chan\_spec\_ext\_info {

const char \*name;

enum iio\_shared\_by shared;

ssize\_t (\*read)(struct iio\_dev \*, uintptr\_t private, struct iio\_chan\_spec const \*, char \*buf);

ssize\_t (\*write)(struct iio\_dev \*, uintptr\_t private,struct iio\_chan\_spec const \*, const char \*buf, size\_t len);

uintptr\_t private;

};

2）成员

name

信息属性名称

shared

此属性是否在所有通道之间共享。

read

信息属性的读取回调，可以为NULL

write

信息属性的写回调，可以为NULL

private

数据专用于驱动程序

**struct iio\_enum Enum**

通道信息属性

1）定义

struct iio\_enum {

const char \* const \*items;

unsigned int num\_items;

int (\*set)(struct iio\_dev \*, const struct iio\_chan\_spec \*, unsigned int);

int (\*get)(struct iio\_dev \*, const struct iio\_chan\_spec \*);

};

2）成员

items

字符串数组。

num\_items

项目数组的长度。

set

设置回调函数，可以为NULL。

get

获取回调函数，可以为 NULL。

1. 说明
2. iio\_enum 结构可用于实现枚举样式的通道属性。枚举样式属性是那些具有一组映射到无符号整数值的字符串的属性。IIO 枚举帮助程序代码负责值和字符串之间的映射，并生成一个包含所有可用项目列表的“\_available”文件。更新属性时将调用设置回调。最后一个参数是新激活项目的索引。get 回调将用于查询当前活动的项目，并应该为其返回索引。

**IIO\_ENUM( \_name , \_shared , \_e )**

初始化枚举扩展通道属性

1）参数

\_name

属性名称

\_shared

该属性是否在所有通道之间共享

\_e

指向 iio\_enum 结构的指针

2）说明

这通常应该与一起使用[IIO\_ENUM\_AVAILABLE()](https://www.kernel.org/doc/html/v4.19/driver-api/iio/core.html" \l "c.IIO_ENUM_AVAILABLE" \o "IIO_ENUM_AVAILABLE)

**IIO\_ENUM\_AVAILABLE( \_name , \_e )**

初始化枚举可用的扩展通道属性

1）参数

\_name

属性名称（“\_available”将附加到名称中）

\_e

指向 iio\_enum 结构的指针

2）说明

创建一个只读属性，它在空格分隔的列表中列出所有可用的枚举项。这通常应该与一起使用[IIO\_ENUM()](https://www.kernel.org/doc/html/v4.19/driver-api/iio/core.html" \l "c.IIO_ENUM" \o "IIO_ENUM)

**struct iio\_mount\_matrix**

iio装配矩阵

1）定义

struct iio\_mount\_matrix {

const char \*rotation[9];

};

2）成员

rotation

三维空间旋转矩阵，定义传感器与主要硬件的对齐方式

**IIO\_MOUNT\_MATRIX**

IIO\_MOUNT\_MATRIX（\_shared，\_get）

初始化安装矩阵扩展通道属性

1）参数

\_shared

属性是否在所有通道之间共享

\_get

指向iio\_get\_mount\_matrix\_t访问器的指针

**struct iio\_event\_spec**

通道事件的规格

1）定义

struct iio\_event\_spec {

enum iio\_event\_type type;

enum iio\_event\_direction dir;

unsigned long mask\_separate;

unsigned long mask\_shared\_by\_type;

unsigned long mask\_shared\_by\_dir;

unsigned long mask\_shared\_by\_all;

};

2）成员

type

事件类型

dir

事件的方向

mask\_separate

枚举iio\_event\_info值的位掩码。在此掩码中设置的属性将按通道注册。

mask\_shared\_by\_type

枚举iio\_event\_info值的位掩码。在此掩码中设置的属性将由通道类型共享。

mask\_shared\_by\_dir

枚举iio\_event\_info值的位掩码。在此掩码中设置的属性将由通道类型和方向共享。

mask\_shared\_by\_all

枚举iio\_event\_info值的位掩码。在此掩码中设置的属性将由所有通道共享。

**struct iio\_chan\_spec**

单个通道的规格

**定义**

struct iio\_chan\_spec {

enum iio\_chan\_type type;

int channel;

int channel2;

unsigned long address;

int scan\_index;

struct {

char sign;

u8 realbits;

u8 storagebits;

u8 shift;

u8 repeat;

enum iio\_endian endianness;

} scan\_type;

long info\_mask\_separate;

long info\_mask\_separate\_available;

long info\_mask\_shared\_by\_type;

long info\_mask\_shared\_by\_type\_available;

long info\_mask\_shared\_by\_dir;

long info\_mask\_shared\_by\_dir\_available;

long info\_mask\_shared\_by\_all;

long info\_mask\_shared\_by\_all\_available;

const struct iio\_event\_spec \*event\_spec;

unsigned int num\_event\_specs;

const struct iio\_chan\_spec\_ext\_info \*ext\_info;

const char \*extend\_name;

const char \*datasheet\_name;

unsigned modified:1;

unsigned indexed:1;

unsigned output:1;

unsigned differential:1;

};

2）成员

type

通道正在进行何种类型的测量

channel

我们希望分配给通道的数字

channel2

如果有差分通道的第二个数字，则为该数字。如果设置了修改符，则此处的值指定修饰符。

address

与驱动程序特定的标识符。

scan\_index

调用缓冲区中的扫描顺序的单调索引。

scan\_type

说明扫描类型的结构

scan\_type.sign

“s”或“u”以指定有符号或无符号

scan\_type.realbits

数据有效位数

scan\_type.storagebits

Realbits + padding

scan\_type.shift

在遮罩掉realbits之前向右移动此数量。

scan\_type.repeat

实体/存储位重复的次数。当重复元素大于1时，sysfs中的类型元素将显示重复值。否则，省略重复次数。

scan\_type.endianness

小端或大端

info\_mask\_separate

要导出的与此通道特定的信息。

info\_mask\_separate\_available

要导出的特定于此通道的可用性信息。

info\_mask\_shared\_by\_type

应由所有同一类型的通道共享的要导出的信息。

info\_mask\_shared\_by\_type\_available

应由所有同一类型的通道共享的要导出的可用性信息。

info\_mask\_shared\_by\_dir

应由所有具有相同方向的通道共享的要导出的信息。

info\_mask\_shared\_by\_dir\_available

应由所有具有相同方向的通道共享的要导出的可用性信息。

info\_mask\_shared\_by\_all

应由所有通道共享的要导出的信息。

info\_mask\_shared\_by\_all\_available

应由所有通道共享的要导出的可用性信息。

event\_spec

应为此通道注册的事件数组。

num\_event\_specs

event\_spec数组的大小。

ext\_info

此通道的扩展信息属性数组。数组以NULL结尾，最后一个元素应将其名称字段设置为NULL。

extend\_name

允许使用传递性名称标记通道属性。请注意，与修饰符不同，这对代码等没有任何影响。

datasheet\_name

在内核映射通道中使用的名称。它应对应于在数据表中第一个引用通道的名称（例如，IND），或最近可能的化合物名称（例如，IND-INC）。

modified

此通道是否应用修饰符。这些因通道类型而异。修饰符设置为channel2。例如，关于“X”轴的轴向传感器的IIO\_MOD\_X。

indexed

指定通道具有数字索引。如果没有，则将抑制sysfs属性的通道索引号，但不会抑制事件代码。

output

通道是输出。

differential

通道是差分的。

**bool iio\_channel\_has\_info（const struct iio\_chan\_spec \* chan，enum iio\_chan\_info\_enum type）**

检查通道是否支持信息属性

1）参数

const struct iio\_chan\_spec \* chan

要查询的通道

enumiio\_chan\_info\_enum type

要检查的信息属性类型

2）说明

如果通道支持报告给定信息属性类型的值，则返回true，否则返回false。

**bool iio\_channel\_has\_available(const struct iio\_chan\_spec \*chan, enum iio\_chan\_info\_enum type)**

检查通道是否有可用属性

1）参数

const struct iio\_chan\_spec \*chan

要查询的通道

enum iio\_chan\_info\_enum type

要检查的可用属性的类型

2）说明

如果通道支持报告给定属性类型的可用值，则返回true，否则返回false。

**struct iio\_info**

设备的常量信息

1）定义

struct iio\_info {

const struct attribute\_group \*event\_attrs;

const struct attribute\_group \*attrs;

int (\*read\_raw)(struct iio\_dev \*indio\_dev,struct iio\_chan\_spec const \*chan,int \*val,int \*val2, long mask);

int (\*read\_raw\_multi)(struct iio\_dev \*indio\_dev,struct iio\_chan\_spec const \*chan,int max\_len,int \*vals,int \*val\_len, long mask);

int (\*read\_avail)(struct iio\_dev \*indio\_dev,struct iio\_chan\_spec const \*chan,const int \*\*vals,int \*type,int \*length, long mask);

int (\*write\_raw)(struct iio\_dev \*indio\_dev,struct iio\_chan\_spec const \*chan,int val,int val2, long mask);

int (\*read\_label)(struct iio\_dev \*indio\_dev,struct iio\_chan\_spec const \*chan, char \*label);

int (\*write\_raw\_get\_fmt)(struct iio\_dev \*indio\_dev,struct iio\_chan\_spec const \*chan, long mask);

int (\*read\_event\_config)(struct iio\_dev \*indio\_dev,const struct iio\_chan\_spec \*chan,enum iio\_event\_type type, enum iio\_event\_direction dir);

int (\*write\_event\_config)(struct iio\_dev \*indio\_dev,const struct iio\_chan\_spec \*chan,enum iio\_event\_type type,enum iio\_event\_direction dir, int state);

int (\*read\_event\_value)(struct iio\_dev \*indio\_dev,const struct iio\_chan\_spec \*chan,enum iio\_event\_type type,enum iio\_event\_direction dir, enum iio\_event\_info info, int \*val, int \*val2);

int (\*write\_event\_value)(struct iio\_dev \*indio\_dev,const struct iio\_chan\_spec \*chan,enum iio\_event\_type type,enum iio\_event\_direction dir, enum iio\_event\_info info, int val, int val2);

int (\*validate\_trigger)(struct iio\_dev \*indio\_dev, struct iio\_trigger \*trig);

int (\*update\_scan\_mode)(struct iio\_dev \*indio\_dev, const unsigned long \*scan\_mask);

int (\*debugfs\_reg\_access)(struct iio\_dev \*indio\_dev,unsigned reg, unsigned writeval, unsigned \*readval);

int (\*fwnode\_xlate)(struct iio\_dev \*indio\_dev, const struct fwnode\_reference\_args \*iiospec);

int (\*hwfifo\_set\_watermark)(struct iio\_dev \*indio\_dev, unsigned val);

int (\*hwfifo\_flush\_to\_buffer)(struct iio\_dev \*indio\_dev, unsigned count);

};

2）成员

event\_attrs

事件控制属性

attrs

通用设备属性

read\_raw

从设备请求值的函数。掩码指定哪个值。注意0表示查询所讨论的通道。返回将指定设备返回的值类型。val和val2将包含组成返回的元素。

read\_raw\_multi

从设备返回的函数。掩码指定哪个值。注意0表示查询所讨论的通道。返回将指定设备返回的值类型。vals指针包含组成返回的元素。max\_len指定vals指针可以包含的最大元素数。val\_len用于返回vals中有效元素的长度。

read\_avail

从设备返回可用值的函数。掩码指定哪个值。注意0表示查询所讨论的通道的可用值。返回指定vals中是否返回IIO\_AVAIL\_LIST或IIO\_AVAIL\_RANGE。返回类型在type中返回，并且值的数量在length中返回。对于范围而言，始终返回三个vals；最小值、步长和最大值。对于列表，enum所有可能的值。

write\_raw

向设备写入值的函数。参数与read\_raw相同。

read\_label

请求指定标签的标签名称的函数，以更好地识别通道。

write\_raw\_get\_fmt

查询预期格式/精度的回调函数。如果驱动程序未设置，则write\_raw返回IIO\_VAL\_INT\_PLUS\_MICRO。

read\_event\_config

了解事件是否启用。

write\_event\_config

设置事件是否启用。

read\_event\_value

读取与事件关联的配置值。

write\_event\_value

为事件写入配置值。

validate\_trigger

当更改当前触发器时，验证触发器的函数。

update\_scan\_mode

配置设备和扫描缓冲区，当通道已更改时

debugfs\_reg\_access

读取或写入设备的寄存器值的函数

fwnode\_xlate

基于fwnode的函数指针，用于获取通道指示器索引。与of\_xlate功能相同。

hwfifo\_set\_watermark

函数指针，用于设置当前硬件fifo水印级别；有关硬件fifo的操作，请参阅Documentation/ABI/testing/sysfs-bus-iio中的hwfifo\_\*条目

hwfifo\_flush\_to\_buffer

函数指针，用于将存储在硬件fifo中的样本刷新到设备缓冲区。驱动程序不应刷新超过计数的样本。该函数必须返回刷新的样本数，如果未刷新样本，则返回0，如果未刷新样本并且存在错误，则返回负整数。

**struct iio\_buffer\_setup\_ops**

缓冲区设置相关的回调函数

1）定义

struct iio\_buffer\_setup\_ops {

int (\*preenable)(struct iio\_dev \*);

int (\*postenable)(struct iio\_dev \*);

int (\*predisable)(struct iio\_dev \*);

int (\*postdisable)(struct iio\_dev \*);

bool (\*validate\_scan\_mask)(struct iio\_dev \*indio\_dev, const unsigned long \*scan\_mask);

};

2）成员

preenable

[驱动程序]在标记缓冲区已启用之前运行的函数

postenable

[驱动程序]在标记缓冲区已启用之后运行的函数

predisable

[驱动程序] 在标记缓冲区禁用之前运行的函数

postdisable

[驱动程序] 在标记缓冲区禁用之后运行的函数

validate\_scan\_mask

[驱动程序] 用于检查给定扫描掩码是否对设备有效的回调函数

**struct iio\_dev**

工业输入输出设备

1）定义

struct iio\_dev {

int id;

struct module \*driver\_module;

int modes;

int currentmode;

struct device dev;

struct iio\_event\_interface \*event\_interface;

struct iio\_buffer \*buffer;

struct list\_head buffer\_list;

int scan\_bytes;

struct mutex mlock;

const unsigned long \*available\_scan\_masks;

unsigned masklength;

const unsigned long \*active\_scan\_mask;

bool scan\_timestamp;

unsigned scan\_index\_timestamp;

struct iio\_trigger \*trig;

bool trig\_readonly;

struct iio\_poll\_func \*pollfunc;

struct iio\_poll\_func \*pollfunc\_event;

struct iio\_chan\_spec const \*channels;

int num\_channels;

struct list\_head channel\_attr\_list;

struct attribute\_group chan\_attr\_group;

const char \*name;

const struct iio\_info \*info;

clockid\_t clock\_id;

struct mutex info\_exist\_lock;

const struct iio\_buffer\_setup\_ops \*setup\_ops;

struct cdev chrdev;

#define IIO\_MAX\_GROUPS 6;

const struct attribute\_group \*groups[IIO\_MAX\_GROUPS + 1];

int groupcounter;

unsigned long flags;

#if defined(CONFIG\_DEBUG\_FS);

struct dentry \*debugfs\_dentry;

unsigned cached\_reg\_addr;

#endif;

};

2）成员

id

[INTERN] 用于在内部识别设备

driver\_module

[INTERN] 曾经让削弱用户变得更加困难

modes

[DRIVER] 设备支持的操作模式

currentmode

[DRIVER] 当前运行模式

dev

[DRIVER] 设备结构，应分配父级和所有者

event\_interface

[实习生] 与中断线关联的事件 chrdev

buffer

[驱动程序] 存在任何缓冲区

buffer\_list

[INTERN] 当前附加的所有缓冲区列表

scan\_bytes

[实习生] 捕获的字节数将馈送到缓冲区多路分解器

mlock

[DRIVER] 锁用于防止同时设备状态更改

available\_scan\_masks

[DRIVER] 可选的允许位掩码数组

masklength

[实习生] 从渠道建立的面具的长度

active\_scan\_mask

[实习生] 缓冲区请求的所有扫描掩码的联合

scan\_timestamp

[INTERN] 设置是否有任何缓冲区请求时间戳

scan\_index\_timestamp

[INTERN] 索引到时间戳的缓存

trig

[INTERN] 当前设备触发器（缓冲模式）

trig\_readonly

[INTERN] 将当前触发器标记为不可变

pollfunc

[DRIVER] 函数在接收到触发器时运行

pollfunc\_event

[DRIVER] 函数在接收到事件触发器时运行

channels

[DRIVER]通道规格结构表

num\_channels

[DRIVER] channels中指定的通道数。

channel\_attr\_list

[实习生] 跟踪自动创建的频道属性

chan\_attr\_group

[INTERN] 基本目录中所有属性的组

name

[DRIVER] 设备名称。

info

[DRIVER] 来自驱动程序的回调和常量信息

clock\_id

[实习生] 时间戳时钟 posix 标识符

info\_exist\_lock

[INTERN] 锁定以防止在移除期间使用

setup\_ops

[DRIVER] 在缓冲区启用/禁用之前和之后调用的回调

chrdev

[INTERN] 关联字符设备

groups

[实习生] 属性组

groupcounter

[INTERN] 下一个属性组的索引

flags

[INTERN] 文件操作相关标志，包括忙碌标志。

debugfs\_dentry

[实习生] 设备特定的 debugfs 目录。

cached\_reg\_addr

[INTERN] 用于 debugfs 读取的缓存寄存器地址。

**iio\_device\_register**

iio\_device\_register (indio\_dev)

在 IIO 子系统中注册一个设备

1）参数

indio\_dev

由设备驱动程序填充的设备结构

**devm\_iio\_device\_register**

devm\_iio\_device\_register (dev, indio\_dev)

资源管理的 iio\_device\_register()

1）参数

dev

要为其分配 iio\_dev 的设备

indio\_dev

由设备驱动程序填充的设备结构

2）说明

管理的 iio\_device\_register。使用此函数注册的 IIO 设备在驱动程序取消加载时会自动注销。此函数在内部调用 iio\_device\_register()。有关更多信息，请参见该函数。

3）返回

成功时为 0，在失败时为负的错误数。

**void iio\_device\_put(struct iio\_dev \*indio\_dev)**

struct 设备的引用计数释放

1）参数

struct iio\_dev \*indio\_dev

包含设备的 IIO 设备结构

**clockid\_t iio\_device\_get\_clock(const struct iio\_dev \* indio\_dev)**

检索设备的当前时间戳时钟

1）参数

const struct iio\_dev \* indio\_dev

包含设备的 IIO 设备结构

**sstruct iio\_dev \*dev\_to\_iio\_dev(struct device \*dev)**

从设备结构中获取 IIO 设备结构

1）参数

struct device \*dev

嵌入在 IIO 设备中的设备

2）注意

设备必须是 IIO 设备，否则结果是未定义的。

**struct iio\_dev \*iio\_device\_get(struct iio\_dev \*indio\_dev)**

增加设备的引用计数

1）参数

struct iio\_dev \*indio\_dev

IIO 设备结构

2）返回

所传递的 IIO 设备

**void iio\_device\_set\_drvdata(struct iio\_dev \*indio\_dev, void \*data)**

设置设备驱动程序数据

1）参数

struct iio\_dev \*indio\_dev

IIO 设备结构

void \*data

驱动程序特定数据

2）说明

允许将任意指针附加到 IIO 设备，稍后可以使用 iio\_device\_get\_drvdata() 检索它。

**void \*iio\_device\_get\_drvdata(const struct iio\_dev \*indio\_dev)**

获取设备驱动程序数据

1）参数

const struct iio\_dev \*indio\_dev

IIO 设备结构

2）说明

返回之前使用 iio\_device\_set\_drvdata() 设置的数据

**bool iio\_buffer\_enabled(struct iio\_dev \* indio\_dev**)

帮助函数，用于测试缓冲区是否已启用

1）参数

struct iio\_dev \* indio\_dev

设备的 IIO 设备结构

**struct dentry \*iio\_get\_debugfs\_dentry(struct iio\_dev \*indio\_dev)**

获取 debugfs\_dentry 的帮助函数

1）参数

struct iio\_dev \*indio\_dev

设备的 IIO 设备结构

**IIO\_DEGREE\_TO\_RAD**

IIO\_DEGREE\_TO\_RAD (deg)

将角度转换为弧度

1）参数

deg

角度值

2）说明

返回将给定值从角度转换为弧度的结果

**IIO\_RAD\_TO\_DEGREE**

IIO\_RAD\_TO\_DEGREE (rad)

将弧度转换为角度

1）参数

rad

弧度值

2）说明

返回将给定值从弧度转换为角度的结果

**IIO\_G\_TO\_M\_S\_2**

IIO\_G\_TO\_M\_S\_2 (g)

将 g 转换为米/秒平方

1）参数

g

g 值

2）说明

返回将给定值从 g 转换为米/秒平方的结果

**IIO\_M\_S\_2\_TO\_G**

IIO\_M\_S\_2\_TO\_G (ms2)

将米/秒平方转换为 g

1）参数

ms2

米/秒平方的值

2）说明

返回将给定值从米/秒平方转换为 g 的结果

**s64 iio\_get\_time\_ns(const struct iio\_dev \*indio\_dev)**

用于获取事件时间戳等的实用函数

1）参数

const struct iio\_dev \*indio\_dev

设备

**unsigned int iio\_get\_time\_res(const struct iio\_dev \* indio\_dev)**

用于获取纳秒为单位的时间戳时钟分辨率的实用函数。

1）参数

const struct iio\_dev \* indio\_dev

设备

**int iio\_read\_mount\_matrix(struct device \*dev, struct iio\_mount\_matrix \*matrix)**

从设备“mount-matrix”属性检索 iio 设备的安装矩阵

1）参数

struct device \*dev

被分配装配矩阵属性的设备

struct iio\_mount\_matrix \*matrix

用于存储检索到的矩阵

2）说明

如果设备没有被分配装配矩阵属性，则会填充默认的3x3身份矩阵。

3）返回

成功返回0，失败返回负错误代码。

**ssize\_t iio\_format\_value(char \*buf, unsigned int type, int size, int \*vals)**

将IIO值格式化为其字符串表示形式

1）参数

char \*buf

被写入格式化值的缓冲区，假定足够大（即PAGE\_SIZE）。

unsigned int type

IIO\_VAL\_\*常量之一。这决定了如何格式化val和val2参数。

int size

vals中包含的IIO值条目数

int \*vals

指向值的指针，确切的含义取决于type参数。

3）返回

默认为0，失败返回负数，对于属于IIO\_VAL\_\*常量的类型，返回写入的字符总数。

**int iio\_str\_to\_fixpoint(const char \*str, int fract\_mult, int \*integer, int \*fract)**

从字符串中解析一个定点数

1）参数

const char \*str

要解析的字符串

int fract\_mult

第一个小数位的乘数，应该是10的幂

int \*integer

数字的整数部分

int \*fract

数字的小数部分

2）说明

如果成功则返回0，否则返回负错误代码。

**struct iio\_dev \*iio\_device\_alloc(struct device \*parent, int sizeof\_priv)**

从驱动程序中分配一个iio\_dev

1）参数

struct device \*parent

父设备。

int sizeof\_priv

为私有结构分配的空间。

**void iio\_device\_free(struct iio\_dev \*dev)**

从驱动程序中释放iio\_dev

1）参数

struct iio\_dev \*dev

与设备相关联的iio\_dev

**struct iio\_dev \*devm\_iio\_device\_alloc(struct device \*parent, int sizeof\_priv)**

资源管理的iio\_device\_alloc()

1）参数

struct device \*parent

用于分配iio\_dev的设备，并用于该IIO设备的父级

int sizeof\_priv

为私有结构分配的空间。

2）说明

托管iio\_device\_alloc。使用此函数分配的iio\_dev会在驱动程序分离时自动释放。

3）返回

成功时返回分配的iio\_dev指针，失败时返回NULL。

**void devm\_iio\_device\_free(struct device \* dev, struct iio\_dev \* iio\_dev)**

资源管理的iio\_device\_free()

1）参数

struct device \* dev

此iio\_dev所属的设备

struct iio\_dev \* iio\_dev

与设备相关联的iio\_dev

2）说明

释放使用devm\_iio\_device\_alloc()分配的iio\_dev。

**void iio\_device\_unregister(struct iio\_dev \*indio\_dev)**

从IIO子系统注销设备

1）参数

struct iio\_dev \*indio\_dev

表示该设备的设备结构。

**void devm\_iio\_device\_unregister(struct device \* dev, struct iio\_dev \* indio\_dev)**

资源管理的iio\_device\_unregister()

1）参数

struct device \* dev

此iio\_dev所属的设备

struct iio\_dev \* indio\_dev

与设备相关联的iio\_dev

2）说明

注销使用devm\_iio\_device\_register()注册的iio\_dev。

**int iio\_device\_claim\_direct\_mode(struct iio\_dev \*indio\_dev)**

将设备保持在直接模式

1）参数

struct iio\_dev \*indio\_dev

与设备相关联的iio\_dev

2）说明

如果设备处于直接模式，则保证该设备将保持在该模式，直到调用iio\_device\_release\_direct\_mode()。

与iio\_device\_release\_direct\_mode()一起使用

3）返回

成功返回0，失败返回-EBUSY。

**void iio\_device\_release\_direct\_mode(struct iio\_dev \*indio\_dev)**

释放对直接模式的控制

1）参数

struct iio\_dev \*indio\_dev

与设备相关联的iio\_dev

2）说明

释放控制权，设备不再保证保持在直接模式中。

与iio\_device\_claim\_direct\_mode()一起使用

## 缓冲

struct iio\_buffer — 通用缓冲区结构

iio\_validate\_scan\_mask\_onehot() — 验证仅有一个通道被选中

iio\_buffer\_get() — 获取对缓冲区的引用

iio\_buffer\_put() — 释放对缓冲区的引用

工业I/O核心提供了一种基于触发源的连续数据捕获方式。可以从/dev/iio:deviceX字符设备节点同时读取多个数据通道，从而减少CPU负载。

### IIO缓冲区sysfs接口

IIO缓冲区有一个关联的属性目录，在/sys/bus/iio/iio:deviceX/buffer/下有一些现有的属性

length，可以由缓冲区存储的数据样本（容量）总数。

enable，激活缓冲区捕获。

### IIO缓冲区设置

放置在缓冲区中的通道读取的元信息称为扫描元素。配置扫描元素的重要位暴露给用户空间应用程序，通过/sys/bus/iio/iio:deviceX/scan\_elements/目录。该目录包含以下形式的属性：

enable，用于启用通道。仅在其属性为非零时，触发捕获才会包含此通道的数据样本。

type，缓冲区中的扫描元素数据存储的说明，因此也决定了从用户空间读取它的形式。格式为[be|le][s|u]bits/storagebits[Xrepeat][>>shift]。be或le，指定大端或小端。s或u，指定是否为有符号（2的补码）或无符号。bits，有效数据位数。storagebits，它在缓冲区中占用的位数（填充后）。重复指定了位数/存储位数的重复次数。当重复元素为0或1时，重复值被省略。如果指定shift，则需要在掩码未使用的位之前应用的移位。

例如，具有12位分辨率的3轴加速度计的驱动程序，其中数据存储在两个8位寄存器中，如下所示：:

![](data:image/png;base64,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)

将具有以下每个轴的扫描元素类型:

$ cat /sys/bus/iio/devices/iio:device0/scan\_elements/in\_accel\_y\_type

le:s12/16>>4

用户空间应用程序将从缓冲区中读取的数据样本解释为两个字节的小端有符号数据，需要在掩码掉12个有效数据位之前右移4个位。

为实现缓冲区支持，驱动程序应初始化iio\_chan\_spec定义中的以下字段

struct iio\_chan\_spec {

/\* other 成员 \*/

int scan\_index

struct {

char sign;

u8 realbits;

u8 storagebits;

u8 shift;

u8 repeat;

enum iio\_endian endianness;

} scan\_type;

};

以上述加速度计实现的驱动程序将具有以下通道定义:

struct iio\_chan\_spec accel\_channels[] = {

{

.type = IIO\_ACCEL,

.modified = 1,

.channel2 = IIO\_MOD\_X,

/\* other stuff here \*/

.scan\_index = 0,

.scan\_type = {

.sign = 's',

.realbits = 12,

.storagebits = 16,

.shift = 4,

.endianness = IIO\_LE,

},

}

/\* similar for Y (with channel2 = IIO\_MOD\_Y, scan\_index = 1)

\* and Z (with channel2 = IIO\_MOD\_Z, scan\_index = 2) axis

\*/

}

在此，scan\_index定义了启用通道放置于缓冲区内的顺序。具有较低scan\_index的通道将位于具有较高索引的通道之前。每个通道都需要具有唯一的scan\_index。

将scan\_index设置为-1可用于指示特定通道不支持缓冲区捕获。在这种情况下，在scan\_elements目录中不会为通道创建任何条目。

### 更多细节

#### int iio\_push\_to\_buffers\_with\_timestamp(struct iio\_dev \*indio\_dev, void \*data, int64\_t timestamp)

将数据和时间戳推送到缓冲区

**参数**

struct iio\_dev \*indio\_dev

设备的iio\_dev结构。

void \*data

样本数据

int64\_t timestamp

样本数据的时间戳

**说明**

将数据推送到IIO设备的缓冲区中。如果设备启用了时间戳，函数将在将其推送到设备缓冲区之前将提供的时间戳存储为样本数据缓冲区中的最后一个元素。样本数据缓冲区需要足够大以容纳附加的时间戳（通常应该是indio->scan\_bytes字节大）。

成功返回0，否则返回负错误代码。

#### void iio\_buffer\_set\_attrs( struct iio\_buffer \*  buffer , const struct attribute \*\*  attrs )

设置缓冲区特定属性

**参数**

struct iio\_buffer \* buffer

我们正在为其设置属性的缓冲区

const struct attribute \*\* attrs

指向指向属性的指针的空终止列表的指针

#### bool iio\_validate\_scan\_mask\_onehot(struct iio\_dev \*indio\_dev, const unsigned long \*mask)

验证只选择了一个通道

**参数**

struct iio\_dev \*indio\_dev

iio设备

const unsigned long \*mask

要检查的扫描掩码

**说明**

当只能为一个通道激活采样时，返回true，否则返回false。

#### int iio\_push\_to\_buffers(struct iio\_dev \*indio\_dev, const void \*data)

推送到已注册的缓冲区。

**参数**

struct iio\_dev \*indio\_dev

设备的iio\_dev结构。

const void \*data

完整扫描。

#### struct iio\_buffer \*iio\_buffer\_get(struct iio\_buffer \*buffer)

获取对缓冲区的引用

**参数**

struct iio\_buffer \*buffer

要为其获取引用的缓冲区，可以为NULL

**说明**

返回传递到函数中的缓冲区的指针。

#### void iio\_buffer\_put(struct iio\_buffer \*buffer)

释放对缓冲区的引用

**参数**

struct iio\_buffer \*buffer

要释放引用的缓冲区，可以为NULL

#### int iio\_device\_attach\_buffer(struct iio\_dev \*indio\_dev, struct iio\_buffer \*buffer)

将缓冲区附加到IIO设备

**参数**

struct iio\_dev \*indio\_dev

缓冲区应附加到的设备

struct iio\_buffer \*buffer

要附加到设备的缓冲区

**说明**

如果成功则返回0，否则为负数。

此函数将缓冲区附加到IIO设备。缓冲区将附加到设备，直到释放设备。由于遗留原因，第一个附加的缓冲区也将分配给“indio\_dev->buffer”。在此处分配的数组将通过iio\_device\_detach\_buffers()调用释放，该调用由iio\_device\_free()处理。

## 触发器

struct iio\_trigger – 工业I/O触发器设备

devm\_iio\_trigger\_alloc() – 资源管理iio\_trigger\_alloc

devm\_iio\_trigger\_register() – 资源管理iio\_trigger\_register iio\_trigger\_unregister

iio\_trigger\_validate\_own\_device() – 检查触发器和IIO设备是否属于同一个设备

在许多情况下，驱动程序能够基于一些外部事件（触发器）而不是周期性地轮询数据来捕获数据非常有用（触发器）。 IIO触发器可以由具有基于硬件生成的事件（例如数据准备好或阈值超出）的IIO设备的设备驱动程序或由独立于中断源的独立驱动程序（例如连接到某些外部系统的GPIO线，定时器中断或用户空间写入sysfs中的特定文件）提供。触发器可能会为多个传感器初始化数据捕捉，而且可能完全与传感器本身无关。

### IIO 触发器 sysfs 接口

与触发器相关的 sysfs 中有两个位置：

1）/sys/bus/iio/devices/triggerY/\*，这个文件是在 IIO 触发器向 IIO 核心注册后创建的，对应于索引为 Y 的触发器。由于触发器可以因类型而异，因此我们可以在这里说明一些标准属性；

name，触发器名称，可以后续用于与设备关联。

sampling\_frequency，一些基于定时器的触发器使用此属性来指定触发调用的频率。

2）/sys/bus/iio/devices/iio:deviceX/trigger/\*，此目录是在设备支持触发缓冲时创建的。我们可以通过在 current\_trigger 文件中写入触发器名称来将触发器与我们的设备关联起来。

### IIO 触发器设置

让我们看一个设置触发器供驱动程序使用的简单示例:

struct iio\_trigger\_ops trigger\_ops = {

.set\_trigger\_state = sample\_trigger\_state,

.validate\_device = sample\_validate\_device,

}

struct iio\_trigger \*trig;

/\* first, allocate memory for our trigger \*/

trig = iio\_trigger\_alloc(dev, "trig-%s-%d", name, idx);

/\* setup trigger operations field \*/

trig->ops = &trigger\_ops;

/\* now register the trigger with the IIO core \*/

iio\_trigger\_register(trig);

### IO 触发器操作

struct iio\_trigger\_ops — iio\_trigger 的操作struct 。

请注意，触发器附有一组操作：

set\_trigger\_state，按需开启/关闭触发器。

validate\_device，验证当前触发器更改时设备的函数。

### 更多详情

#### struct iio\_trigger\_ops

iio\_trigger 的操作struct 。

**定义**

struct iio\_trigger\_ops {

int (\*set\_trigger\_state)(struct iio\_trigger \*trig, bool state);

void (\*reenable)(struct iio\_trigger \*trig);

int (\*validate\_device)(struct iio\_trigger \*trig, struct iio\_dev \*indio\_dev);

};

**成员**

set\_trigger\_state

按需开启/关闭触发器

reenable

重新启用触发器的函数（使用计数为零时可能为 NULL）

validate\_device

验证当前触发器更改时设备的函数。

**说明**

这通常是驱动程序内静态常量，并由给定设备的实例共享。

#### struct iio\_trigger

工业输入/输出触发器设备。

**定义**

struct iio\_trigger {

const struct iio\_trigger\_ops \*ops;

struct module \*owner;

int id;

const char \*name;

struct device dev;

struct list\_head list;

struct list\_head alloc\_list;

atomic\_t use\_count;

struct irq\_chip subirq\_chip;

int subirq\_base;

struct iio\_subirq subirqs[CONFIG\_IIO\_CONSUMERS\_PER\_TRIGGER];

unsigned long pool[BITS\_TO\_LONGS(CONFIG\_IIO\_CONSUMERS\_PER\_TRIGGER)];

struct mutex pool\_lock;

bool attached\_own\_device;

};

**成员**

ops

[驱动程序] 操作struct

owner

[INTERN] 驱动程序模块的所有者

id

[INTERN] 唯一的 ID 号码

name

[驱动程序] 唯一的名称

dev

[驱动程序] 关联的设备（如果相关）

list

[INTERN] 用于维护全局触发器列表

alloc\_list

[驱动程序] 用于驱动程序特定的触发器列表。

use\_count

[INTERN] 触发器的使用计数。

subirq\_chip

[INTERN] 关联的“虚拟”中断控制器

subirq\_base

[INTERN] 触发器提供的中断的基础编号。

subirqs

[INTERN] 关于“子”中断的信息。

pool

[INTERN] 当前使用的中断的位图。

pool\_lock

[INTERN] 对中断池进行保护。

attached\_own\_device

[INTERN] 如果我们自己使用自己的设备作为触发器，即如果我们向同一设备注册了轮询功能，就是在使用自己的设备提供触发器。

#### void iio\_trigger\_set\_drvdata(struct iio\_trigger \*trig, void \*data)

设置触发器驱动程序数据

**参数**

struct iio\_trigger \*trig

IIO 触发器struct

void \*data

驱动程序特定的数据

**说明**

允许将任意指针附加到 IIO 触发器，稍后可以使用 iio\_trigger\_get\_drvdata() 检索该指针。

#### void \*iio\_trigger\_get\_drvdata(struct iio\_trigger \*trig)

获取触发器驱动程序数据

**参数**

struct iio\_trigger \*trig

IIO 触发器struct

**说明**

返回以前使用 iio\_trigger\_set\_drvdata() 设置的数据。

#### int iio\_trigger\_register(struct iio\_trigger \*trig\_info)

向 IIO 核心注册触发器

**参数**

struct iio\_trigger \*trig\_info

要注册的触发器

#### void iio\_trigger\_unregister(struct iio\_trigger \*trig\_info)

从核心注销触发器

**参数**

struct iio\_trigger \*trig\_info

要注销的触发器

#### int iio\_trigger\_set\_immutable(struct iio\_dev \*indio\_dev, struct iio\_trigger \*trig)

在目标上设置一个不可变触发器

**参数**

struct iio\_dev \*indio\_dev

包含设备的 IIO 设备结构。

struct iio\_trigger \*trig

要分配给设备的触发器

#### void iio\_trigger\_poll(struct iio\_trigger \*trig)

在触发器出现时调用

**参数**

struct iio\_trigger \*trig

发生的触发器

**说明**

通常在相关硬件中断处理程序中调用。

#### bool iio\_trigger\_using\_own(struct iio\_dev \*indio\_dev)

告诉我们自己是否使用自己的硬件触发器

**参数**

struct iio\_dev \*indio\_dev

要检查的设备

#### struct iio\_trigger \* devm\_iio\_trigger\_alloc(struct device \* dev, const char \* fmt, ...)

受资源管理的 iio\_trigger\_alloc()

**参数**

struct device \* dev

要为其分配 iio\_trigger 的设备

const char \* fmt

触发器名称格式。如果包括格式说明符，则在结果字符串中插入和格式化其后的附加参数，以替换它们的相应说明符。

...

可变参数

**说明**

管理的 iio\_trigger\_alloc。使用此函数分配的 iio\_trigger 将在驱动程序分离时自动释放。

如果需要单独释放使用此函数分配的 iio\_trigger，则必须使用 devm\_iio\_trigger\_free()。

**返回**

成功时分配的 iio\_trigger 的指针，失败时为 NULL。

#### void devm\_iio\_trigger\_free(struct device \* dev, struct iio\_trigger \* iio\_trig)

资源管理的iio\_trigger\_free（）

**参数**

struct device \* dev

此iio\_dev所属的设备

struct iio\_trigger \* iio\_trig

与设备关联的iio\_trigger

**说明**

释放使用devm\_iio\_trigger\_alloc（）分配的iio\_trigger。

#### int devm\_iio\_trigger\_register（struct device \* dev，struct iio\_trigger \* trig\_info）

资源管理iio\_trigger\_register（）

**参数**

struct device \* dev

为其分配此触发器的设备

struct iio\_trigger \* trig\_info

要注册的触发器

**说明**

管理iio\_trigger\_register（）。使用此函数注册的IIO触发器在驱动程序取消加载时自动取消注册。此函数在内部调用iio\_trigger\_register（）。有关更多信息，请参见该功能。

**返回**

成功时为0，失败时为负错误号。

#### void devm\_iio\_trigger\_unregister（struct device \* dev，struct iio\_trigger \* trig\_info）

资源管理iio\_trigger\_unregister（）

**参数**

struct device \* dev

此iio\_trigger所属的设备

struct iio\_trigger \* trig\_info

与设备关联的触发器

**说明**

注销使用devm\_iio\_trigger\_register（）注册的触发器。

#### int iio\_trigger\_validate\_own\_device（struct iio\_trigger \* trig，struct iio\_dev \* indio\_dev）

检查触发器和IIO设备是否属于同一设备

**参数**

struct iio\_trigger \* trig

要检查的IIO触发器

struct iio\_dev \* indio\_dev

要检查的IIO设备

**说明**

此函数可用作只能附加到其自己设备的触发器的validate\_device回调。

**返回**

如果触发器和IIO设备都属于同一个设备，则为0，否则为-EINVAL。

## 触发的缓冲区

既然我们知道了缓冲区和触发器是什么，让我们看看它们如何一起工作。

## IIO触发缓冲区设置

iio\_triggered\_buffer\_setup（） - 设置触发缓冲区和轮询函数

iio\_triggered\_buffer\_cleanup（） - 释放iio\_triggered\_buffer\_setup（）分配的资源

struct iio\_buffer\_setup\_ops - 缓冲区设置相关回调

典型的触发缓冲区设置如下：

const struct iio\_buffer\_setup\_ops sensor\_buffer\_setup\_ops = {

.preenable = sensor\_buffer\_preenable,

.postenable = sensor\_buffer\_postenable,

.postdisable = sensor\_buffer\_postdisable,

.predisable = sensor\_buffer\_predisable,

};

irqreturn\_t sensor\_iio\_pollfunc(int irq, void \*p)

{

pf->timestamp = iio\_get\_time\_ns((struct indio\_dev \*)p);

return IRQ\_WAKE\_THREAD;

}

irqreturn\_t sensor\_trigger\_handler(int irq, void \*p)

{

u16 buf[8];

int i = 0;

/\* read data for each active channel \*/

for\_each\_set\_bit(bit, active\_scan\_mask, masklength)

buf[i++] = sensor\_get\_data(bit)

iio\_push\_to\_buffers\_with\_timestamp(indio\_dev, buf, timestamp);

iio\_trigger\_notify\_done(trigger);

return IRQ\_HANDLED;

}

/\* setup triggered buffer, usually in probe function \*/

iio\_triggered\_buffer\_setup(indio\_dev, sensor\_iio\_polfunc,

sensor\_trigger\_handler,

sensor\_buffer\_setup\_ops);

要注意的重要事项是：

iio\_buffer\_setup\_ops，调用在缓冲区配置序列中预定义点的缓冲区设置功能（例如，在启用之前，禁用之后）。如果未指定，则IIO核心使用默认的iio\_triggered\_buffer\_setup\_ops。

sensor\_iio\_pollfunc，将用作轮询函数顶部的函数。它应该尽可能少地进行处理，因为它在中断上下文中运行。最常见的操作是记录当前时间戳，出于这个原因，可以使用IIO核心定义的iio\_pollfunc\_store\_time()函数。

sensor\_trigger\_handler，将用作轮询函数的底部函数。这在内核线程的上下文中运行，所有处理都在这里进行。它通常从设备中读取数据并将其与在顶部记录的时间戳一起存储在内部缓冲区中。

### 更多细节

#### int iio\_triggered\_buffer\_setup（struct iio\_dev \* indio\_dev，irqreturn\_t（\* h）（int irq，void \* p，irqreturn\_t（\* thread）（int irq，void \* p， const struct iio\_buffer\_setup\_ops \* setup\_ops）

设置触发缓冲区和轮询函数

**参数**

struct iio\_dev \* indio\_dev

IIO设备struct

irqreturn\_t（\*）（int irq，void \* p） h

将用作轮询函数顶部的函数

irqreturn\_t（\*）（int irq，void \* p） thread

将用作轮询函数底部的函数

const struct iio\_buffer\_setup\_ops \* setup\_ops

用于此设备的缓冲区设置功能。如果为NULL，则使用触发缓冲区的默认设置功能。

**说明**

此函数结合了在设置触发缓冲区时通常执行的一些常见任务。它将分配缓冲区和轮询函数。

在调用此函数之前，indio\_devstruct 应该已经完全初始化，但尚未注册。实际上，这意味着应该在iio\_device\_register（）右侧调用此函数。

要释放此函数分配的资源，请调用iio\_triggered\_buffer\_cleanup（）。

#### void iio\_triggered\_buffer\_cleanup（struct iio\_dev \* indio\_dev）

释放iio\_triggered\_buffer\_setup\_ext（）分配的资源

**参数**

struct iio\_dev \* indio\_dev

IIO设备struct

## 硬件消费者

IIO设备可以直接连接到硬件中的另一个设备。在这种情况下，IIO提供程序和IIO消费者之间的缓冲区由硬件处理。工业I / O HW消费者提供了一种无需软件缓冲区来绑定这些IIO设备的方法。实现可在drivers / iio / buffer / hw-consumer.c中找到。

struct iio\_hw\_consumer-硬件消费者结构

iio\_hw\_consumer\_alloc() — 分配IIO硬件消费者

iio\_hw\_consumer\_free() — 释放IIO硬件消费者

iio\_hw\_consumer\_enable() — 启用IIO硬件消费者

iio\_hw\_consumer\_disable() — 禁用IIO硬件消费者

### 硬件消费者设置

作为标准的IIO设备，实现基于IIO提供者/消费者。一个典型的IIO HW消费者设置如下:

static struct iio\_hw\_consumer \*hwc;

static const struct iio\_info adc\_info = {

.read\_raw = adc\_read\_raw,

};

static int adc\_read\_raw(struct iio\_dev \*indio\_dev,

struct iio\_chan\_spec const \*chan, int \*val,

int \*val2, long mask)

{

ret = iio\_hw\_consumer\_enable(hwc);

/\* Acquire data \*/

ret = iio\_hw\_consumer\_disable(hwc);

}

static int adc\_probe(struct platform\_device \*pdev)

{

hwc = devm\_iio\_hw\_consumer\_alloc(&iio->dev);

}

### 更多细节

#### struct iio\_hw\_consumer \*iio\_hw\_consumer\_alloc(struct device \*dev)

分配IIO硬件消费者

**参数**

struct device \*dev

指向消费者设备的指针。

**说明**

成功时返回有效的iio\_hw\_consumer，失败则返回ERR\_PTR()。

#### void iio\_hw\_consumer\_free(struct iio\_hw\_consumer \*hwc)

释放IIO硬件消费者

**参数**

struct iio\_hw\_consumer \*hwc

要释放的硬件消费者。

#### struct iio\_hw\_consumer \*devm\_iio\_hw\_consumer\_alloc(struct device \*dev)

受管理的iio\_hw\_consumer\_alloc()

**参数**

struct device \*dev

指向消费者设备的指针。

**说明**

管理的iio\_hw\_consumer\_alloc。用此函数分配的iio\_hw\_consumer将在驱动程序分离时自动释放。

成功时返回已分配的iio\_hw\_consumer指针，失败则返回NULL。

#### void devm\_iio\_hw\_consumer\_free(struct device \*dev, struct iio\_hw\_consumer \*hwc)

受管理的iio\_hw\_consumer\_free()

**参数**

struct device \*dev

指向消费者设备的指针。

struct iio\_hw\_consumer \*hwc

要释放的iio\_hw\_consumer。

**说明**

释放由devm\_iio\_hw\_consumer\_alloc()分配的iio\_hw\_consumer。

#### int iio\_hw\_consumer\_enable(struct iio\_hw\_consumer \*hwc)

启用IIO硬件消费者

**参数**

struct iio\_hw\_consumer \*hwc

要启用的iio\_hw\_consumer。

**说明**

成功时返回0。

#### void iio\_hw\_consumer\_disable(struct iio\_hw\_consumer \*hwc)

禁用IIO硬件消费者

**参数**

struct iio\_hw\_consumer \*hwc

要禁用的iio\_hw\_consumer。

# 输入子系统

## 输入核心

### struct input\_value

输入值表示

**定义**

struct input\_value {

\_\_u16 type;

\_\_u16 code;

\_\_s32 value;

};

**成员**

type

值类型（EV\_KEY，EV\_ABS等）

code

值代码

value

值

### struct input\_dev

表示输入设备

**定义**

struct input\_dev {

const char \*name;

const char \*phys;

const char \*uniq;

struct input\_id id;

unsigned long propbit[BITS\_TO\_LONGS(INPUT\_PROP\_CNT)];

unsigned long evbit[BITS\_TO\_LONGS(EV\_CNT)];

unsigned long keybit[BITS\_TO\_LONGS(KEY\_CNT)];

unsigned long relbit[BITS\_TO\_LONGS(REL\_CNT)];

unsigned long absbit[BITS\_TO\_LONGS(ABS\_CNT)];

unsigned long mscbit[BITS\_TO\_LONGS(MSC\_CNT)];

unsigned long ledbit[BITS\_TO\_LONGS(LED\_CNT)];

unsigned long sndbit[BITS\_TO\_LONGS(SND\_CNT)];

unsigned long ffbit[BITS\_TO\_LONGS(FF\_CNT)];

unsigned long swbit[BITS\_TO\_LONGS(SW\_CNT)];

unsigned int hint\_events\_per\_packet;

unsigned int keycodemax;

unsigned int keycodesize;

void \*keycode;

int (\*setkeycode)(struct input\_dev \*dev,const struct input\_keymap\_entry \*ke, unsigned int \*old\_keycode);

int (\*getkeycode)(struct input\_dev \*dev, struct input\_keymap\_entry \*ke);

struct ff\_device \*ff;

unsigned int repeat\_key;

struct timer\_list timer;

int rep[REP\_CNT];

struct input\_mt \*mt;

struct input\_absinfo \*absinfo;

unsigned long key[BITS\_TO\_LONGS(KEY\_CNT)];

unsigned long led[BITS\_TO\_LONGS(LED\_CNT)];

unsigned long snd[BITS\_TO\_LONGS(SND\_CNT)];

unsigned long sw[BITS\_TO\_LONGS(SW\_CNT)];

int (\*open)(struct input\_dev \*dev);

void (\*close)(struct input\_dev \*dev);

int (\*flush)(struct input\_dev \*dev, struct file \*file);

int (\*event)(struct input\_dev \*dev, unsigned int type, unsigned int code, int value);

struct input\_handle \_\_rcu \*grab;

spinlock\_t event\_lock;

struct mutex mutex;

unsigned int users;

bool going\_away;

struct device dev;

struct list\_head h\_list;

struct list\_head node;

unsigned int num\_vals;

unsigned int max\_vals;

struct input\_value \*vals;

bool devres\_managed;

};

**成员**

name

设备名称

phys

系统层次结构中设备的物理路径

uniq

设备的唯一标识代码（如果设备具有此代码）

id

设备的ID（struct input\_id）

propbit

设备属性和怪癖的位图

evbit

设备支持的事件类型的位图（EV\_KEY，EV\_REL等）

keybit

此设备具有的按键/按钮的位图

relbit

设备的相对轴的位图

absbit

设备的绝对轴的位图

mscbit

设备支持的其他事件的位图

ledbit

位于设备上的LED的位图

sndbit

设备支持的声音效果的位图

ffbit

设备支持的力反馈效果的位图

swbit

设备上存在的开关的位图

hint\_events\_per\_packet

设备在一个数据包中生成的事件的平均数（在EV\_SYN/SYN\_REPORT事件之间）。事件处理程序使用此值来估计需要包含事件的缓冲区的大小。

keycodemax

键码表的大小

keycodesize

键码表元素的大小

keycode

此设备的扫描码到键码的映射

setkeycode

可选的方法来更改当前键映射，用于实现稀疏键映射。如果未提供默认机制，则使用默认机制。此方法在持有event\_lock的同时被调用，因此不得睡眠

getkeycode

可选的传统方法，用于检索当前键映射。

ff

如果设备支持力反馈效果，则与设备关联的力反馈结构

repeat\_key

存储上次按下的键的键码；用于实现软件自动重复

timer

软件自动重复计时器

rep

用于自动重复参数（延迟、速率）的当前值

mt

指向多点触控状态的指针

absinfo

包含有关绝对轴（当前值、最小值、最大值、平坦度、模糊度、分辨率）的信息的struct input\_absinfo数组

key

反映设备的按键/按钮的当前状态

led

反映设备 LED 的当前状态

snd

反映声音效果的当前状态

sw

反映设备开关的当前状态

open

当第一个用户调用 input\_open\_device() 时调用此方法。驱动程序必须准备设备以开始生成事件（启动轮询线程、请求IRQ、提交URB等）。

close

当最后一个用户调用 input\_close\_device() 时调用此方法。

flush

清除设备。通常用于在从设备断开连接时清除加载到设备中的力反馈效果

event

事件处理程序，用于发送到设备的事件，如 EV\_LED 或 EV\_SND。设备应执行请求的动作（开启 LED、播放声音等）。调用受 event\_lock 保护，不得睡眠

grab

当前拥有设备的输入句柄（通过 EVIOCGRAB ioctl）。当句柄抓取设备时，它成为来自设备的所有输入事件的唯一接收者

event\_lock

在 input\_event() 中，当输入核心接收和处理设备的新事件时，将使用此自旋锁锁定代码。在设备已经在输入核心注册后，访问和/或修改设备的参数（例如 keymap 或 absmin、absmax、absfuzz 等）的代码必须获取此锁

mutex

序列化对 open()、close() 和 flush() 方法的调用

users

存储打开此设备的用户（输入处理程序）数量。它由 input\_open\_device() 和 input\_close\_device() 使用，以确保只有在第一个用户打开设备时才调用 dev->open()，而在最后一个用户关闭设备时调用 dev->close()

going\_away

标记正在注销的设备，并导致 input\_open\_device\*() 返回 -ENODEV。

dev

此设备的驱动程序模型视图

h\_list

与该设备关联的输入句柄列表。在访问列表时，必须使用 dev->mutex

node

用于将设备放置到 input\_dev\_list 上

num\_vals

当前帧中排队的值的数量

max\_vals

在一帧中排队的值的最大数量

vals

在当前帧中排队的值的数组

devres\_managed

指示设备是使用 devres 框架进行管理的，并且无需显式注销或释放。

### struct input\_handler

实现输入设备的接口之一

**定义**

struct input\_handler {

void \*private;

void (\*event)(struct input\_handle \*handle, unsigned int type, unsigned int code, int value);

void (\*events)(struct input\_handle \*handle, const struct input\_value \*vals, unsigned int count);

bool (\*filter)(struct input\_handle \*handle, unsigned int type, unsigned int code, int value);

bool (\*match)(struct input\_handler \*handler, struct input\_dev \*dev);

int (\*connect)(struct input\_handler \*handler, struct input\_dev \*dev, const struct input\_device\_id \*id);

void (\*disconnect)(struct input\_handle \*handle);

void (\*start)(struct input\_handle \*handle);

bool legacy\_minors;

int minor;

const char \*name;

const struct input\_device\_id \*id\_table;

struct list\_head h\_list;

struct list\_head node;

};

**成员**

private

驱动程序特定的数据

event

事件处理程序。输入核心在中断禁用和 dev->event\_lock 自旋锁保持的情况下调用此方法，因此它可能不会睡眠

events

事件序列处理程序。输入核心在中断禁用和 dev->event\_lock 自旋锁保持的情况下调用此方法，因此它可能不会睡眠

filter

类似于 event；将普通事件处理程序与“过滤器”分开。

match

在将设备的 ID 与处理程序的 ID 表进行比较后调用，以在设备和处理程序之间执行细粒度匹配

connect

将处理程序附加到输入设备时调用

disconnect

从输入设备断开连接处理程序

start

为给定的输入句柄启动处理程序。此函数在调用 connect() 方法之后由输入核心立即调用，以及处理“抓取”设备的进程释放它时调用

legacy\_minors

由使用传统次要值范围的驱动程序设置为 true

minor

该驱动程序可以提供的 32 个传统次要值范围的开始

name

处理程序的名称，将显示在 /proc/bus/input/handlers 中

id\_table

可以处理该驱动程序的 input\_device\_ids 表的指针

h\_list

与处理程序关联的输入句柄列表

node

用于将驱动程序放置到 input\_handler\_list 上

**说明**

输入处理程序附加到输入设备并创建输入句柄。在同一时间可能有几个处理程序附加到同一输入设备上。它们都将获得由设备生成的输入事件的副本。

相同的结构用于实现输入过滤器。输入核心允许先运行过滤器，如果任何过滤器表明应过滤事件（通过从其 filter() 方法返回 true），则不会将事件传递给常规处理程序。

请注意，输入核心序列化对 connect() 和 disconnect() 方法的调用。

### struct input\_handle

将输入设备与输入处理程序链接起来

**定义**

ct input\_handle {

void \*private;

int open;

const char \*name;

struct input\_dev \*dev;

struct input\_handler \*handler;

struct list\_head d\_node;

struct list\_head h\_node;

};

**成员**

private

特定于处理程序的数据

open

显示句柄是否“打开”的计数器，即应该从其设备传递事件

name

由创建它的处理程序赋予句柄的名称

dev

手柄连接到的输入设备

handler

通过此句柄与设备一起工作的处理程序

d\_node

用于将句柄放在设备的附加句柄列表中

h\_node

用于将句柄放在处理程序的句柄列表中，从中获取事件

### void input\_set\_events\_per\_packet(struct [input\_dev](https://docs.kernel.org/driver-api/input.html" \l "c.input_dev" \o "input_dev) \*dev, int n\_events)

告诉处理程序有关驱动程序事件率

**参数**

struct input\_dev \* dev

驱动程序使用的输入设备

int n\_events

调用之间的平均事件数input\_sync()

**说明**

如果从设备发送的事件率异常大，请使用此函数设置预期事件率。这将允许处理程序为事件流设置适当的缓冲区大小，以最大限度地减少信息丢失。

### struct ff\_device

输入设备的力反馈部分

**定义**

struct ff\_device {

int (\*upload)(struct input\_dev \*dev, struct ff\_effect \*effect, struct ff\_effect \*old);

int (\*erase)(struct input\_dev \*dev, int effect\_id);

int (\*playback)(struct input\_dev \*dev, int effect\_id, int value);

void (\*set\_gain)(struct input\_dev \*dev, u16 gain);

void (\*set\_autocenter)(struct input\_dev \*dev, u16 magnitude);

void (\*destroy)(struct ff\_device \*);

void \*private;

unsigned long ffbit[BITS\_TO\_LONGS(FF\_CNT)];

struct mutex mutex;

int max\_effects;

struct ff\_effect \*effects;

struct file \*effect\_owners[];

};

**成员**

upload

调用以将新效果上传到设备

erase

调用以从设备中删除效果

playback

调用请求设备开始播放指定效果

set\_gain

调用设置指定增益

set\_autocenter

调用自动居中设备

destroy

当父输入设备被销毁时由输入核心调用

private

驱动程序特定的数据，将被自动释放

ffbit

设备真正支持的力反馈功能的位图（不像 input\_dev->ffbit 中的那样模拟）

mutex

用于序列化对设备的访问的互斥体

max\_effects

设备支持的最大效果数

effects

指向当前加载到设备中的效果数组的指针

effect\_owners

一系列效果所有者；当拥有效果的文件句柄关闭时，效果会自动删除

**说明**

每个力反馈设备都必须实现upload()和playback() 方法；erase()是可选的。set\_gain()并且set\_autocenter()仅在驱动程序设置了 FF\_GAIN 和 FF\_AUTOCENTER 位时才需要实施。

请注意playback()，set\_gain()和set\_autocenter()是在 dev->event\_lock 自旋锁保持和中断关闭的情况下调用的，因此可能不会休眠。

### void input\_event(struct [input\_dev](https://docs.kernel.org/driver-api/input.html" \l "c.input_dev" \o "input_dev) \*dev, unsigned int type, unsigned int code, int value)

报告新的输入事件

**参数**

struct input\_dev \* dev

产生事件的设备

unsigned int type

事件的类型

unsigned int code

事件代码

int value

事件的价值

**说明**

实现各种输入设备的驱动程序应该使用此函数来报告输入事件。另见[input\_inject\_event()](https://www.kernel.org/doc/html/v4.19/driver-api/input.html" \l "c.input_inject_event" \o "输入_注入_事件)。

**注意**

[input\_event()](https://www.kernel.org/doc/html/v4.19/driver-api/input.html" \l "c.input_event" \o "输入事件)可以在输入设备分配给 之后安全地使用[input\_allocate\_device()](https://www.kernel.org/doc/html/v4.19/driver-api/input.html" \l "c.input_allocate_device" \o "输入分配设备)，甚至在它注册之前就可以安全使用[input\_register\_device()](https://www.kernel.org/doc/html/v4.19/driver-api/input.html" \l "c.input_register_device" \o "输入寄存器设备)，但事件不会到达任何输入处理程序。这种早期调用[input\_event()](https://www.kernel.org/doc/html/v4.19/driver-api/input.html" \l "c.input_event" \o "输入事件)可用于“播种”开关的初始状态或绝对轴的初始位置等。

### void input\_inject\_event(struct [input\_handle](https://docs.kernel.org/driver-api/input.html" \l "c.input_handle" \o "input_handle) \*handle, unsigned int type, unsigned int code, int value)

从输入处理程序发送输入事件

**参数**

struct input\_handle \* handle

通过输入句柄发送事件

unsigned int type

事件的类型

unsigned int code

事件代码

int value

事件的价值

**说明**

类似于[input\_event()](https://www.kernel.org/doc/html/v4.19/driver-api/input.html" \l "c.input_event" \o "输入事件)但如果设备被“抢夺”并且处理注入事件不是拥有该设备的事件，则会忽略事件。

### void input\_alloc\_absinfo(struct [input\_dev](https://docs.kernel.org/driver-api/input.html" \l "c.input_dev" \o "input_dev) \*dev)

分配 input\_absinfo 结构数组

**参数**

struct input\_dev \* dev

输入设备发出绝对事件

**说明**

如果调用者要求的 absinfo 结构已经分配，​​这个函数将不会做任何事情。

### int input\_grab\_device(struct [input\_handle](https://docs.kernel.org/driver-api/input.html" \l "c.input_handle" \o "input_handle) \*handle)

专用抓取器

**参数**

struct input\_handle \* handle

想要拥有设备的输入句柄

**说明**

当设备被输入句柄抓取时，设备生成的所有事件都只传递给这个句柄。当设备被抓取时，其他输入句柄注入的事件也会被忽略。

### **v**oid input\_release\_device(struct [input\_handle](https://docs.kernel.org/driver-api/input.html" \l "c.input_handle" \o "input_handle) \*handle)

释放先前抓取的设备。

**参数**

struct input\_handle \*handle

拥有该设备的输入控制器。

**说明**

释放先前抓取的设备，以便其他输入控制器可以开始接收输入事件。在释放后，所有连接到该设备的处理程序都会调用其start()方法，以便它们可以将设备状态与系统其余部分同步。

### int input\_open\_device(struct input\_handle \*handle)

打开输入设备。

**参数**

struct input\_handle \*handle

通过该句柄访问设备。

**说明**

当输入控制器想要从给定的输入设备开始接收事件时，应调用此函数。

### void input\_close\_device(struct input\_handle \*handle)

关闭输入设备。

**参数**

struct input\_handle \*handle

通过该句柄访问设备。

**说明**

当输入控制器想要停止从给定的输入设备接收事件时，应调用此函数。

### int input\_scancode\_to\_scalar(const struct input\_keymap\_entry \*ke, unsigned int \*scancode)

将struct input\_keymap\_entry中的扫描码转换成标量形式。

**参数**

const struct input\_keymap\_entry \*ke

包含要转换的扫描码的按键映射表条目。

unsigned int \*scancode

所转换的扫描码应存储的位置的指针。

**说明**

此函数用于将存储在struct keymap\_entry中的扫描码转换成传统按键映射处理方法所理解的标量形式。这些方法期望将扫描码表示为“unsigned int”。

### int input\_get\_keycode(struct input\_dev \*dev, struct input\_keymap\_entry \*ke)

检索为给定扫描码映射的按键码

**参数**

struct input\_dev \*dev

查询其键映射的输入设备

struct input\_keymap\_entry \*ke

键映射表条目

**说明**

任何有兴趣检索当前键映射的人都应调用此函数。目前evdev处理程序正在使用它。

### int input\_set\_keycode(struct input\_dev \*dev, const struct input\_keymap\_entry \*ke)

为给定扫描码分配按键码

**参数**

struct input\_dev \*dev

要更新其键映射的输入设备

const struct input\_keymap\_entry \*ke

新键映射表条目

**说明**

任何需要更新当前键映射的人都应调用此函数。目前键盘和evdev处理程序正在使用它。

### void input\_reset\_device(struct input\_dev \*dev)

重置/恢复输入设备的状态

**参数**

struct input\_dev \*dev

需要重置状态的输入设备

**说明**

此函数尝试重置打开的输入设备的状态，并将内部状态与硬件状态同步。我们将所有键标记为已释放，恢复LED状态，重复速率等。

### struct input\_dev \*input\_allocate\_device(void)

为新的输入设备分配内存。

**参数**

void

无需参数

**说明**

返回准备好的struct input\_dev或NULL。

**注意**

使用input\_free\_device()来释放尚未注册的设备；对于已注册的设备应使用input\_unregister\_device()。

### struct input\_dev \*devm\_input\_allocate\_device(struct device \*dev)

分配受管理的输入设备。

**参数**

struct device \*dev

拥有正在创建的输入设备的设备

**说明**

返回准备好的struct input\_dev或NULL。

管理的输入设备不需要显式注销或释放，因为当所有者设备取消与其驱动程序的绑定（或绑定失败）时，它将自动完成。一旦分配了托管输入设备，它就可以像常规输入设备一样进行设置和注册。如果您需要它们，没有特殊的devm\_input\_device\_[un]register()变体，常规的变体可以处理托管和未托管的设备。但是，在大多数情况下，无需显式注销或释放托管的输入设备。

**注意**

所有者设备被设置为输入设备的父级，用户不应该覆盖它。

### void input\_free\_device(struct input\_dev \*dev)

释放输入\_dev结构占用的内存。

**参数**

struct input\_dev \*dev

要释放的输入设备

**说明**

如果尚未调用input\_register\_device()或者调用失败，则应仅使用此函数。一旦设备被注册使用input\_unregister\_device()，一旦对设备的最后引用被删除，内存将被释放。

设备应由input\_allocate\_device()分配。

**注意**

如果存在对输入设备的引用，则在最后一个引用被删除之前，内存不会被释放。

### void input\_set\_capability(struct input\_dev \*dev, unsigned int type, unsigned int code)

将设备标记为能够发出或接受某个事件。

**参数**

struct input\_dev \*dev

能够发出或接受事件的设备

unsigned int type

事件的类型（EV\_KEY、EV\_REL等）

unsigned int code

事件代码

**说明**

除了在适当的能力位图中设置相应的位之外，该函数还会调整dev->evbit。

### void input\_enable\_softrepeat(struct input\_dev \*dev, int delay, int period)

启用软件自动重复。

**参数**

struct input\_dev \*dev

输入设备

int delay

重复延迟时间

int period

重复周期时间

**说明**

在输入设备上启用软件自动重复。

### int input\_register\_device(struct input\_dev \*dev)

向输入核心注册设备

**参数**

struct input\_dev \*dev

要注册的设备

**说明**

此函数将设备注册到输入核心。在注册之前，设备必须使用input\_allocate\_device()进行分配，并设置好所有的功能。如果函数失败，则必须使用input\_free\_device()释放设备。设备成功注册后，可以使用input\_unregister\_device()注销设备；此时不应调用input\_free\_device()。

请注意，此函数还用于注册托管输入设备（使用devm\_input\_allocate\_device()分配的设备）。这些托管的输入设备不需要明确注销或释放，其拆除是由devres基础设施控制的。还值得注意的是，托管输入设备的拆除在内部是一个两步过程先注销已注册的托管输入设备，但仍然保留在内存中，仍然可以处理input\_event()调用（尽管事件不会被传递到任何地方）。设备的释放将在以设备分配为基础的devres堆栈解开时进行。

### void input\_unregister\_device(struct input\_dev \*dev)

注销先前注册的设备

**参数**

struct input\_dev \*dev

要注销的设备

**说明**

此函数注销输入设备。设备注销后，调用者不应尝试访问它，因为它可能随时被释放。

### int input\_register\_handler(struct input\_handler \*handler)

注册新的输入处理程序

**参数**

struct input\_handler \*handler

要注册的处理程序

**说明**

此函数为系统中的输入设备注册新的输入处理程序（接口），并将其连接到与处理程序兼容的所有输入设备上。

### void input\_unregister\_handler(struct input\_handler \*handler)

注销输入处理程序

**参数**

struct input\_handler \*handler

要注销的处理程序

**说明**

此函数从其输入设备中断开处理程序，并将其从已知处理程序列表中删除。

### int input\_handler\_for\_each\_handle(struct input\_handler \*handler, void \*data, int (\*fn)(struct input\_handle\*, void\*))

处理句柄迭代器

**参数**

struct input\_handler \*handler

要迭代的输入处理程序

void \*data

回调函数的数据

int (\*fn)(struct input\_handle \*, void \*)

要为每个句柄调用的函数

**说明**

迭代总线的设备列表，并为每个设备调用fn，传递数据并在fn返回非零值时停止。该函数使用RCU来遍历列表，因此可能在原子环境中使用。fn回调从RCU临界节中调用，因此不能休眠。

### int input\_register\_handle(struct input\_handle \*handle)

注册新的输入句柄

**参数**

struct input\_handle \*handle

要注册的句柄

**说明**

此函数将新的输入句柄放入设备和处理程序的列表中，以便在使用input\_open\_device()打开后可以通过它流动事件。

这个函数应该从处理器的connect()方法中调用。

### void input\_unregister\_handle(struct input\_handle \*handle)

注销输入句柄

**参数**

struct input\_handle \*handle

要注销的句柄

**说明**

此函数从设备和处理程序的列表中删除输入句柄。

这个函数应该从处理器的disconnect()方法中调用。

### int input\_get\_new\_minor(int legacy\_base, unsigned int legacy\_num, bool allow\_dynamic)

分配新的输入次要编号

**参数**

int legacy\_base

要搜索的旧范围的起始位置

unsigned int legacy\_num

旧范围的大小

bool allow\_dynamic

是否可以从动态范围中获取ID

**说明**

此函数为从输入主要命名空间分配新设备次要编号。调用者可以通过指定legacy\_base和legacy\_num参数请求传统的次要编号，以及在传统范围内没有空闲ID时是否可以从动态范围中分配ID。

### void input\_free\_minor(unsigned int minor)

释放以前分配的次要编号

**参数**

unsigned int minor

要释放的次要编号

**说明**

此函数释放以前分配的输入次要编号，以便稍后可以重用它。

### int input\_ff\_upload(struct input\_dev \*dev, struct ff\_effect \*effect, struct file \*file)

将效果上传到力反馈设备

**参数**

struct input\_dev \*dev

输入设备

struct ff\_effect \*effect

要上传的效果

struct file \*file

效果的所有者

### int input\_ff\_erase(struct input\_dev \*dev, int effect\_id, struct file \*file)

从设备中删除力反馈效果

**参数**

struct input\_dev \*dev

要从中删除效果的输入设备

int effect\_id

要删除的效果的id

struct file \*file

请求的所有者

**说明**

此函数从指定的设备中删除力反馈效果。只有在使用相同的文件句柄上传的效果才会被删除。

### int input\_ff\_event(struct input\_dev \*dev, unsigned int type, unsigned int code, int value)

力反馈事件的通用处理程序

**参数**

struct input\_dev \*dev

要将效果发送到的输入设备

unsigned int type

事件类型（除EV\_FF外的任何东西都会被忽略）

unsigned int code

事件代码

int value

事件值

### int input\_ff\_create（struct input\_dev \*dev，unsigned int max\_effects）

创建力反馈设备

**参数**

struct input\_dev \*dev

支持力反馈的输入设备

unsigned int max\_effects

设备支持的最大效果数

**说明**

此函数为输入设备的力反馈部分分配所有必要的内存，并安装所有默认处理程序。在调用此功能之前，dev->ffbit应该已经设置好。创建ff设备后，您需要设置其上传、擦除、播放和其他处理程序，然后才能注册输入设备。

### void input\_ff\_destroy（struct input\_dev \*dev）

释放输入设备的力反馈部分

**参数**

struct input\_dev \*dev

支持力回馈的输入设备

**说明**

此功能仅在错误路径中需要，因为当设备被销毁时，输入核心将自动释放力回馈结构。

### int input\_ff\_create\_memless（struct input\_dev \*dev、void \*data，int（\*play\_effect）（struct input\_dev\*，void\*，struct ff\_effect\*））

创建无内存力反馈设备

**参数**

struct input\_dev \*dev

支持力反馈的输入设备

void \*data

传递到play\_effect的驱动程序特定数据

int（\*play\_effect）（struct input\_dev\*，void\*，struct ff\_effect\*）

驱动程序特定的播放FF效果的方法

## 多点触控库

### struct input\_mt\_slot

表示输入MT插槽的状态

**定义**

struct input\_mt\_slot {

int abs[ABS\_MT\_LAST - ABS\_MT\_FIRST + 1];

unsigned int frame;

unsigned int key;

};

**成员**

abs

在此插槽中保存ABS\_MT轴的当前值

frame

调用input\_mt\_report\_slot\_state（）的最后一帧

key

此插槽的可选驱动程序指定

### struct input\_mt

跟踪联系的状态

**定义**

struct input\_mt {

int trkid;

int num\_slots;

int slot;

unsigned int flags;

unsigned int frame;

int \*red;

struct input\_mt\_slot slots[];

};

**成员**

trkid

为下一个联系存储MT跟踪ID

num\_slots

设备使用的MT插槽数

slot

当前正在传输的MT槽

flags

输入\_mt操作标志

frame

每次调用input\_mt\_sync\_frame（）时增加

red

内核内跟踪的降低成本矩阵

slots

保持跟踪联系当前值的插槽数组

### struct input\_mt\_pos

联系位置

**定义**

struct input\_mt\_pos {

s16 x, y;

};

**成员**

x——水平坐标

y——垂直坐标

### int input\_mt\_init\_slots（struct input\_dev \*dev，unsigned int num\_slots，unsigned int flags）

初始化MT输入插槽

**参数**

struct input\_dev \*dev

支持MT事件和手指跟踪的输入设备

unsigned int num\_slots

设备使用的插槽数

unsigned int flags

在核心中处理的mt任务

**说明**

此函数为输入设备中的MT插槽处理分配所有必要的内存，准备ABS\_MT\_SLOT和ABS\_MT\_TRACKING\_ID事件供使用，并设置适当的缓冲区。根据设置的标志，它还执行指针模拟和帧同步。

可以重复调用。如果尝试重新初始化不同数目的插槽，返回-EINVAL。

### void input\_mt\_destroy\_slots（struct input\_dev \*dev）

释放输入设备的MT插槽

**参数**

struct input\_dev \*dev

具有已分配MT插槽的输入设备

**说明**

此功能仅在错误路径中需要，因为当设备被销毁时，输入核心将自动释放MT插槽。

### bool input\_mt\_report\_slot\_state（struct input\_dev \*dev，unsigned int tool\_type，bool active）

报告联系状态

**参数**

struct input\_dev \*dev

具有已分配MT插槽的输入设备

unsigned int tool\_type

在此插槽中使用的工具类型

布尔值活跃的

如果联系处于活动状态，则为true；否则为false

**说明**

通过ABS\_MT\_TRACKING\_ID报告联系，如果需要，还通过ABS\_MT\_TOOL\_TYPE报告。如果活动为true且槽当前处于非活动状态，或者更改了工具类型，则向插槽分配新的跟踪ID。仅在设置了相应的absbit字段时才报告工具类型。

如果联系处于活动状态，则返回true。

### void input\_mt\_report\_finger\_count(struct input\_dev \*dev，int count)

报告联系数

**参数**

struct input\_dev \*dev

具有已分配MT插槽的输入设备

int count

联系数

**说明**

通过BTN\_TOOL\_FINGER、BTN\_TOOL\_DOUBLETAP、BTN\_TOOL\_TRIPLETAP和BTN\_TOOL\_QUADTAP报告联系计数。

输入核心确保只有为此设备设置的KEY事件会产生输出。

### void input\_mt\_report\_pointer\_emulation(struct input\_dev \*dev，bool use\_count)

常见的指针模拟

**参数**

struct input\_dev \*dev

具有已分配MT插槽的输入设备

bool use\_count

将活动联系数报告为手指计数

**说明**

通过BTN\_TOUCH、ABS\_X、ABS\_Y和ABS\_PRESSURE执行传统的指针模拟。如果use\_count为真，则模拟触摸板手指计数。

输入核心确保只有为此设备设置的KEY和ABS轴会产生输出。

### void input\_mt\_drop\_unused(struct input\_dev \*dev)

未在此帧中看到的不活动插槽

**参数**

struct input\_dev \*dev

具有已分配MT插槽的输入设备

**说明**

举起自上次调用此函数以来未看到的所有插槽。

### void input\_mt\_sync\_frame(struct input\_dev \*dev)

同步mt帧

**参数**

struct input\_dev \*dev

具有已分配MT插槽的输入设备

**说明**

关闭帧并为新帧准备内部状态。根据标志，标记未使用的插槽为不活动并执行指针模拟。

### int input\_mt\_assign\_slots(struct input\_dev \*dev, int \*slots, const struct input\_mt\_pos \*pos, int num\_pos, int dmax)

执行最佳匹配分配

**参数**

struct input\_dev \*dev

带有已分配 MT 插槽的输入设备

int \*slots

要填充的插槽分配

const struct input\_mt\_pos \*pos

要匹配的位置数组

int num\_pos

位置数

int dmax

ABS\_MT\_POSITION 的最大位移（无限则为零）

**说明**

执行针对当前触点的最佳匹配，并返回插槽分配列表。新的触点分配到未使用的插槽上。

分配是平衡的，以使所有坐标位移低于欧式距离 dmax。如果找不到这样的分配，则将某些触点分配到未使用的插槽上。

成功返回零，否则返回负错误。

### int input\_mt\_get\_slot\_by\_key(struct input\_dev \*dev, int key)

返回与 key 匹配的插槽

**参数**

struct input\_dev \*dev

带有已分配 MT 插槽的输入设备

int key

所寻找插槽的键

**说明**

如果存在，则返回给定键的插槽，否则将键设置为第一个未使用的插槽并返回。

如果找不到可用插槽，则返回 -1。请注意，为了使此函数正常工作，必须在每个帧上调用 input\_mt\_sync\_frame()。

## 轮询输入设备

### struct input\_polled\_dev

简单轮询输入设备

**定义**

vstruct input\_polled\_dev {

void \*private;

void (\*open)(struct input\_polled\_dev \*dev);

void (\*close)(struct input\_polled\_dev \*dev);

void (\*poll)(struct input\_polled\_dev \*dev);

unsigned int poll\_interval;

unsigned int poll\_interval\_max;

unsigned int poll\_interval\_min;

struct input\_dev \*input;

};

**成员**

private

驱动程序数据的私有部分。

open

准备轮询输入设备的驱动程序提供的方法（启用设备并可能清除设备状态）。

close

轮询结束时调用的驱动程序提供的方法。用于将设备置于低功耗模式。

poll

轮询设备并发布输入事件的驱动程序提供的方法（必需）。

poll\_interval

指定 poll() 方法应调用的频率。如果在注册设备时没有覆盖，则默认为 500 毫秒。

poll\_interval\_max

指定轮询间隔的上限。默认为 poll\_interval 的初始值。

poll\_interval\_min

指定轮询间隔的下限。默认为 0。

input

与轮询设备相关联的输入设备结构。必须由驱动程序正确初始化（id、名称、物理、位数）。

**说明**

轮询输入设备提供了一个骨架，用于支持不引发中断但必须定期扫描或轮询以检测其状态变化的简单输入设备。

### struct input\_polled\_dev \* input\_allocate\_polled\_device(void)

分配轮询设备的内存

**参数**

void

无参数

**说明**

该函数为轮询设备和与该轮询设备相关联的输入设备分配内存。

### struct input\_polled\_dev \*devm\_input\_allocate\_polled\_device(struct device \*dev)

分配托管轮询设备

**参数**

struct device \*dev

拥有正在创建的轮询设备的设备

**说明**

返回准备好的 struct input\_polled\_dev 或 NULL。

托管轮询输入设备无需显式注销或释放，因为在所有者设备解除绑定其驱动程序（或绑定失败）时将自动完成。一旦分配了这样的托管轮询设备，它就可以像常规轮询输入设备一样进行设置和注册（使用 input\_register\_polled\_device() 函数）。

如果要手动注销和释放这些托管轮询设备，仍然可以通过调用 input\_unregister\_polled\_device() 和 input\_free\_polled\_device() 来完成，尽管这很少需要。

**注意**

所有者设备会设置为输入设备的父设备，用户不应覆盖它。

### void input\_free\_polled\_device(struct input\_polled\_dev \* dev)

释放分配给轮询设备的内存

**参数**

struct input\_polled\_dev \* dev

要释放的设备

**说明**

该函数释放为轮询设备分配的内存并丢弃对关联输入设备的引用。

### int input\_register\_polled\_device(struct input\_polled\_dev \* dev)

注册轮询设备

**参数**

struct input\_polled\_dev \* dev

要注册的设备

**说明**

该函数将之前初始化的轮询输入设备注册到输入层。应使用 input\_allocate\_polled\_device() 调用为设备分配。调用者还应设置 poll() 方法并设置相应的 input\_dev 结构的功能（id、name、phys、bits）。

### void input\_unregister\_polled\_device(struct input\_polled\_dev \* dev)

注销轮询设备

**参数**

struct input\_polled\_dev \* dev

要注销的设备

**说明**

该函数从输入层注销之前注册的轮询输入设备。轮询停止，设备可以通过调用 input\_free\_polled\_device() 自由释放。

## 矩阵键盘/键盘

### struct matrix\_keymap\_data

矩阵键盘的按键映射

**定义**

struct matrix\_keymap\_data {

const uint32\_t \*keymap;

unsigned int keymap\_size;

};

**成员**

keymap

指向用 KEY() 宏编码的 uint32 值数组表示按键映射的指针

keymap\_size

此键映射中的条目数量（已初始化）

**说明**

该结构应由平台代码使用，以向实现矩阵式键盘/键盘的驱动程序提供按键映射。

### struct matrix\_keypad\_platform\_data

平台依赖的键盘数据

**定义**

struct matrix\_keypad\_platform\_data {

const struct matrix\_keymap\_data \*keymap\_data;

const unsigned int \*row\_gpios;

const unsigned int \*col\_gpios;

unsigned int num\_row\_gpios;

unsigned int num\_col\_gpios;

unsigned int col\_scan\_delay\_us;

unsigned int debounce\_ms;

unsigned int clustered\_irq;

unsigned int clustered\_irq\_flags;

bool active\_low;

bool wakeup;

bool no\_autorepeat;

bool drive\_inactive\_cols;

};

**成员**

keymap\_data

指向 matrix\_keymap\_data 的指针

row\_gpios

指向表示行的 GPIO 号码数组的指针

col\_gpios

指向表示列的 GPIO 号码数组的指针

num\_row\_gpios

设备实际使用的行 GPIO 数量

num\_col\_gpios

设备实际使用的列 GPIO 数量

col\_scan\_delay\_us

在激活列 GPIO 后，需要等待的延迟时间，以微秒为单位

debounce\_ms

消抖间隔时间，以毫秒为单位

clustered\_irq

可以指定如果所有行/列 GPIO 的中断被捆绑到一个单一的 irq 上

clustered\_irq\_flags

捆绑 irq 所需的标志

active\_low

GPIO 极性

wakeup

控制设备是否应设置为唤醒源

no\_autorepeat

禁用键自动重复

drive\_inactive\_cols

在扫描期间驱动非活动列，而不是将它们设置为输入。

**说明**

该结构表示矩阵键盘驱动程序使用的特定于平台的数据，以执行适当的初始化。

## 稀疏密钥映射支持

### struct key\_entry

用于稀疏密钥映射中的键映射条目

**定义**

struct key\_entry {

int type;

u32 code;

union {

u16 keycode;

struct {

u8 code;

u8 value;

} sw;

};

};

**成员**

type

键输入的类型 ( KE\_KEY，KE\_SW，KE\_VSW，KE\_END); 驱动程序允许扩展该列表，添加自己的私有定义。

code

标识按钮/开关的设备特定数据

unnamed\_union

未命名联合

keycode

分配给键/按钮的 KEY\_\* 代码

sw.code

分配给开关的 SW\_\* 代码

sw.value

KE\_SW 开关被切换时应在输入事件中发送的值。KE\_VSW 开关忽略此字段，并期望驱动程序为事件提供值。

**说明**

该结构定义了稀疏密钥映射中的条目，用于某些输入设备，传统的基于表格的方法不适用。

### struct key\_entry \*sparse\_keymap\_entry\_from\_scancode(struct input\_dev \*dev, unsigned int code)

执行稀疏密钥映射查找

**参数**

struct input\_dev \*dev

使用稀疏密钥映射的输入设备

unsigned int code

扫描代码

**说明**

此函数用于在使用稀疏键映射的输入设备中执行结构 key\_entry 查找。

### struct key\_entry \*sparse\_keymap\_entry\_from\_keycode(struct input\_dev \*dev, unsigned int keycode)

执行稀疏密钥映射查找

**参数**

struct input\_dev \*dev

使用稀疏密钥映射的输入设备

unsigned int keycode

键代码

**说明**

此函数用于在使用稀疏键映射的输入设备中执行结构 key\_entry 查找。

### int sparse\_keymap\_setup(struct input\_dev \*dev, const struct key\_entry \*keymap, int (\*setup)(struct input\_dev\*, struct key\_entry\*))

为输入设备设置稀疏密钥映射

**参数**

struct input\_dev \*dev

输入设备

const struct key\_entry \*keymap

以 key\_entry 结构的数组形式结束的键映射

### void sparse\_keymap\_report\_entry(struct input\_dev \*dev, const struct key\_entry \*ke, unsigned int value, bool autorelease)

报告与给定键条目相应的事件

**参数**

struct input\_dev \*dev

要报告事件的输入设备

const struct key\_entry \*ke

说明事件的键条目

unsigned int value

应报告的值 (KE\_SW 条目忽略此字段)

bool autorelease

发出 KE\_KEY 条目的按下事件报告后是否应发出释放事件，忽略所有其他条目

**说明**

此函数用于报告给定结构 key\_entry 说明的输入事件。

### bool sparse\_keymap\_report\_event(struct input\_dev \*dev, unsigned int code, unsigned int value, bool autorelease)

报告与给定扫描代码相应的事件

**参数**

struct input\_dev \*dev

使用稀疏密钥映射的输入设备

unsigned int code

扫描代码

unsigned int value

应报告的值 (KE\_SW 条目忽略此字段)

bool autorelease

发出 KE\_KEY 条目的按下事件报告后是否应发出释放事件，忽略所有其他条目

**说明**

此函数用于执行键映射查找，并报告相应事件在使用稀疏密钥映射的输入设备中。如果查找成功，则返回 true，否则返回 false。

# Linux USB API

## Linux-USB主机端API

### Linux上的USB介绍

通用串行总线 (USB) 用于将主机 (例如 PC 或工作站) 连接到多个外围设备。USB 使用一个树形结构，主机作为根 (系统的主节点)，集线器作为内部节点，外围设备作为叶子 (从节点)。现代计算机支持几个这样的 USB 设备树，通常有几个 USB 3.0 (5 GBit/s) 或 USB 3.1 (10 GBit/s) 以及一些遗留的 USB 2.0 (480 MBit/s) 总线以备不时之需。

这种主/从不对称性是基于多种原因设计的，其中之一是易于使用。在类型 C 插头上，物理上不可能混淆上游和下游或者它们被内置到外围设备中。此外，主机软件不需要处理分布式自动配置，因为预先指定的主节点管理所有这些工作。

内核开发者在2.2内核系列早期添加了对Linux的USB支持，并自那以后不断发展。除了支持每一代新的USB，各种主机控制器也得到了支持，添加了新的外围驱动程序，并引入了用于延迟测量和改进电源管理的高级特性。Linux不仅可以在控制设备的主机上运行，还可以在USB设备内运行。但是，在这些外围设备内运行的USB设备驱动程序不做与在主机上运行的驱动程序相同的事情，因此它们被赋予了一个不同的名称小工具驱动程序。本文档不涉及小工具驱动程序。

### USB主机端API模型

用于USB设备的主机端驱动程序与“usbcore” API交互。其中有两个。其中之一适用于通用驱动程序（通过驱动程序框架公开），另一个适用于作为核心部分的驱动程序。这样的核心驱动程序包括集线器驱动程序（管理USB设备的树）和若干种不同类型的主机控制器驱动程序，用于控制单个总线。

USB驱动程序看到的设备模型相对复杂。

1. USB支持四种数据传输类型（控制、大容量、中断和等时）。其中两种（控制和大容量）使用可用带宽，而另外两种（中断和等时）被安排为提供保证带宽。
2. 设备说明模型包括每个设备的一个或多个配置，但一次仅活动一个。设备应该能够以低于其最高速度的速度运行，并可以提供显示其完全运行的最低速度的BOS说明符。
3. 从USB 3.0开始，配置具有一个或多个“功能”，它们提供常用功能，并为功率管理目的而分组。
4. 配置或功能具有一个或多个“接口”，每个接口可能具有“备用设置”。接口可以由USB“类”规范进行标准化，也可以特定于供应商或设备。
5. 实际上，USB设备驱动程序绑定到接口而不是设备。将它们视为“接口驱动程序”，尽管您可能不会看到许多区别很重要的设备。大多数USB设备都很简单，只有一个功能、一个配置、一个接口和一个备用设置。
6. 接口具有一个或多个“端点”，每个端点支持一种类型和数据传输方向，例如“大容量输出”或“中断输入”。整个配置在每个方向上最多可以有十六个端点，可以根据所有接口的需要分配。
7. USB上的数据传输是分组的；每个端点有一个最大数据包大小。驱动程序通常必须了解惯例，例如使用“短”（包括零长度）数据包标记大容量传输的结束。
8. Linux USB API支持同步调用用于控制和大容量消息。它还支持用于所有数据传输类型的异步调用，使用称为“URB”（USB请求块）的请求结构。

因此，暴露给设备驱动程序的USB核心API涵盖了相当广泛的领域。您可能需要查阅USB 3.0规范（可在www.usb.org上免费在线获取），以及类别或设备规范。

实际上触摸硬件（读/写寄存器、处理IRQ等）的唯一主机端驱动程序是HCDs。从理论上讲，所有HCD都通过同一个API提供相同的功能。实际上，这越来越成为事实，但仍然存在差异，尤其是在不太常见的控制器上的故障处理方面。不同的控制器不一定报告相同的故障方面，并且从故障（包括像解除URB一样的软件引起的故障）的恢复还不完全一致。设备驱动程序作者应该注意使用每个不同的主机控制器驱动程序进行断开测试（在设备处于活动状态时），以确保驱动程序没有自己的错误，并确保它们不依赖于某些特定HCD行为。

### USB标准类型

在include/uapi/linux/usb/ch9.h中，您将找到在USB规范第9章中定义的USB数据类型。这些数据类型在整个USB中使用，在API（包括这个主机端API、小工具API、USB字符设备和debugfs接口）中使用。

#### const char \*usb\_speed\_string(enum usb\_device\_speed speed)

返回人类可读名称的速度

**参数**

enum usb\_device\_speed speed

要返回人类可读名称的速度。如果它不是在usb\_device\_speedenum中定义的任何速度，则将返回USB\_SPEED\_UNKNOWN的字符串。

#### enum usb\_device\_speed usb\_get\_maximum\_speed(struct device \*dev)

获取给定USB控制器的最大请求速度。

**参数**

struct device \*dev

指向给定USB控制器设备的指针。

**说明**

该函数从属性“maximum-speed”中获取最大速度字符串，并返回相应的enumusb\_device\_speed。

#### const char \*usb\_state\_string(enum usb\_device\_state state)

返回状态的可读名称。

**参数**

enumusb\_device\_state state

要返回可读名称的状态。如果它不是usb\_device\_state\_stringenum中的状态设备之一，则将返回字符串UNKNOWN。

### 主机端数据类型和宏

主机端API为驱动程序暴露了几个层，其中一些比其他层更为必要。它们支持主机侧驱动程序和设备的生命周期模型，并支持通过usbcore将缓冲区传递到执行设备驱动程序的某个HCD。

#### struct usb\_host\_endpoint

主机端点说明符和队列

**定义**

struct usb\_host\_endpoint {

struct usb\_endpoint\_descriptor desc;

struct usb\_ss\_ep\_comp\_descriptor ss\_ep\_comp;

struct usb\_ssp\_isoc\_ep\_comp\_descriptor ssp\_isoc\_ep\_comp;

struct list\_head urb\_list;

void \*hcpriv;

struct ep\_device \*ep\_dev;

unsigned char \*extra;

int extralen;

int enabled;

int streams;

};

**成员**

desc

此端点的说明符，wMaxPacketSize以本机字节序

ss\_ep\_comp

此端点的超级速度补充说明符

ssp\_isoc\_ep\_comp

此端点的超级速度加等时同步补充说明符

urb\_list

排队到此端点的URB；由usbcore维护

hcpriv

供HCD使用；通常包含硬件DMA队列头(QH)，其中包含一个或多个传输说明符(TD) per URB

ep\_dev

sysfs信息的ep\_device

extra

在配置中跟随此端点的说明符

extralen

“extra”中有多少字节是有效的

enabled

URB可以提交到此端点

streams

在端点上分配的USB-3流的数量

**说明**

USB请求始终排队到给定端点，该端点由给定USB配置中的活动接口中的说明符标识。

#### struct usb\_interface

USB设备驱动程序交互的接口

**定义**

struct usb\_interface {

struct usb\_host\_interface \*altsetting;

struct usb\_host\_interface \*cur\_altsetting;

unsigned num\_altsetting;

struct usb\_interface\_assoc\_descriptor \*intf\_assoc;

int minor;

enum usb\_interface\_condition condition;

unsigned sysfs\_files\_created:1;

unsigned ep\_devs\_created:1;

unsigned unregistering:1;

unsigned needs\_remote\_wakeup:1;

unsigned needs\_altsetting0:1;

unsigned needs\_binding:1;

unsigned resetting\_device:1;

unsigned authorized:1;

struct device dev;

struct device \*usb\_dev;

struct work\_struct reset\_ws;

};

**成员**

altsetting

接口结构的数组，每个备用设置都可能被选择。每个都包括一组端点配置。它们将没有特定的顺序。

cur\_altsetting

当前的备用设置。

num\_altsetting

定义的备用设置数。

intf\_assoc

接口关联说明符

minor

如果此接口绑定到使用USB主要编号的驱动程序，则分配给此接口的副本号码。如果此接口不使用USB主要要素，则此字段应未使用。驱动程序应在驱动程序的probe()函数中设置此值，在调用usb\_register\_dev()时，由USB核心分配了一个次要编号后。

condition

接口的绑定状态未绑定、绑定(probe()中)、绑定到驱动程序或解绑(disconnect()中)。

sysfs\_files\_created

sysfs属性存在

ep\_devs\_created

端点子虚拟设备存在

unregistering

在注销接口时设置的标志

needs\_remote\_wakeup

驱动程序需要远程唤醒能力以进行自动挂起。

needs\_altsetting0

如果已延迟对备用设置0的设置接口请求，则设置标志。

needs\_binding

当驱动程序应在不支持的复位或挂起操作后重新探测或解绑时，设置标志。

resetting\_device

USB核心重置设备，因此使用alt设置0作为当前设置；重置后需要带宽分配。

authorized

与设备授权相比，这允许(de)在单个接口授权。

dev

该设备的驱动程序模型视图

usb\_dev

如果接口绑定到USB主要，则这将指向该设备的sysfs表示形式。

reset\_ws

用于从原子上下文调度重置。

**说明**

USB设备驱动程序附加到物理设备上的接口。每个接口封装单个高级功能，例如将音频流提供给扬声器或报告音量控制的更改。许多USB设备仅具有一个接口。用于与接口端点通信的协议可以由usb“类”规范或产品的供应商定义。默认控制端点是每个接口的一部分，但从未列在接口的说明符中。

绑定到接口的驱动程序可以使用标准驱动程序模型调用，例如对该struct 的dev成员调用dev\_get\_drvdata()。

每个接口可以具有备用设置。设备的初始配置设置为altsetting 0，但驱动程序可以使用usb\_set\_interface()更改该设置。通常使用备用设置来控制周期性端点的使用，例如让不同的端点使用不同数量的保留USB带宽。使用等时端点的所有符合标准的USB设备将在非默认设置中使用它们。

USB规范说备用设置编号必须从0到少一个备用设置的总备用设置数。但是，一些设备会搞砸这个，而且struct 不一定按数值顺序存储。使用usb\_altnum\_to\_altsetting()根据其编号在altsetting数组中查找备用设置。

#### struct usb\_interface\_cache

设备界面的长期表示

**定义**

struct usb\_interface\_cache {

unsigned num\_altsetting;

struct kref ref;

struct usb\_host\_interface altsetting[0];

};

**成员**

num\_altsetting

定义的altsettings数量。

ref

引用计数器。

altsetting

接口结构的可变长度数组，每个可选的备用设置都有一个。每个备用设置包括一组端点配置。它们不会有特定的顺序。

**说明**

与struct usb\_interface不同（只在其配置安装的时间内存在），这些结构在usb\_device的生命周期内保持不变。可以随时通过这些结构访问altsetting数组，允许比较配置并为/sys/kernel/debug/usb/devices伪文件提供支持。

#### struct usb\_host\_config

设备配置的表示

**定义**

struct usb\_host\_config {

struct usb\_config\_descriptor desc;

char \*string;

struct usb\_interface\_assoc\_descriptor \*intf\_assoc[USB\_MAXIADS];

struct usb\_interface \*interface[USB\_MAXINTERFACES];

struct usb\_interface\_cache \*intf\_cache[USB\_MAXINTERFACES];

unsigned char \*extra;

int extralen;

};

**成员**

desc

设备的配置说明符。

string

iConfiguration字符串的缓存版本的指针，如果此配置存在。

intf\_assoc

此配置中任何接口关联说明符的列表

interface

指向usb\_interface结构的指针数组，每个数组对应一个配置中的接口。接口的数量存储在desc.bNumInterfaces中。只有在配置处于活动状态时，这些指针才有效。

intf\_cache

指向usb\_interface\_cache结构的指针数组，每个数组对应一个配置中的接口。这些结构在整个设备的生命周期内存在。

extra

指向包含与此配置关联的所有额外说明符（在第一个接口说明符之前）的缓冲区的指针。

extralen

额外说明符缓冲区的长度。

**说明**

USB设备可以具有多个配置，但一次只能活动一个配置。每个封装一个不同的操作环境;例如，双速设备将为全速和高速操作分别有单独的配置。可用配置的数量存储在设备说明符中，如bNumConfigurations。配置可以包含多个接口。每个接口对应于USB设备的不同功能，并且在配置处于活动状态时所有接口都可用。USB标准规定接口的编号应从0到desc.bNumInterfaces-1，但许多设备做这个编号时会有错误。此外，接口数组的顺序不能保证按数字顺序排序。使用usb\_ifnum\_to\_if()按照其编号查找接口条目。设备驱动程序不应尝试激活配置。安装哪个配置是基于可用功率、提供的功能和用户的愿望（通过用户空间工具表达）等考虑的策略决定。但是，驱动程序可以调用usb\_reset\_configuration()来重新初始化当前配置及其所有接口。

#### struct usb\_device

USB设备的内核表示

**定义**

struct usb\_device {

int devnum;

char devpath[16];

u32 route;

enum usb\_device\_state state;

enum usb\_device\_speed speed;

unsigned int rx\_lanes;

unsigned int tx\_lanes;

struct usb\_tt \*tt;

int ttport;

unsigned int toggle[2];

struct usb\_device \*parent;

struct usb\_bus \*bus;

struct usb\_host\_endpoint ep0;

struct device dev;

struct usb\_device\_descriptor descriptor;

struct usb\_host\_bos \*bos;

struct usb\_host\_config \*config;

struct usb\_host\_config \*actconfig;

struct usb\_host\_endpoint \*ep\_in[16];

struct usb\_host\_endpoint \*ep\_out[16];

char \*\*rawdescriptors;

unsigned short bus\_mA;

u8 portnum;

u8 level;

u8 devaddr;

unsigned can\_submit:1;

unsigned persist\_enabled:1;

unsigned reset\_in\_progress:1;

unsigned have\_langid:1;

unsigned authorized:1;

unsigned authenticated:1;

unsigned wusb:1;

unsigned lpm\_capable:1;

unsigned lpm\_devinit\_allow:1;

unsigned usb2\_hw\_lpm\_capable:1;

unsigned usb2\_hw\_lpm\_besl\_capable:1;

unsigned usb2\_hw\_lpm\_enabled:1;

unsigned usb2\_hw\_lpm\_allowed:1;

unsigned usb3\_lpm\_u1\_enabled:1;

unsigned usb3\_lpm\_u2\_enabled:1;

int string\_langid;

char \*product;

char \*manufacturer;

char \*serial;

struct list\_head filelist;

int maxchild;

u32 quirks;

atomic\_t urbnum;

unsigned long active\_duration;

#ifdef CONFIG\_PM;

unsigned long connect\_time;

unsigned do\_remote\_wakeup:1;

unsigned reset\_resume:1;

unsigned port\_is\_suspended:1;

#endif;

struct wusb\_dev \*wusb\_dev;

int slot\_id;

enum usb\_device\_removable removable;

struct usb2\_lpm\_parameters l1\_params;

struct usb3\_lpm\_parameters u1\_params;

struct usb3\_lpm\_parameters u2\_params;

unsigned lpm\_disable\_count;

u16 hub\_delay;

};

**成员**

devnum

设备号； USB总线上的地址

devpath

用于消息的设备ID字符串（例如，/port/…）

route

用于与xHCI配对的树拓扑十六进制字符串

state

设备状态配置、未连接等等。

speed

设备速度高速/全速/低速（或错误）

rx\_lanes

使用的rx通道数，USB 3.2增加了双通道支持

tx\_lanes

使用的tx通道数，USB 3.2增加了双通道支持

tt

关于低/全速Dev、高速Hub的事务转换器信息

ttport

那个tt hub上的设备端口

toggle

每个端点一个位，其中（[0] = IN，[1] = OUT）端点

parent

我们的集线器，除非我们是根

bus

我们所在的总线

ep0

端点0的数据（默认控制管道）

dev

通用设备接口

descriptor

USB设备说明符

bos

USB设备BOS说明符集

config

设备的所有配置

actconfig

活动配置

ep\_in

IN端点的数组

ep\_out

OUT端点的数组

rawdescriptors

每个配置的原始说明符

bus\_mA

总线上可用的电流

portnum

父级端口编号（起始值为1）

level

USB hub祖先的数量

devaddr

设备地址，XHCI由硬件分配，其他与devnum相同

can\_submit

可以提交URB

persist\_enabled

为此设备启用USB\_PERSIST

have\_langid

字符串langid是否有效

authorized

策略已经说过我们可以使用它；（用户空间）策略决定是否授权使用此设备。默认情况下，有线USB设备是授权的。除非我们从用户空间授权它们，否则WUSB设备将不可用。 FIXME-完成文档

authenticated

加密身份验证通过

wusb

设备是无线USB

lpm\_capable

设备支持LPM

lpm\_devinit\_allow

允许USB3设备发起的LPM，退出延迟在范围内

usb2\_hw\_lpm\_capable

设备可以执行USB2硬件LPM

usb2\_hw\_lpm\_besl\_capable

设备可以执行USB2硬件BESL LPM

usb2\_hw\_lpm\_enabled

启用USB2硬件LPM

usb2\_hw\_lpm\_allowed

用户空间允许启用USB 2.0 LPM

usb3\_lpm\_u1\_enabled

启用USB3硬件U1 LPM

usb3\_lpm\_u2\_enabled

启用USB3硬件U2 LPM

string\_langid

字符串的语言ID

product

如果存在，则为iProduct字符串（静态）

manufacturer

如果存在，则为iManufacturer字符串（静态）

serial

如果存在，则为iSerialNumber字符串（静态）

filelist

此设备打开的usbfs文件

maxchild

如果是集线器，则为端口数量

quirks

整个设备的怪癖

urbnum

为整个设备提交的URB数

active\_duration

设备不挂起的总时间

connect\_time

设备首次连接的时间

do\_remote\_wakeup

应启用远程唤醒

reset\_resume

需要复位而不是恢复

port\_is\_suspended

上游端口已挂起（L2或U3）

wusb\_dev

如果这是无线USB设备，则链接到该设备的WUSB特定数据。

slot\_id

由xHCI分配的插槽ID

removable

可以从该端口物理移除设备

l1\_params

USB2 L1 LPM状态的最佳效率服务延迟和L1超时。

u1\_params

USB3 U1 LPM状态和hub-initiated超时的退出延迟。

u2\_params

USB3 U2 LPM状态和hub-initiated超时的退出延迟。

lpm\_disable\_count

usb\_disable\_lpm()和usb\_enable\_lpm()使用的引用计数，用于跟踪需要为此USB设备禁用USB 3.0链接电源管理功能的功能数。这个计数应该只被这些函数操作，当带宽\_mutex被持有时。

hub\_delay

缓存值，包含parent->hub\_delay + wHubDelay + tTPTransmissionDelay（40ns）

**描述**

将用作SetIsochDelay请求的wValue。

**注释**

Usbcore驱动程序不应直接设置usbdev->state。而应该使用usb\_set\_device\_state()。

#### usb\_hub\_for\_each\_child

usb\_hub\_for\_each\_child（hdev、port1、child）

迭代虹膜上的所有子设备

**参数**

hdev

属于usb hub的USB设备

port1

与子设备相关联的端口号码

child

子设备指针

#### int usb\_interface\_claimed（struct usb\_interface \*iface）

返回true（数字不为零）接口是否被认领

**参数**

struct usb\_interface \*iface

检查的接口

**返回**

真（数字不为零）如果接口被认领，否则为假（数字为零）。

**注释**

调用者必须拥有驱动程序模型的USB总线读锁定。因此，驱动程序probe()条目不需要额外的锁定，但其他调用上下文可能需要显式声明该锁定。

#### int usb\_make\_path（struct usb\_device \*dev，char \*buf，size\_t size）

在usb树中返回稳定的设备路径

**参数**

struct usb\_device \*dev

正在构建其路径的设备

char \*buf

放置字符串的位置

size\_t size

“buf”有多大？

**返回**

字符串的长度（> 0）或如果大小太小则为负数。

**注释**

该标识符旨在是“稳定的”，反映硬件中的物理路径，例如主机控制器或USB集线器上的物理总线地址等。这使它保持相同，直到物理重新配置系统，通过重新连接USB设备树或移动USB主机控制器。添加和删除设备，包括主控制器驱动程序模块中的虚拟根集线器，不会更改这些路径标识符；重新启动或重新enum也不会更改。这些标识符比可变（“不稳定”）标识符更实用，例如总线号或设备地址。

除了连接USB 2.0根集线器上的设备之外，这些标识符还是可预测的。只要设备树没有更改，在给定的集线器端口插入任何USB设备始终会给它分配相同的路径。由于使用“伴侣”控制器，因此连接到USB 2.0根集线器（EHCI主机控制器）上的端口上的设备如果是高速，则会获得一个路径ID，如果是完整或低速，则会获得另一个路径ID。

#### USB\_DEVICE

USB\_DEVICE（vend，prod）

用于说明特定USB设备的宏

**参数**

vend

16位USB厂商ID

prod

16位USB产品ID

**说明**

此宏用于创建与特定设备匹配的struct usb\_device\_id。

#### USB\_DEVICE\_VER

USB\_DEVICE\_VER（vend，prod，lo，hi）

说明具有版本范围的特定USB设备

**参数**

vend

16位USB供应商ID

prod

16位USB产品ID

lo

bcdDevice\_lo值

hi

bcdDevice\_hi值

**说明**

此宏用于创建与特定设备及其版本范围匹配的struct usb\_device\_id。

#### USB\_DEVICE\_INTERFACE\_CLASS

USB\_DEVICE\_INTERFACE\_CLASS（vend，prod，cl）

说明具有特定接口类的USB设备

**参数**

vend

16位USB供应商ID

prod

16位USB产品ID

cl

bInterfaceClass值

**说明**

此宏用于创建与特定设备接口类匹配的struct usb\_device\_id。

#### USB\_DEVICE\_INTERFACE\_PROTOCOL

USB\_DEVICE\_INTERFACE\_PROTOCOL（vend，prod，pr）

说明具有特定接口协议的USB设备

**参数**

vend

16位USB供应商ID

prod

16位USB产品ID

pr

bInterfaceProtocol值

**说明**

此宏用于创建与特定设备接口协议匹配的struct usb\_device\_id。

#### USB\_DEVICE\_INTERFACE\_NUMBER

USB\_DEVICE\_INTERFACE\_NUMBER（vend，prod，num）

说明具有特定接口编号的USB设备

**参数**

vend

16位USB供应商ID

prod

16位USB产品ID

num

bInterfaceNumber值

**说明**

此宏用于创建与特定设备接口编号匹配的struct usb\_device\_id。

#### USB\_DEVICE\_INFO

USB\_DEVICE\_INFO（cl，sc，pr）

用于说明USB设备类的宏

**参数**

cl

bDeviceClass值

sc

bDeviceSubClass值

pr

bDeviceProtocol值

**说明**

此宏用于创建与特定设备类匹配的struct usb\_device\_id。

#### USB\_INTERFACE\_INFO

USB\_INTERFACE\_INFO（cl，sc，pr）

用于说明USB接口类的宏

**参数**

cl

bInterfaceClass值

sc

bInterfaceSubClass值

pr

bInterfaceProtocol值

**说明**

此宏用于创建与特定接口类匹配的struct usb\_device\_id。

#### USB\_DEVICE\_AND\_INTERFACE\_INFO

USB\_DEVICE\_AND\_INTERFACE\_INFO（vend，prod，cl，sc，pr）

说明具有USB接口类别的特定USB设备

**参数**

vend

16位USB供应商ID

prod

16位USB产品ID

cl

bInterfaceClass值

sc

bInterfaceSubClass值

pr

bInterfaceProtocol值

**说明**

此宏用于创建与具有特定接口类别的特定设备匹配的struct usb\_device\_id。当显式匹配具有供应商特定bDeviceClass值但符合标准的接口的设备时，这非常有用。

#### USB\_VENDOR\_AND\_INTERFACE\_INFO

USB\_VENDOR\_AND\_INTERFACE\_INFO（vend，cl，sc，pr）

说明具有USB接口类别的特定USB供应商

**参数**

vend

16位USB供应商ID

cl

bInterfaceClass值

sc

bInterfaceSubClass值

pr

bInterfaceProtocol值

**说明**

此宏用于创建与具有特定接口类匹配的特定供应商匹配的struct usb\_device\_id。当显式匹配具有供应商特定bDeviceClass值但符合标准的接口的设备时，这非常有用。

#### struct usbdrv\_wrap

驱动程序模型结构的包装器

**定义**

struct usbdrv\_wrap {

struct device\_driver driver;

int for\_devices;

};

**成员**

driver

驱动程序模型核心驱动程序结构。

for\_devices

非零为设备驱动程序，0为接口驱动程序。

#### struct usb\_driver

标识USB接口驱动程序给usbcore

**定义**

struct usb\_driver {

const char \*name;

int (\*probe) (struct usb\_interface \*intf, const struct usb\_device\_id \*id);

void (\*disconnect) (struct usb\_interface \*intf);

int (\*unlocked\_ioctl) (struct usb\_interface \*intf, unsigned int code, void \*buf);

int (\*suspend) (struct usb\_interface \*intf, pm\_message\_t message);

int (\*resume) (struct usb\_interface \*intf);

int (\*reset\_resume)(struct usb\_interface \*intf);

int (\*pre\_reset)(struct usb\_interface \*intf);

int (\*post\_reset)(struct usb\_interface \*intf);

const struct usb\_device\_id \*id\_table;

const struct attribute\_group \*\*dev\_groups;

struct usb\_dynids dynids;

struct usbdrv\_wrap drvwrap;

unsigned int no\_dynamic\_id:1;

unsigned int supports\_autosuspend:1;

unsigned int disable\_hub\_initiated\_lpm:1;

unsigned int soft\_unbind:1;

};

**成员**

name

驱动程序名称应该在USB驱动程序中是唯一的，并且通常应该与模块名称相同。

probe

用于查看驱动程序是否愿意管理设备上的特定接口。如果是，probe返回零，并使用usb\_set\_intfdata（）将驱动程序特定数据与接口关联。它还可以使用usb\_set\_interface（）指定适当的altsetting。如果不愿意管理接口，请返回-ENODEV。如果发生真正的IO错误，则返回适当的负errno值。

disconnect

当接口不再可访问时，通常是因为其设备已断开连接，或者正在卸载驱动程序模块时调用。

unlocked\_ioctl

用于希望通过“usbfs”文件系统与用户空间通信的驱动程序。这允许设备提供将信息暴露给用户空间的方法，无论它们在文件系统的哪个位置显示（或不显示）。

suspend

当系统将设备挂起时（从系统睡眠或运行时挂起上下文），将调用此函数。在系统睡眠上下文中，返回将被忽略，因此不要尝试在此情况下继续使用设备。相反，让resume或reset-resume例程从故障中恢复。

resume

当设备被系统恢复时调用。

reset\_resume

当挂起的设备已被重置而不是恢复时调用。

pre\_reset

当usb\_reset\_device（）将设备即将重置时调用。此例程不能返回，直到驱动程序对该设备没有活动的URB，并且在post\_reset方法被调用之前不能再提交URB。

post\_reset

在设备重置后，由usb\_reset\_device（）调用

id\_table

USB驱动程序使用ID表支持热插拔。将其导出为MODULE\_DEVICE\_TABLE（usb，...）。如果不设置此项，则您的驱动程序的探测函数永远不会被调用。

dev\_groups

附加到设备的属性，当设备绑定到驱动程序时将创建这些属性。

dynids

内部用于保存此驱动程序的动态添加设备ID的列表。

drvwrap

驱动程序模型核心结构包装器。

no\_dynamic\_id

如果设置为1，则USB核心将通过防止创建sysfs文件来防止为此驱动程序添加动态ID。

supports\_autosuspend

如果设置为0，则USB核心将不允许将接口绑定到此驱动程序进行自动挂起。

disable\_hub\_initiated\_lpm

如果设置为1，则USB核心将不允许集线器在空闲超时时启动低功率链路状态转换。仍允许设备启动的USB 3.0链路PM。

soft\_unbind

如果设置为1，则USB核心将在调用驱动程序的断开方法之前不会杀死URB并禁用端点。

**说明**

USB接口驱动程序必须提供名称，probe（）和disconnect（）方法以及id\_table。其他驱动程序字段是可选的。

id\_table在热插拔中使用。它包含一组说明符，每个条目都可以关联专用数据。该表由用户和内核模式热插拔支持使用。

probe（）和disconnect（）方法在可以睡眠的情况下调用，但它们应该避免滥用特权。大多数连接到设备的工作应在设备打开时完成，并在最后关闭时撤消。断开连接代码需要解决与open（）和close（）方法有关的并发问题，以及强制所有挂起的I / O请求完成（通过必要的取消链接和阻止直到取消链接完成）。

#### struct usb\_device\_driver

标识USB设备驱动程序为usbcore

**定义**

struct usb\_device\_driver {

const char \*name;

int (\*probe) (struct usb\_device \*udev);

void (\*disconnect) (struct usb\_device \*udev);

int (\*suspend) (struct usb\_device \*udev, pm\_message\_t message);

int (\*resume) (struct usb\_device \*udev, pm\_message\_t message);

struct usbdrv\_wrap drvwrap;

unsigned int supports\_autosuspend:1;

};

**成员**

name

驱动程序名称应在USB驱动程序中唯一，并且通常应与模块名称相同。

probe

调用以查看驱动程序是否愿意管理特定设备。如果是，则probe返回零并使用dev\_set\_drvdata（）将驱动程序特定数据关联到设备。如果不愿意管理设备，则返回负errno值。

disconnect

当设备不再可访问时通常调用，通常是因为已断开连接或正在卸载驱动程序的模块。

suspend

当系统将要挂起设备时调用。

resume

当设备被系统恢复时调用。

drvwrap

驱动程序模型核心结构包装器。

supports\_autosuspend

如果设置为0，则USB核心将不允许将设备绑定到此驱动程序进行自动挂起。

**说明**

USB驱动程序必须提供上面列出的所有字段，除了drvwrap，match和id\_table。

#### struct usb\_class\_driver

标识想要使用USB主要编号的USB驱动程序

**定义**

struct usb\_class\_driver {

char \*name;

char \*(\*devnode)(struct device \*dev, umode\_t \*mode);

const struct file\_operations \*fops;

int minor\_base;

};

**成员**

name

此驱动程序的USB类设备名称。将出现在sysfs中。

devnode

回调函数，提供要创建的可能设备节点的命名提示。

fops

指向此驱动程序的struct file\_operations的指针。

minor\_base

此驱动程序的次要范围的开始。

**说明**

该结构用于usb\_register\_dev（）和usb\_deregister\_dev（）函数，以整合它们使用的多个参数。

#### module\_usb\_driver

module\_usb\_driver（\_\_usb\_driver）

注册USB驱动程序的帮助器宏

**参数**

\_\_usb\_driver

usb\_driver结构

**说明**

用于在模块init / exit中不执行任何特殊操作的USB驱动程序的帮助器宏。这将消除大量样板文件。每个模块只能使用此宏一次，并且调用它将取代module\_init（）和module\_exit（）

#### struct urb

USB请求块

**定义**

struct urb {

struct list\_head urb\_list;

struct list\_head anchor\_list;

struct usb\_anchor \*anchor;

struct usb\_device \*dev;

struct usb\_host\_endpoint \*ep;

unsigned int pipe;

unsigned int stream\_id;

int status;

unsigned int transfer\_flags;

void \*transfer\_buffer;

dma\_addr\_t transfer\_dma;

struct scatterlist \*sg;

int num\_mapped\_sgs;

int num\_sgs;

u32 transfer\_buffer\_length;

u32 actual\_length;

unsigned char \*setup\_packet;

dma\_addr\_t setup\_dma;

int start\_frame;

int number\_of\_packets;

int interval;

int error\_count;

void \*context;

usb\_complete\_t complete;

struct usb\_iso\_packet\_descriptor iso\_frame\_desc[0];

};

**成员**

urb\_list

用于当前 URB 拥有者使用。

anchor\_list

属于锚点列表的成员

anchor

将 URB 锚定到公共系泊。

dev

标识要执行请求的 USB 设备。

ep

指向端点数据结构。最终将替换管道。

pipe

包含端点编号、方向、类型等。使用八个可用的宏创建这些值；usb\_{snd,rcv}TYPEpipe(dev,endpoint)，其中 TYPE 是 “ctrl” (控制)、“bulk”、“int” (中断) 或 “iso”(等时) 。例如usb\_sndbulkpipe() 或 usb\_rcvintpipe()。端点编号从零到十五。注意，“in”端点二是与“out”端点二不同的端点(和管道)。当前配置控制任何给定端点的存在、类型和最大包大小。

stream\_id

用于批量流的端点流 ID

status

在非等时完成函数中读取这个变量可以获取特定请求的状态。ISO 请求仅用它来告诉 URB 是否已被解除链接; 每个帧的详细状态在 iso\_frame-desc 的字段中。

transfer\_flags

可以使用多种标志来影响如何处理 URB 的提交、解除链接或操作。不同类型的 URB 可以使用不同的标志。

transfer\_buffer

这标识要执行 I/O 请求的缓冲区，除非设置了 URB\_NO\_TRANSFER\_DMA\_MAP，否则不要在 transfer\_buffer 中留下垃圾(即使是这样，也不要在 transfer\_buffer 中留下垃圾)。这个缓冲区必须适合进行 DMA；使用 kmalloc() 或等效函数进行分配。对于传输到“in”端点，这个缓冲区的内容将被修改。这个缓冲区用于控制传输的数据阶段。

transfer\_dma

当 transfer\_flags 包括 URB\_NO\_TRANSFER\_DMA\_MAP 时，设备驱动程序表示它提供了这个 DMA 地址，主机控制器驱动程序应优先使用它，而不使用 transfer\_buffer。

sg

分散收集缓冲区列表，如果没有在 ‘struct usb\_bus’ 中设置 no\_sg\_constraint，则列表中每个元素的缓冲区大小必须是端点的最大包大小的整数倍

num\_mapped\_sgs

映射的 sg 条目数(内部)

num\_sgs

sg 列表中的条目数

transfer\_buffer\_length

transfer\_buffer 大小，传输可能会根据当前端点的最大包大小分成多个块，这个大小是端点的函数，它编码在 pipe 中。当长度为零时，不使用 transfer\_buffer 或 transfer\_dma。

actual\_length

在非等时完成函数中读取这个变量可以告诉你实际传输了多少字节(transfer\_buffer\_length 中的字节数)。通常与请求的字节数相同，除非报告了错误或执行了短读取。可以使用 URB\_SHORT\_NOT\_OK 传输标志，使这样的短读取被报告为错误。

setup\_packet

仅用于控制传输，这指向八字节的设置数据。控制传输总是首先向设备发送这些数据。然后，如果需要，读取或写入 transfer\_buffer。

setup\_dma

设置数据包的DMA指针。调用者不能使用这个字段；setup\_packet 必须指向一个有效的缓冲区。

start\_frame

返回等时传输的初始帧。

number\_of\_packets

列出 ISO 传输缓冲区的数量。

interval

指定中断或等时传输的轮询间隔。对于全速和低速设备，单位为帧(毫秒)，对于高速和超级速度设备，单位为微帧(1/8 毫秒)。

error\_count

返回报告错误的 ISO 传输数。

context

用于完成函数。这通常指向请求特定的驱动程序上下文。

complete

完成处理程序。这个 URB 作为参数传递给完成函数。完成函数可以自己处理 URB，包括重新提交或释放它。

iso\_frame\_desc

用于提供 ISO 传输缓冲区的数组，并为每个缓冲区收集传输状态。

**说明**

这个结构标识 USB 传输请求。必须使用 usb\_alloc\_urb() 调用分配 URB，并使用 usb\_free\_urb() 调用释放。可以使用各种 usb\_fill\_\*\_urb() 函数进行初始化。使用 usb\_submit\_urb() 提交 URB，使用 usb\_unlink\_urb() 或 usb\_kill\_urb() 取消挂起请求。

数据传输缓冲区:

通常驱动程序提供使用 kmalloc() 分配的 I/O 缓冲区或其他从通用页面池中获取的缓冲区。它由 transfer\_buffer 提供(控制请求也使用 setup\_packet)，主机控制器驱动程序为每个传输的缓冲区执行 DMA 映射(和解映射)。这些映射操作在一些平台上可能是昂贵的(例如使用 DMA 弹跳缓冲区或与 IOMMU 通信)，尽管在通货流通的 x86 和 ppc 硬件上它们是便宜的。

或者，驱动程序可以传递 URB\_NO\_TRANSFER\_DMA\_MAP 传输标志，告诉主机控制器驱动程序对于 transfer\_buffer 不需要这样的映射，因为设备驱动程序是 DMA 感知的。例如，设备驱动程序可能使用 usb\_alloc\_coherent() 分配 DMA 缓冲区，或者调用 usb\_buffer\_map()。当提供这个传输标志时，主机控制器驱动程序将尝试使用在 transfer\_dma 字段中找到的 DMA 地址，而不是自己确定 DMA 地址。

请注意，如果控制器不支持DMA（由hcd\_uses\_dma()指示），或与根集线器通信，则仍必须设置transfer\_buffer。如果在这种控制器和设备之间进行传输，则必须创建一个跳跃缓冲区或以错误退出。如果无法设置transfer\_buffer（在高性能内存中），且控制器支持DMA，则将其分配NULL以使usbmon不使用该值。 setup\_packet必须始终设置，因此不能将其定位在高性能内存中。

初始化:

提供的所有URB都必须初始化dev，pipe，transfer\_flags（可能为零）和完整字段。所有URB也必须初始化transfer\_buffer和transfer\_buffer\_length。它们可以提供URB\_SHORT\_NOT\_OK传输标志，表示短读取将被视为错误；该标志对于写请求无效。

大容量URB可以使用URB\_ZERO\_PACKET传输标志，表示大容量OUT传输应始终以短数据包终止，即使这意味着添加一个额外的零长度数据包。

控制URB必须在setup\_packet字段中提供有效的指针。与transfer\_buffer不同，setup\_packet不能事先映射为DMA。

中断URB必须提供一个间隔，表示在多长时间内（以毫秒或高速设备的125微秒单位为单位）轮询传输。提交URB后，间隔字段反映了传输实际上是如何安排的。轮询间隔可能比请求的更频繁。例如，一些控制器的最大间隔为32毫秒，而其他控制器支持长达1024毫秒的间隔。等时URB也有传输间隔。（请注意，对于等时端点以及高速中断端点，传输间隔在端点说明符中的编码是对数的。设备驱动程序必须自行将该值转换为线性单位。）

如果等时端点队列尚未运行，则主机控制器将安排一个新的URB，在带宽利用允许的情况下立即启动。如果队列正在运行，则将安排一个新的URB，在前一个URB结束后的第一个传输插槽中启动，如果该插槽尚未过期。如果时隙已过期（当IRQ传递被延迟很长时间时可能会发生），则调度行为取决于URB\_ISO\_ASAP标志。如果标志未清除，则URB将被安排在过期的时隙中启动，这意味着有些数据包将不会传输；如果标志被设置，则URB将在第一个未过期的插槽中安排，打破队列的同步。完成URB后，start\_frame字段将设置为调度传输的（微）帧号。帧计数器值的范围是特定于控制器的，可以从256低至65536帧。

等时URB具有不同的数据传输模型，部分原因是由于服务质量只是“尽力而为”。调用者提供专门分配的URB，在末尾有number\_of\_packets个iso\_frame\_desc结构。每个这样的数据包都是单独的ISO传输。等时URB通常排队，由驱动程序提交以安排至少双缓冲区，然后在完成处理程序中明确重新提交，以使数据（例如音频或视频）以主机控制器调度程序可以支持的尽可能恒定的速率流动。

完成回调

完成回调在in\_interrupt()中进行，并且完成处理程序应该做的第一件事情之一是检查状态字段。状态字段适用于所有URB。它用于报告未链接的URB和所有非ISO传输的状态。在URB返回到完成处理程序之前，不应该检查它。

上下文字段通常用于将URB链接回相关的驱动程序或请求状态。

当完成回调被调用用于非等时性URB时，actual\_length字段告诉有多少字节被传输。即使URB以错误或未连接终止，这个字段也会被更新。

ISO传输状态在iso\_frame\_desc数组的status和actual\_length字段中报告，错误数量在error\_count中报告。等时性传输的完成回调通常会重新提交URB，以确保恒定的传输速率。

请注意，即使字段标记为“public”，驱动程序也不应在URB由hcd拥有（即从usb\_submit\_urb()调用到进入完成例程）时触摸它们。

#### **void** usb\_fill\_control\_urb(struct urb \*urb, struct usb\_device \*dev, unsigned int pipe, unsigned char\*setup\_packet, void \*transfer\_buffer, int buffer\_length, usb\_complete\_t complete\_fn, void \*context)

初始化控制URB

**参数**

struct urb \*urb

指向urb需初始化的指针

struct usb\_device \*dev

指向此urb所需的struct usb\_device的指针。

unsigned int pipe

端点pipe

unsigned char \*setup\_packet

指向setup\_packet缓冲区的指针

void \*transfer\_buffer

指向传输缓冲区的指针

int buffer\_length

传输缓冲区的长度

usb\_complete\_t complete\_fn

指向usb\_complete\_t函数的指针

void \*context

将urb上下文设置为什么。

**说明**

使用所需的正确信息初始化控制urb，并将其提交给设备。

#### void usb\_fill\_bulk\_urb(struct urb \*urb, struct usb\_device \*dev, unsigned int pipe, void \*transfer\_buffer, int buffer\_length, usb\_complete\_t complete\_fn, void \*context)

帮助初始化批量urb的宏

**参数**

struct urb \*urb

指向urb需初始化的指针

struct usb\_device \*dev

指向此urb所需的struct usb\_device的指针。

unsigned int pipe

端点pipe

void \*transfer\_buffer

指向传输缓冲区的指针

int buffer\_length

传输缓冲区的长度

usb\_complete\_t complete\_fn

指向usb\_complete\_t函数的指针

void \*context

将urb上下文设置为什么。

**说明**

使用所需的正确信息初始化批量urb，并将其提交给设备。

#### void usb\_fill\_int\_urb(struct urb \*urb, struct usb\_device \*dev, unsigned int pipe, void \*transfer\_buffer, int buffer\_length, usb\_complete\_t complete\_fn, void \*context, int interval)

帮助初始化中断urb的宏

**参数**

struct urb \*urb

指向urb需初始化的指针

struct usb\_device \*dev

指向此urb所需的struct usb\_device的指针。

unsigned int pipe

端点pipe

void \*transfer\_buffer

指向传输缓冲区的指针

int buffer\_length

传输缓冲区的长度

usb\_complete\_t complete\_fn

指向usb\_complete\_t函数的指针

void \*context

将urb上下文设置为什么。

int interval

将urb间隔设置为什么，编码方式与端点说明符的bInterval值相同。

**说明**

使用所需的正确信息初始化中断urb，并将其提交给设备。

请注意，高速和超级速度(+)中断端点使用端点间隔的对数编码，并将轮询间隔表示为微帧(每毫秒八个)而不是帧(每毫秒一个)。无线USB也使用对数编码，但是以128us为单位指定它，而不是125us。对于无线USB设备，间隔通过主机控制器传递，而不是被转换为微帧单位。

#### int usb\_urb\_dir\_in(struct urb \*urb)

检查URB是否说明IN传输

**参数**

struct urb \*urb

要检查的URB

**返回**

如果urb说明IN传输(设备到主机)，则返回1，否则返回0。

#### int usb\_urb\_dir\_out(struct urb \*urb)

检查URB是否说明OUT传输

**参数**

struct urb \*urb

要检查的URB

**返回**

如果urb说明OUT传输(主机到设备)，则返回1，否则返回0。

#### struct usb\_sg\_request

支持散布/聚集I/O

**定义**

struct usb\_sg\_request {

int status;

size\_t bytes;

};

**成员**

status

0表示成功，否则为负数错误号

bytes

计数传输的字节数。

**说明**

使用usb\_sg\_init()初始化这些请求，然后将它们用作请求句柄传递给usb\_sg\_wait()或usb\_sg\_cancel()。请求对象的大多数成员不是为驱动程序访问而设计的。

只有在usb\_sg\_wait()返回后，状态和字节计数值才是有效的。如果状态为0，则字节计数与请求的总字节数相匹配。

在错误完成后，驱动程序可能需要在端点上清除暂停条件。

### USB核心API

USB API中有两种基本的I/O模型。最基本的一种是异步的:驱动程序以URB的形式提交请求，并且URB的完成回调处理下一步。所有USB传输类型都支持该模型，尽管控制URB有特殊情况(始终具有设置和状态阶段，但可能没有数据阶段)，等时URB允许大数据包并包括每个数据包的故障报告。在此基础上建立同步API支持，其中驱动程序调用分配一个或多个URB的例程，提交它们，并等待它们完成。单个缓冲区控制和批量传输(在某些驱动程序断开连接方案中使用不方便)，以及散列表基础的流式传输和中断传输都有同步包装器。

USB驱动程序需要提供可用于DMA的缓冲区，尽管它们不一定需要自己提供DMA映射。在分配DMA缓冲区时使用的API可以防止在某些系统上使用反弹缓冲区。在某些情况下，驱动程序可以依靠64位DMA来消除另一种反弹缓冲区。

#### void usb\_init\_urb(struct urb \*urb)

初始化urb，以便USB驱动程序可以使用它

**参数**

struct urb \*urb

要初始化的urb指针

如果使用usb\_alloc\_urb()创建urb，则不需要调用此函数。只有在自己分配struct urb的空间时才使用此函数。如果调用此函数，请在释放urb的内存时小心，确保USB核心不再使用它。

只在您真正理解自己在做什么时才使用此函数。

#### struct urb \*usb\_alloc\_urb(int iso\_packets, gfp\_t mem\_flags)

创建一个新的urb供USB驱动程序使用

**参数**

int iso\_packets

该urb的iso数据包数

gfp\_t mem\_flags

要分配的内存类型，请参阅kmalloc()以获取此类型的有效选项列表。

**说明**

为USB驱动程序创建urb，初始化一些内部结构，增加使用计数器并返回指向它的指针。

如果驱动程序要将此urb用于中断，控制或批量端点，请将'0'作为iso数据包数。

驱动程序必须在完成urb时调用usb\_free\_urb()。

**返回**

指向新urb的指针，如果没有可用的内存，则为NULL。

#### void usb\_free\_urb(struct urb \*urb)

在所有使用者完成后释放urb所使用的内存

**参数**

struct urb \*urb

指向要释放的urb的指针，可以为NULL

**说明**

当urb的用户完成时必须调用它。当urb的最后一个用户调用此函数时，urb的内存被释放。

**注意**

除非设置了URB\_FREE\_BUFFER传输标志，否则不会释放与urb相关联的传输缓冲区。

#### struct urb \*usb\_get\_urb(struct urb \*urb)

增加urb的参考计数

**参数**

struct urb \*urb

指向要修改的urb的指针，可以为NULL

**说明**

每当将urb从设备驱动程序传输到主机控制器驱动程序时，必须调用此函数。这允许适当的urbs参考计数。

**返回**

指向具有增加的参考计数的urb的指针。

#### void usb\_anchor\_urb(struct urb \*urb, struct usb\_anchor \*anchor)

在处理urb时钳住urb

**参数**

struct urb \*urb

要绑定的urb的指针

struct usb\_anchor \*anchor

指向锚点的指针

**说明**

这个方法可以让您访问不必追踪的URB

#### void usb\_unanchor\_urb(struct urb \*urb)

取消urb的关联

**参数**

struct urb \*urb

要锚定的urb的指针

**说明**

调用此来停止系统跟踪此URB。

#### int usb\_urb\_ep\_type\_check(const struct urb \*urb)

在给定的urb中进行端点的合理性检查

**参数**

const struct urb \*urb

要检查的urb

**说明**

这会对urb中的端点进行轻量级合理性检查。如果urb包含有效的端点，则返回0，否则返回负错误代码。

#### int usb\_submit\_urb(struct urb \*urb, gfp\_t mem\_flags)

为端点发出异步传输请求

**参数**

struct urb \*urb

说明请求urb的指针

gfp\_t mem\_flags

要分配的内存类型，请参阅kmalloc()以获取此类型的有效选项列表。

**说明**

这个方法提交一个传输请求，并将说明该请求的URB的控制转移到USB子系统。稍后，将通过调用完成处理程序异步地指示请求完成。完成的三种类型是成功，错误和取消链接（软件引起的故障，也称为“请求取消”）。

URB可以在中断上下文中提交。

在提交URB之前，调用方必须正确初始化URB。例如，usb\_fill\_bulk\_urb()和usb\_fill\_control\_urb()等方法可供使用，以确保大多数字段正确初始化，以进行特定类型的传输，尽管它们不会初始化任何传输标志。

如果提交成功，则URB的完成回调将在USB核心和主机控制器驱动程序（HCD）完成URB时仅调用一次。当调用完成函数时，将URB的控制返回给发出请求的设备驱动程序。然后，完成处理程序可以立即释放或重用该URB。

除周期性传输调度外，USB设备驱动程序不应访问由usbcore或HCD提供的URB字段，直到完全完成（complete（））它。这些例外涉及周期性传输调度。对于中断和等时URB，作为成功URB提交的一部分，urb->interval会被修改以反映实际使用的传输周期（通常是某些2的幂单位）。对于等时URB，urb->start\_frame被修改以反映URB的传输何时被调度开始。

并非所有的等时传输调度策略都适用，但是大多数主机控制器驱动程序应该容易处理从现在到10-200毫秒的ISO队列。驱动程序应该尝试保留至少一到两毫秒的数据在队列中；许多控制器要求添加时，新传输至少在未来1毫秒开始。如果驱动程序无法跟上并且队列变空，则新提交的行为由URB\_ISO\_ASAP标志管理。如果设置了标志或队列处于空闲状态，则URB始终分配给端点计划中的第一个可用（尚未过期）插槽。如果未设置标志并且队列正在活动，则URB始终分配给沿着端点之前URB结束后的时间表中的下一个插槽，即使该插槽已经过时。当将数据包分配到已过期的插槽时，该数据包不会传输，并且相应的usb\_iso\_packet\_descriptor的状态字段将返回-EXDEV。如果URB中的所有数据包都这样分配，则提交会失败并返回-EXDEV错误代码。

对于控制端点，通常使用同步的usb\_control\_msg()调用（在非中断上下文中）来代替此调用。通常使用方便的包装器，用于符合USB 2.0规范的请求。对于大容量端点，存在一个同步的usb\_bulk\_msg()调用。

**返回**

0成功提交，否则为负错误数

请求排队：

URB可以在之前的请求完成之前提交到端点，以最小化中断延迟和系统开销对数据吞吐量的影响。采用这种排队策略，端点队列永远不会为空。这对于连续的异步数据流是必需的，并且在某些种类的中断传输中也可能是必需的。这种排队还通过允许USB控制器在驱动程序软件完成了早期（成功的）请求的完成处理之前开始后续请求的工作，从而最大化了带宽利用率。

从Linux 2.6开始，所有USB端点传输队列都支持深度大于1。这以前是HCD特定的行为，ISO传输除外。非异步端点队列在故障清理后处于不活动状态（传输错误或取消）。

保留带宽传输：

周期性传输（中断或异步）是重复执行的，使用urb中指定的间隔。将第一个urb提交到端点会保留执行这些传输所需的带宽。如果USB子系统无法分配足够的带宽来执行周期性请求，则提交此类周期性请求应失败。

对于xHCI下的设备，带宽是在配置时间或选择备用设置时保留的。如果总线带宽不足，则配置/备用设置请求将失败。因此，xHCI下的设备定期端点的提交不应因带宽限制而失败。

设备驱动程序必须显式请求重复，必须确保某些URB始终在端点队列上（除了完成回调期间的短暂时间）。当不再排队urb时，端点的带宽保留将被取消。这意味着驱动程序可以使用其完成处理程序，通过重新初始化和重新提交刚刚完成的urb来确保它们保留所需的带宽，直到驱动程序不再需要该周期性带宽为止。

内存标志：

决定使用哪些mem\_flags的一般规则与kmalloc相同。有四种可能的值；GFP\_KERNEL、GFP\_NOFS、GFP\_NOIO和GFP\_ATOMIC。

GFP\_NOFS从未被使用过，因为尚未实施。

当您处于完成处理程序、中断、底半部、tasklet或计时器时，或当您持有自旋锁或rwlock时（不适用于信号量），或current->state! =TASK\_RUNNING时，使用GFP\_ATOMIC。

在存储设备的块IO路径和错误处理中使用GFP\_NOIO。

所有其他情况使用GFP\_KERNEL。

可以推断出一些更具体的mem\_flags规则，例如

1. 网络驱动程序的start\_xmit、timeout和receive方法必须使用GFP\_ATOMIC（使用自旋锁调用）；
2. SCSI驱动程序的queuecommand方法必须使用GFP\_ATOMIC（也需要使用自旋锁调用）
3. 如果您使用带有网络驱动程序的内核线程，则必须使用GFP\_NOIO，除非（b）或（c）适用；
4. 在完成down（）操作后，可以使用GFP\_KERNEL，除非（b）或（c）适用或您在存储驱动程序的块IO路径中；
5. USB探测和断开连接可以使用GFP\_KERNEL，除非（b）或（c）适用；并且
6. 更改运行中的存储或网络设备上的固件使用GFP\_NOIO，除非适用b）或c）。

#### int usb\_unlink\_urb(struct urb \*urb)

中止/取消端点的传输请求

**参数**

struct urb \*urb

指向说明先前提交的请求的urb的指针，可能为NULL

**说明**

此例程取消正在处理的请求。 URB每次提交只完成一次，并且每次提交只能取消一次。成功取消意味着urb的终止将被加速，并将调用完成处理程序，指示请求已被取消（而不是任何其他代码）的状态代码。

驱动程序不应在其断开连接方法返回后调用此例程或相关的例程，例如usb\_kill\_urb（）或usb\_unlink\_anchored\_urbs（）。断开功能应与驱动程序的I / O例程同步，以确保在返回之前完成所有与URB相关的活动。

此请求是异步的，但是HCD可能会在unlink期间调用->complete（）回调。因此，当驱动程序调用usb\_unlink\_urb（）时，它们不能持有可能被完成函数接管的任何锁。成功通过返回-EINPROGRESS表示，此时URB可能尚未返回给设备驱动程序。当它最终被调用时，完成函数将看到urb->status == -ECONNRESET。如果usb\_unlink\_urb（）返回其他任何值，则表示失败。即使完成处理程序尚未运行，'unlink'也将在urb当前未“链接”（即，从未提交，或已在之前的提交中取消，或硬件已经完成了它）时失败。

在这个例程运行时，不得取消分配 URB。特别是，当驱动程序调用此例程时，必须确保完成处理程序不能取消分配 URB。

**返回**

成功返回 -EINPROGRESS。失败时请参见上述说明以了解其他值。

解除链接和端点队列

[下面说明的行为和保证仅适用于物理 USB 设备的端点队列，而不适用于虚拟根集线器。]

主机控制器驱动程序（HCD）将所有特定端点的 URB 放在一个队列中。通常队列在控制器硬件处理每个请求时会推进。但是当 URB 以错误结束时，它的队列通常会停止（见下文），至少直到该 URB 的完成例程返回。保证已停止的队列直到所有未链接的 URB 完全退役并运行其完成例程才开始重新启动，即使这是在原始完成处理程序退回之后的某个时候。

当 URB 因为被取消链接而终止时，相同的行为和保证也适用。保证无论出现什么样的错误，包括 -ECONNRESET、-ENOENT 和 -EREMOTEIO，块和中断端点队列都会以相同的方式停止。控制端点队列的行为相同，只是对于 -EREMOTEIO 错误它们不能保证停止。对等时端点的队列处理方式不同，因为它们必须以固定速率推进。这样的队列在 URB 遇到错误或被取消链接时不会停止。取消链接的等时 URB 可能在分组流中留下间隙；未确定是否可以填补这样的间隙。

请注意，如果接收到短数据包而早期终止 URB，只有 URB\_SHORT\_NOT\_OK 标志被设置才会生成 -EREMOTEIO 错误。通过设置此标志，USB 设备驱动程序可以为大型或复杂的块传输构建深度队列，并在出现任何类型的中止传输时可靠地清理它们，方法是取消链接所有待处理 URB，并在出现第一个故障时。

当控制 URB 以 -EREMOTEIO 以外的错误终止时，很可能转移的状态阶段不会发生。

#### void usb\_kill\_urb（struct urb \*urb）

取消传输请求并等待传输完成

**参数**

struct urb \*urb

指向说明先前提交的请求的 URB 的指针，可能为 NULL

**说明**

此例程取消正在进行的请求。返回后保证所有完成处理程序都已完成，URB 将完全空闲并可供重用。这些功能使其成为在 disconnect() 回调函数或 close() 函数中停止 I/O 的理想方式。如果请求尚未完成或未取消链接，则完成处理程序将看到 urb->status == -ENOENT。

当此例程在运行时，重新提交 URB 的尝试将失败并显示错误 -EPERM。因此，即使 URB 的完成处理程序总是尝试重新提交，它也不会成功，而 URB 将变为空闲状态。

在此例程运行时，不得取消分配 URB。特别是，当驱动程序调用此例程时，必须确保完成处理程序不能取消分配 URB。

此例程不能在中断上下文（如底半部分或完成处理程序）中使用，也不能在保持自旋锁或在其他无法计划的情况下使用()。

驱动程序在其断开方法返回后不应调用此例程。

#### void usb\_poison\_urb（struct urb \*urb）

可靠地取消传输并防止进一步使用 URB

**参数**

struct urb \*urb

指向说明先前提交的请求的 URB 的指针，可能为 NULL

**说明**

此例程取消正在进行的请求。返回后保证所有完成处理程序都已完成，URB 将完全空闲并且无法重用。这些功能使其成为 disconnect() 回调函数中停止 I/O 的理想方式。如果请求尚未完成或未取消链接，则完成处理程序将看到 urb->status == -ENOENT。

此例程运行后，重新提交 URB 的尝试将失败并显示错误 -EPERM。因此，即使 URB 的完成处理程序总是尝试重新提交，它也不会成功，而 URB 将变为空闲状态。

在此例程运行时，不得取消分配 URB。特别是，当驱动程序调用此例程时，必须确保完成处理程序不能取消分配 URB。

此例程不能在中断上下文（如底半部分或完成处理程序）中使用，也不能在保持自旋锁或在其他无法计划的情况下使用()。

驱动程序在其断开方法返回后不应调用此例程。

#### void usb\_block\_urb（struct urb \*urb）

可靠地阻止URB的进一步使用

**参数**

struct urb \* urb

指向要阻止的URB的指针，可以为NULL

**说明**

运行该例程后，尝试重新提交URB将失败，并显示错误-EPERM。因此，即使URB的完成处理程序始终尝试重新提交，也将无法成功，并且URB将变为空闲状态。

在运行此例程时不能取消分配URB。特别是当驱动程序调用此例程时，必须确保完成处理程序无法取消分配URB。

#### void usb\_kill\_anchored\_urbs（struct usb\_anchor \* anchor）

杀死与锚点关联的所有URB

**参数**

struct usb\_anchor \* anchor

绑定请求的锚点

**说明**

这将杀死从队列后面开始的所有未完成的URB，并保证在此函数返回后，锚点不会发生完成回调。

驱动程序在返回其断开方法后不应调用此例程。

#### void usb\_poison\_anchored\_urbs（struct usb\_anchor \* anchor）

停止来自锚点的所有流量

**参数**

struct usb\_anchor \* anchor

绑定请求的锚点

**说明**

这允许从队列后面开始毒害所有未完成的URB。新添加的URB也将被毒害

驱动程序在返回其断开方法后不应调用此例程。

#### void usb\_unpoison\_anchored\_urbs（struct usb\_anchor \* anchor）

使锚点再次成功使用

**参数**

struct usb\_anchor \* anchor

绑定请求的锚点

**说明**

撤消usb\_poison\_anchored\_urbs的效果，锚点在返回后可以正常使用

#### void usb\_unlink\_anchored\_urbs（struct usb\_anchor \* anchor）

异步取消传输请求的请求

**参数**

struct usb\_anchor \* anchor

绑定请求的锚点

**说明**

这允许从队列后面开始取消链接所有未完成的URB。这个功能是异步的。只是触发了取消链接。在此函数返回后，它可能会发生。

驱动程序在返回其断开方法后不应调用此例程。

#### void usb\_anchor\_suspend\_wakeups（struct usb\_anchor \* anchor）

**参数**

struct usb\_anchor \* anchor

要中止唤醒的锚点

**说明**

调用此函数可防止从未锚定的urb唤醒任何usb\_wait\_anchor\_empty\_timeout waiters。这在hcd urb give-back路径中用于延迟唤醒，直到完成处理程序运行。

#### void usb\_anchor\_resume\_wakeups（struct usb\_anchor \* anchor）

**参数**

struct usb\_anchor \* anchor

要恢复唤醒的锚点

**说明**

允许usb\_wait\_anchor\_empty\_timeout waiters再次被唤醒，如果该锚点为空，则唤醒当前waiters。

#### int usb\_wait\_anchor\_empty\_timeout（struct usb\_anchor \* anchor，unsigned int timeout）

等待锚点不再使用

**参数**

struct usb\_anchor \* anchor

要变成未使用的锚点

unsigned int timeout

允许等待的时间（以毫秒为单位）

**说明**

如果要确保锚点的所有URB都已完成，请调用此函数

返回

如果锚点变为空闲，则非零。超时返回零。

#### struct urb \* usb\_get\_from\_anchor（struct usb\_anchor \* anchor）

获取锚点的最旧urb

**参数**

struct usb\_anchor \* anchor

要获取urb的锚点

**说明**

这将从锚点提取最旧的urb，取消锚定并返回它

返回

来自锚点的最旧urb，如果锚点没有URB与其关联，则为NULL。

#### void usb\_scuttle\_anchored\_urbs（struct usb\_anchor \* anchor）

取消链接所有锚点电缆

**参数**

struct usb\_anchor \* anchor

要取消锚定URB的锚点

**说明**

使用此功能可以摆脱锚点的所有URB

int usb\_anchor\_empty（struct usb\_anchor \* anchor）

锚定是否为空

**参数**

struct usb\_anchor \* anchor

要查询的锚定对象

**返回**

如果锚点没有与之关联的URB，则返回1。

#### int usb\_control\_msg（struct usb\_device \* dev，unsigned int pipe，\_\_u8 request，\_\_u8 requesttype，\_\_u16 value，\_\_u16 index，void \* data，\_\_u16 size，int timeout）

构建控件urb，发送并等待完成

**参数**

struct usb\_device \* dev

指向要发送消息的USB设备的指针

unsigned int pipe

要发送消息的端点“管道”

\_\_u8 request

USB消息请求值

\_\_u8 requesttype

USB消息请求类型值

\_\_u16 value

USB消息值

\_\_u16 index

USB消息索引值

void \* data

要发送的数据指针

\_\_u16 size

要发送的数据的字节数

int timeout

在超时之前等待消息完成的时间（如果为0，则等待永远）

**上下文**

！in\_interrupt（）

**说明**

此函数向指定的端点发送一个简单的控制消息，并等待该消息完成或超时。

不要从中断上下文中使用此函数。如果需要异步消息或需要在中断上下文中发送消息，请使用usb\_submit\_urb（）。如果驱动程序中的线程使用此调用，请确保您的disconnect（）方法可以等待它完成。由于您没有使用URB的句柄，因此无法取消请求。

**返回**

如果成功，传输的字节数。否则，是一个负错误号码。

#### int usb\_interrupt\_msg(struct usb\_device \*usb\_dev，unsigned int pipe，void \*data，int len，int \*actual\_length，int timeout)

构建一个中断urb，发送它并等待完成

**参数**

struct usb\_device \*usb\_dev

指向要发送消息的USB设备的指针

unsigned int pipe

要发送消息的端点“管道”

void \*data

要发送的数据的指针

int len

要发送的数据的字节数

int \*actual\_length

将传输的实际长度（字节）放置到的位置的指针

int timeout

在超时之前等待消息完成的时间（如果为0，则永远等待）

**上下文**

！在中断（）中

**说明**

此函数向指定的端点发送简单的中断消息，并等待消息完成或超时。

不要在中断上下文中使用此函数。如果您需要异步消息或需要在中断上下文中发送消息，请使用usb\_submit\_urb（）。如果驱动程序中的线程使用此调用，请确保您的disconnect（）方法可以等待其完成。由于您没有URB的句柄，因此无法取消请求。

**返回**

如果成功，为0。否则，是一个负错误号码。实际传输的字节数将存储在actual\_length参数中。

#### int usb\_bulk\_msg(struct usb\_device \*usb\_dev，unsigned int pipe，void \*data，int len，int \*actual\_length，int timeout)

构建一个大量urb，发送它并等待完成

**参数**

struct usb\_device \*usb\_dev

指向要发送消息的USB设备的指针

unsigned int pipe

要发送消息的端点“管道”

void \*data

要发送的数据的指针

int len

要发送的数据的字节数

int \*actual\_length

将传输的实际长度（字节）放置到的位置的指针

int timeout

在超时之前等待消息完成的时间（如果为0，则永远等待）

**上下文**

！在中断（）中

**说明**

此函数向指定的端点发送简单的大容量消息，并等待消息完成或超时。

不要在中断上下文中使用此函数。如果您需要异步消息或需要在中断上下文中发送消息，请使用usb\_submit\_urb（）。如果驱动程序中的线程使用此调用，请确保您的disconnect（）方法可以等待其完成。由于您没有URB的句柄，因此无法取消请求。

因为没有usb\_interrupt\_msg（）和USBDEVFS\_INTERRUPT ioctl，所以用户被迫通过使用它来提交用于中断端点的URB来滥用这个例程。如果目标是中断端点，则我们将有权创建一个中断URB（使用默认间隔）。

**返回**

如果成功，为0。否则，是一个负错误号码。实际传输的字节数将存储在actual\_length参数中。

#### int usb\_sg\_init（struct usb\_sg\_request \*io，struct usb\_device \*dev，unsigned pipe，unsigned period，struct scatterlist \*sg，int nents，size\_t length，gfp\_t mem\_flags）

初始化基于分散列表的批量/中断I / O请求

**参数**

struct usb\_sg\_request \*io

正在初始化的请求块。直到usb\_sg\_wait（）返回，将此视为指向一个不透明内存块的指针，

struct usb\_device \*dev

将发送或接收数据的USB设备

unsigned pipe

用于传输数据的端点“管道”

unsigned period

中断端点的轮询速率，以帧或（对于高速端点）微帧为单位；对于大容量不起作用

struct scatterlist \*sg

分散列表条目

int nents

分散列表中的条目数

size\_t length

从分散列表发送多少字节，或零以发送在列表中标识的每个字节。

gfp\_t mem\_flags

影响此调用中内存分配的SLAB\_\*标志

**说明**

这将初始化分散/聚集请求，分配资源，如I / O映射和urb内存（除了可能由USB控制器驱动程序使用的内存）。

请求必须使用usb\_sg\_wait（）发出，该函数等待I / O完成（或被取消），然后清理usb\_sg\_init（）分配的所有资源。

请求可以使用usb\_sg\_cancel（）在调用usb\_sg\_wait（）之前或之后取消。

**返回**

成功返回零，否则返回一个负的errno值。

#### void usb\_sg\_wait（struct usb\_sg\_request \*io）

同步执行分散/聚集请求

**参数**

struct usb\_sg\_request \*io

请求块句柄，如使用usb\_sg\_init（）初始化。此调用返回时，某些字段变得可访问。

**上下文**

任务上下文，可能会睡眠。

**说明**

此函数阻塞，直到指定的I / O操作完成。它利用相关I / O请求的分组来获得良好的传输速度，通过排队请求。在更高的速度下，这样的排队可以显著提高USB吞吐量。

该函数有三种完成方式。

成功，其中io->status为零。传输的字节数与请求的相同。

错误，其中io->status为负errno值。错误发生前传输的字节数通常小于请求的，可以是非零。

取消，一种带有状态-ECONNRESET的错误，由usb\_sg\_cancel()发起。

当此函数返回时，通过usb\_sg\_init()或此调用分配的所有内存都已被释放。请求块参数仍然可以传递给usb\_sg\_cancel()，也可以被释放。也可以重新初始化然后重复使用。

数据传输速率

Bulk传输适用于全速或高速端点。最佳全速数据传输速率为每帧19个64字节的包，或每毫秒1216字节。最佳高速数据传输速率为每微帧13个512字节的包或每毫秒52 KB。

通过这个API使用中断传输的原因很可能是为了保留高速带宽，其中可以传输高达每毫秒24 KB。对于低速或全速中断端点而言，这种能力不太有用，它们最多允许每毫秒一个包，最大8或64字节（分别）。

对于位于xHCI主机控制器下的设备，不必调用此函数以保留带宽，因为当选择配置或接口备选设置时，会保留带宽。

#### void usb\_sg\_cancel(struct usb\_sg\_request \*io)

停止由usb\_sg\_wait()发出的散列/聚集I/O

**参数**

struct usb\_sg\_request \*io

请求块，使用usb\_sg\_init()进行初始化

**说明**

在由usb\_sg\_wait()启动请求后，这将停止请求。它也可以防止一个由usb\_sg\_init()初始化的请求启动，因此该调用只会释放分配给请求的资源。

#### int usb\_get\_descriptor(struct usb\_device \*dev, unsigned char type, unsigned char index, void \*buf, int size)

发出通用GET\_DESCRIPTOR请求

**参数**

struct usb\_device \*dev

正在检索说明符的设备

unsigned char type

说明符类型（USB\_DT\_\*）

unsigned char index

说明符编号

void \*buf

将说明符放置在哪里

int size

“buf”有多大？

**上下文**

!in\_interrupt()

**说明**

获取USB说明符。存在一些方便的函数以简化获取某些类型的说明符。对于USB\_DT\_STRING，请使用usb\_get\_string()或usb\_string()。设备（USB\_DT\_DEVICE）和配置说明符（USB\_DT\_CONFIG）属于设备结构。除了一些USB标准说明符外，一些设备还使用类特定或供应商特定说明符。

此调用是同步的，不能在中断上下文中使用。

**返回**

成功接收的字节数，或下层usb\_control\_msg()调用返回的状态代码。

#### int usb\_string(struct usb\_device \*dev, int index, char \*buf, size\_t size)

返回字符串说明符的UTF-8版本

**参数**

struct usb\_device \*dev

正在检索字符串说明符的设备

int index

说明符编号

char \*buf

将字符串放置在哪里

size\_t size

“buf”有多大？

**上下文**

!in\_interrupt ()

**说明**

将设备返回的UTF-16LE编码的字符串从usb\_get\_string\_descriptor()转换为可在大多数内核上下文中更易于使用的以空字符结尾的UTF-8编码字符串。请注意，此函数选择设备支持的第一种语言的字符串。

此调用是同步的，不能在中断上下文中使用。

**返回**

字符串长度（> = 0）或usb\_control\_msg状态（<0）。

#### int usb\_get\_status(struct usb\_device \*dev, int recip, int type, int target, void \*data)

发出GET\_STATUS调用

**参数**

struct usb\_device \*dev

正在检查状态的设备

int recip

USB\_RECIP\_\*;对于设备，接口或端点

int type

USB\_STATUS\_TYPE\_\*;对于标准或PTM状态类型

int target

零（对于设备），否则是接口或端点编号

void \*data

指向两个字节位图数据的指针

**上下文**

!in\_interrupt()

**说明**

返回设备，接口或端点状态。通常只关注查看设备是自供电的，还是已启用远程唤醒功能；或者是否批量或中断端点停止（“停滞”）。

这些状态位图中的比特是使用SET\_FEATURE请求设置并使用CLEAR\_FEATURE请求清除的。应使用usb\_clear\_halt()函数清除停滞（“停滞”）状态。

此调用是同步的，不能在中断上下文中使用。

返回成功并在\* data（以主机字节顺序）中返回状态值的0或状态代码（受底层usb\_control\_msg()调用的状态代码）。

#### int usb\_clear\_halt(struct usb\_device \*dev, int pipe)

告诉设备清除端点停滞/停滞条件

**参数**

struct usb\_device \*dev

停止的设备端点

int pipe

清除的端点“pipe”

**上下文**

!in\_interrupt ()

**说明**

这用于清除由URB完成状态报告的批量和中断端点的停滞条件。被停滞的端点有时被称为“停滞”。这样的端点无法传输或接收数据，直到清除停滞状态。在清除停滞条件之前，驱动程序应将这样的端点排队的任何URB正常取消链接，如USB 2.0规范的第5.7.5和5.8.5节中所述。

请注意，控制和等时端点不会停止，尽管控制端点会报告“协议停止”（用于不支持的请求），使用与报告真实停止相同的状态代码。

此调用是同步的，不可在中断上下文中使用。

**返回**

成功时为零，否则为底层usb\_control\_msg()调用返回的状态代码。

#### void usb\_reset\_endpoint(struct usb\_device \*dev, unsigned int epaddr)

重置端点状态。

**参数**

struct usb\_device \*dev

要重置其端点的设备

unsigned int epaddr

端点的地址。 输出端点号，输入端点号+USB\_DIR\_IN

**说明**

重置主机端的端点状态，例如切换位、序列号或当前窗口。

#### int usb\_set\_interface(struct usb\_device \*dev, int interface, int alternate)

使特定的备用设置成为当前设置

**参数**

struct usb\_device \*dev

正在更新其接口的设备

int interface

正在更新的接口

int alternate

正在选择的设置。

**上下文**

!in\_interrupt()

**说明**

这用于启用可能默认未启用的接口上的数据传输。并非所有设备都支持这种可配置性。只有绑定到接口的驱动程序才能更改其设置。

在任何给定的配置中，每个接口可以有几种备选设置。这些通常用于控制带宽消耗的级别。例如，高速中断端点的默认设置可能不会在每个微帧中发送超过64个字节，而每个微帧中最多可发送3KBytes的中断传输是合法的。此外，等时端点可能永远不会成为接口的默认设置的一部分。要访问此种带宽，必须使当前备用接口设置。

请注意，在Linux USB子系统中，与给定备用设置中的端点相关联的带宽不会在需要该带宽的URB提交之前保留。一些其他操作系统会在选择配置时提前分配带宽。

xHCI保留带宽并在usb\_hcd\_alloc\_bandwidth()中配置备用设置。如果它失败，原始接口altsetting可能会被禁用。驱动程序不能依赖任何特定的备用设置在失败后生效。

此调用是同步的，并且不能在中断上下文中使用。此外，驱动程序不能在计划在该接口的端点上的URB正在进行时更改altsettings；所有这样的URB都必须首先完成（可能通过取消链接来强制完成）。

**返回**

成功时为零，否则为底层usb\_control\_msg()调用返回的状态代码。

#### int usb\_reset\_configuration(struct usb\_device \*dev)

轻量级设备复位

**参数**

struct usb\_device \*dev

正在重置其配置的设备

**说明**

这会使用当前配置向设备发出标准的SET\_CONFIGURATION请求。其效果是重置设备中的大多数USB相关状态，包括接口altsetting（重置为零）、端点停止（清除）和端点状态（仅适用于块和中断端点）。其他usbcore状态保持不变，包括usb设备驱动程序与接口的绑定。

因为这会影响多个接口，因此避免在复合（多接口）设备上使用此功能。相反，每个接口的驱动程序可以在它所声明的接口上使用usb\_set\_interface()。但要小心；有些设备不支持SET\_INTERFACE请求，而其他设备不会重置所有接口状态（尤其是端点状态）。重置整个配置将影响其他驱动程序的接口。

调用者必须拥有设备锁定。

**返回**

成功时为零，否则为负的错误代码。

#### int usb\_driver\_set\_configuration(struct usb\_device \*udev, int config)

为驱动程序提供更改设备配置的方法

**参数**

struct usb\_device \*udev

正在更新其配置的设备

int config

正在选择的配置。

**上下文**

在进程上下文中，必须能够休眠

**说明**

不允许设备接口驱动程序更改设备配置。这是因为更改配置将销毁驱动程序绑定的接口并创建新接口；这就好像软盘驱动程序告诉计算机用磁带驱动器替换软盘驱动器！

尽管如此，在某些特殊情况下可能需要这样做。此例程通过使用工作线程提出更改配置请求，绕过了通常的限制。

**返回**

如果成功排队请求，则为0，否则为错误代码。呼叫者无法知道排队的请求最终是否会成功。

#### int cdc\_parse\_cdc\_header(struct usb\_cdc\_parsed\_header \* hdr，struct usb\_interface \* intf，u8 \* buffer，int buflen)

解析CDC设备中存在的额外标头

**参数**

struct usb\_cdc\_parsed\_header \*hdr

将解析结果放置的位置

struct usb\_interface \*intf

请求解析的接口

u8 \*buffer

要解析的额外标头的指针

int buflen

额外标头的长度

**说明**

对于绑定数据和控制的CDC设备，评估存在的额外标头并提供有关设备功能的详细信息。

**返回**

解析的说明符数量，如果头文件矛盾无法修复，则返回-EINVAL

#### int usb\_register\_dev（struct usb\_interface \* intf，struct usb\_class\_driver \* class\_driver）

注册USB设备，并请求次要号码

**参数**

struct usb\_interface \* intf

被注册的usb\_interface的指针

struct usb\_class\_driver \* class\_driver

此设备的usb\_class\_driver的指针

**说明**

所有使用USB主要号码的USB驱动程序都应调用此函数。如果启用了CONFIG\_USB\_DYNAMIC\_MINORS，则次要号码将动态分配，从可用号码列表中分配。如果未启用，则次要号码将基于class\_driver ->的下一个可用空闲次要号码。起始minor\_base。

此函数还在sysfs树中创建了一个USB类设备。

当驱动程序完成这个函数给出的次要号码时，必须调用usb\_deregister\_dev()。

**返回**

如果在尝试注册设备时发生错误，则返回-EINVAL，成功则返回0。

#### void usb\_deregister\_dev（struct usb\_interface \* intf，struct usb\_class\_driver \* class\_driver）

注销USB设备的动态小型号。

**参数**

struct usb\_interface \* intf

被注销的usb\_interface的指针

struct usb\_class\_driver \* class\_driver

此设备的usb\_class\_driver的指针

**说明**

与usb\_register\_dev（）配合使用。当USB驱动程序使用从调用usb\_register\_dev（）获取的次要号码（通常在从系统断开连接设备时）时，调用此函数。

此函数还从sysfs树中删除了usb类设备。

所有使用USB主要号码的驱动程序都应调用此函数。

#### int usb\_driver\_claim\_interface（struct usb\_driver \* driver，struct usb\_interface \* iface，void \* data）

将驱动程序绑定到接口

**参数**

struct usb\_driver \* driver

要绑定的驱动程序

struct usb\_interface \* iface

将要绑定的接口；必须在usb设备的活动配置中

void \* data

与该接口相关的驱动程序数据

**说明**

这是由需要在探测时声明设备上的多个接口的usb设备驱动程序使用的（音频和acm是当前的示例）。任何设备驱动程序都不应直接修改内部usb\_interface或usb\_device结构成员。

调用者必须拥有设备锁，因此驱动程序探测（）条目不需要额外的锁定，但其他调用上下文可能需要明确声明该锁。

**返回**

成功时返回0。

#### void usb\_driver\_release\_interface（struct usb\_driver \* driver，struct usb\_interface \* iface）

从接口解除绑定驱动程序

**参数**

struct usb\_driver \* driver

要取消绑定的驱动程序

struct usb\_interface \* iface

将要解除绑定的接口

**说明**

驱动程序可以使用此功能释放接口，而无需等待其断开连接（）方法被调用。在典型情况下，这也会导致驱动程序断开（）方法被调用。

此调用是同步的，不能在中断上下文中使用。调用者必须拥有设备锁，因此驱动程序断开（）条目不需要额外的锁定，但其他调用上下文可能需要明确声明该锁。

#### const struct usb\_device\_id \* usb\_match\_id（struct usb\_interface \* interface，const struct usb\_device\_id \* id）

找到与设备或接口匹配的第一个usb\_device\_id

**参数**

struct usb\_interface \* interface

感兴趣的接口

const struct usb\_device\_id \* id

由零条目终止的usb\_device\_id结构数组

**说明**

usb\_match\_id搜索usb\_device\_id数组并返回与设备或接口匹配的第一个usb\_device\_id或null。当将驱动程序绑定（或重新绑定）到接口时使用。大多数USB设备驱动程序将间接使用此函数，通过usb核心，但某些分层驱动程序框架直接使用它。这些设备表通过modutils使用MODULE\_DEVICE\_TABLE导出，以支持USB热插拔的驱动程序加载功能。

什么可以匹配?

“match\_flags”元素控制使用哪些成员的usb\_device\_id。如果设置了相应的位，则设备或接口说明符中的值必须与其相应的成员匹配，否则device\_id不匹配。

“driver\_info”通常仅由设备驱动程序使用，但如果提供了具有非零“driver\_info”字段的id，则可以创建通配符“匹配任何内容”的usb\_device\_id作为驱动程序的“modules.usbmap”条目。如果这样做，则USB设备驱动程序的probe（）例程应使用其他智能来决定是否绑定到指定的接口。

什么可以使良好的usb\_device\_id表

匹配算法非常简单，因此驱动程序选择中的智能必须来自智能驱动程序id记录。除非您有使用其他选择策略的充分理由，否则仅提供相关组中的匹配元素，并从具体到一般的顺序匹配说明符。如果可以，则使用为此目的提供的宏。

最特定的匹配说明符使用设备说明符数据。这些通常与特定产品的匹配一起使用；USB\_DEVICE宏允许您提供供应商和产品ID，并且还可以针对产品修订号范围进行匹配。这些广泛用于具有应用程序或供应商特定的bDeviceClass值的设备。

基于设备类/子类/协议规范的匹配略微更加通用；请使用USB\_DEVICE\_INFO宏或其类似项。它们适用于单功能设备，其中bDeviceClass未指定每个接口具有自己的类别。

基于接口类/子类/协议的匹配是最通用的；它们允许驱动程序绑定到多功能设备上的任何接口。请使用USB\_INTERFACE\_INFO宏或其类似项来匹配按界面分类的样式设备（如bInterfaceClass中记录的）。

请注意，由USB\_INTERFACE\_INFO创建的条目将不会匹配任何接口，如果设备类设置为供应商特定，则这是有意的。这是故意的；根据USB规范，这些设备的界面类/子类/协议的含义也是供应商特定的，因此对标准产品类别的匹配也无法工作。如果您真的想为这样的设备使用基于接口的匹配，请创建一个还指定供应商ID的匹配记录。 （不幸的是，没有用于创建此类记录的标准宏。）

在这些组内，记住并非所有组合都有意义。例如，不要指定产品版本范围而没有供应商和产品ID；或指定协议而没有关联的类和子类。

#### int usb\_register\_device\_driver（struct usb\_device\_driver \* new\_udriver，struct module \* owner）

注册USB设备（非接口）驱动程序

**参数**

struct usb\_device\_driver \* new\_udriver

设备驱动程序的USB操作

struct module \* owner

此驱动程序的模块所有者。

**说明**

向USB核心注册USB设备驱动程序。每当添加新驱动程序时，未连接设备的列表将被重新扫描，从而允许新驱动程序连接到任何已识别的设备。

**返回**

失败时为负错误代码，成功时为0。

#### void usb\_deregister\_device\_driver（struct usb\_device\_driver \* udriver）

注销USB设备（非接口）驱动程序

**参数**

struct usb\_device\_driver \* udriver

要注销的设备驱动程序的USB操作

**上下文**

必须能够睡眠

**说明**

从内部USB驱动程序列表中取消链接指定的驱动程序。

#### int usb\_register\_driver（struct usb\_driver \* new\_driver，struct module \* owner，const char \* mod\_name）

注册USB接口驱动程序

**参数**

struct usb\_driver \* new\_driver

接口驱动程序的USB操作

struct module \* owner

此驱动程序的模块所有者。

const char \* mod\_name

模块名称字符串

**说明**

向USB核心注册USB接口驱动程序。每当添加新驱动程序时，未连接接口的列表将被重新扫描，从而允许新驱动程序连接到任何已识别的接口。

**返回**

失败时为负错误代码，成功时为0。

**注意**

如果您想让驱动程序使用USB主编号，您必须调用usb\_register\_dev（）以启用该功能。此功能不再处理。

#### void usb\_deregister（struct usb\_driver \* driver）

注销USB接口驱动程序

**参数**

struct usb\_driver \* driver

要注销的接口驱动程序的USB操作

**上下文**

必须能够睡眠

**说明**

从内部USB驱动程序列表中取消链接指定的驱动程序。

**注意**

如果调用了usb\_register\_dev（），您仍然需要调用usb\_deregister\_dev（）来清理驱动程序分配的次要编号，此\*调用不再为您执行该操作。

#### void usb\_enable\_autosuspend（struct usb\_device \* udev）

允许USB设备自动挂起

**参数**

struct usb\_device \* udev

可以自动挂起的USB设备

**说明**

此例程允许udev自动挂起。自动挂起不会在经过autosuspend\_delay并且满足所有其他必要条件之前发生。

调用者必须持有udev的设备锁定。

#### void usb\_disable\_autosuspend（struct usb\_device \* udev）

防止USB设备自动挂起

**参数**

struct usb\_device \* udev

不得自动挂起的USB设备

**说明**

此例程会防止udev自动挂起，并在已自动挂起时唤醒它。

调用者必须持有udev的设备锁定。

#### void usb\_autopm\_put\_interface（struct usb\_interface \* intf）

减少USB接口的PM使用计数器

**参数**

struct usb\_interface \* intf

使用计数器应该减少的usb\_interface

**说明**

当接口驱动程序完成使用intf并希望允许它自动挂起时，应调用此例程。典型例子是字符设备驱动程序在其设备文件关闭时。

该例程会减少intf的使用计数器。当计数器达到0时，将尝试为intf的设备安排延迟自动挂起请求。尝试可能失败（请参见autosuspend\_check（））。

此例程仅可在进程上下文中运行。

#### void usb\_autopm\_put\_interface\_async（struct usb\_interface \* intf）

减少USB接口的PM使用计数器

**参数**

struct usb\_interface \* intf

使用计数器应该减少的usb\_interface

**说明**

此例程执行的操作与usb\_autopm\_put\_interface（）类似它减少intf的使用计数器，并在计数器<= 0时安排延迟自动挂起请求。不同之处在于它不执行任何同步;调用者应持有私有锁定并自行处理所有同步问题。

通常情况下，如果没有正在等待的 URB（USB 请求块），驱动程序会在 URB 的完成处理程序中调用此例程。

此例程可以在原子上下文中运行。

#### void usb\_autopm\_put\_interface\_no\_suspend（struct usb\_interface \*intf）

递减 USB 接口的 PM-使用计数器

**参数**

struct usb\_interface \*intf

应递减计数器的 USB 接口

**说明**

此例程递减 intf 的 usage 计数器，但不执行自动挂起。

此例程可以在原子上下文中运行。

#### int usb\_autopm\_get\_interface（struct usb\_interface \*intf）

增加 USB 接口的 PM-使用计数器

**参数**

struct usb\_interface \*intf

应递增计数器的 USB 接口

**说明**

当接口驱动程序想要使用 intf 并需要保证它没有被挂起时，应调用此例程。此外，该例程防止 intf 随后被自动挂起。（请注意，此不会防止源于 PM 核心的挂起事件。）此预防措施将持续到调用usb\_autopm\_put\_interface（）或解除绑定 intf。一个典型的例子是当字符设备驱动程序打开其设备文件时。

增加 intf 的 usage 计数器以防止后续自动挂起。但是，如果自动恢复失败，计数器将被重新递减。

此例程只能在进程上下文中运行。

**返回**

成功返回0。

#### int usb\_autopm\_get\_interface\_async（struct usb\_interface \*intf）

增加 USB 接口的 PM-使用计数器

**参数**

struct usb\_interface \*intf

应递增计数器的 USB 接口

**说明**

此例程与usb\_autopm\_get\_interface（）基本相同它增加intf的使用计数器，并在设备挂起时排队一个自动恢复请求。但它们之间的区别是它不执行任何同步（调用方应该持有私有锁并自行处理所有同步问题），并且它不直接自动恢复设备（它仅排队请求）。成功调用后，设备可能尚未恢复。

此例程可以在原子上下文中运行。

**返回**

成功返回0。否则，返回负误差代码。

#### void usb\_autopm\_get\_interface\_no\_resume（struct usb\_interface \*intf）

增加 USB 接口的 PM-使用计数器

**参数**

struct usb\_interface \*intf

应递增计数器的 USB 接口

**说明**

此例程增加 intf 的 usage 计数器，但不执行自动恢复。

此例程可以在原子上下文中运行。

#### int usb\_find\_common\_endpoints（struct usb\_host\_interface \*alt，struct usb\_endpoint\_descriptor \*\*bulk\_in，struct usb\_endpoint\_descriptor \*\*bulk\_out，struct usb\_endpoint\_descriptor \*\*int\_in，struct usb\_endpoint\_descriptor \*\*int\_out）

查找常见端点**说明**符

**参数**

struct usb\_host\_interface \*alt

要搜索的备用设置

struct usb\_endpoint\_descriptor \*\*bulk\_in

说明符指针的指针，或为 NULL

struct usb\_endpoint\_descriptor \*\*bulk\_out

说明符指针的指针，或为 NULL

struct usb\_endpoint\_descriptor \*\*int\_in

说明符指针的指针，或为 NULL

struct usb\_endpoint\_descriptor \*\*int\_out

说明符指针的指针，或为 NULL

**说明**

搜索备用设置的端点说明符，返回第一个批量输入，批量输出，中断输入和中断输出端点的指针（除非它们为 NULL）。

如果找不到请求的端点，则将相应的指针设置为 NULL。

**返回**

如果找到所有请求的说明符则返回零，否则返回-ENXIO。

#### int usb\_find\_common\_endpoints\_reverse（struct usb\_host\_interface \*alt，struct usb\_endpoint\_descriptor \*\*bulk\_in，struct usb\_endpoint\_descriptor \*\*bulk\_out，struct usb\_endpoint\_descriptor \*\*int\_in，struct usb\_endpoint\_descriptor \*\*int\_out）

查找常见端点说明符

**参数**

struct usb\_host\_interface \*alt

要搜索的备用设置

struct usb\_endpoint\_descriptor \*\*bulk\_in

说明符指针的指针，或为 NULL

struct usb\_endpoint\_descriptor \*\*bulk\_out

说明符指针的指针，或为 NULL

struct usb\_endpoint\_descriptor \*\*int\_in

说明符指针的指针，或为 NULL

struct usb\_endpoint\_descriptor \*\*int\_out

说明符指针的指针，或为 NULL

**说明**

搜索备用设置的端点说明符，返回最后一个批量输入，批量输出，中断输入和中断输出端点的指针（除非它们为 NULL）。

如果找不到请求的端点，则将相应的指针设置为 NULL。

**返回**

如果找到所有请求的说明符则返回零，否则返回-ENXIO。

#### struct usb\_host\_interface \*usb\_find\_alt\_setting（struct usb\_host\_config \*config，unsigned int iface\_num，unsigned int alt\_num）

给定配置，查找给定接口的替代设置。

**参数**

struct usb\_host\_config \*config

要搜索的配置（不一定是当前配置）。

unsigned int iface\_num

要搜索的接口号

unsigned int alt\_num

要搜索的替代接口设置编号。

**说明**

在配置的接口缓存中查找指定的 alt 设置。

**返回**

如果找到，则为替代设置；否则为 NULL。

#### struct usb\_interface \*usb\_ifnum\_to\_if（const struct usb\_device \*dev，unsigned ifnum）

使用给定的接口号获取接口对象。

**参数**

const struct usb\_device \*dev

考虑当前配置的设备

unsigned ifnum

所需接口

**说明**

这将遍历当前活动配置的设备说明符，以查找具有特定接口号的接口对象。

注意，配置说明符不需要顺序分配接口号，因此假设该说明符中的第一个接口对应于接口零是错误的。此例程可帮助设备驱动程序避免此类错误。但是，请确保您对此接口可用的所有备用设置执行正确操作。

除非您绑定到该设备的一个接口或锁定该设备，否则请勿调用此函数！

**返回**

找到 ifnum 作为接口号的接口的指针。否则返回 NULL。

#### struct usb\_host\_interface \*usb\_altnum\_to\_altsetting(const struct usb\_interface \*intf, unsigned int altnum)

获取给定备用设置号的 altsetting 结构。

**参数**

const struct usb\_interface \*intf

包含所需 altsetting 的接口

unsigned int altnum

所需备用设置编号

**说明**

这将搜索指定接口的 altsetting 数组以找到具有正确 bAlternateSetting 值的条目。

请注意，备用设置无需按数字顺序存储，因此假定数组中的第一个备用设置条目对应于备用设置零是不正确的。这个例程可帮助设备驱动程序避免这些错误。

除非您绑定到 intf 接口或锁定该设备，否则请勿调用此函数！

**返回**

返回 intf 的 altsetting 数组的 entry 指针，其中 altnum 是备用设置编号。如果找不到，则返回 NULL。

#### struct usb\_interface \*usb\_find\_interface(struct usb\_driver \*drv, int minor)

查找驱动程序和设备的 usb\_interface 指针

**参数**

struct usb\_driver \*drv

考虑其当前配置的驱动程序

int minor

所需设备的次要编号

**说明**

这将遍历总线设备列表并返回具有匹配次要和驱动程序的接口指针。请注意，这仅适用于共享 USB 主要编号的设备。

**返回**

具有匹配主要和次要编号的接口的指针。

#### int usb\_for\_each\_dev(void \*data, int (\*fn)(struct usb\_device\*, void\*))

遍历系统中的所有 USB 设备

**参数**

void \*data

将传递给回调函数的数据指针

int (\*fn)(struct usb\_device \*, void \*)

每个 USB 设备要调用的回调函数

**说明**

遍历所有 USB 设备并为每个调用 fn，向其传递数据。如果它返回除 0 以外的任何内容，则我们将提前中止迭代并返回该值。

#### struct usb\_device \*usb\_alloc\_dev(struct usb\_device \*parent, struct usb\_bus \*bus, unsigned port1)

USB 设备构造函数（仅限于 usbcore）

**参数**

struct usb\_device \*parent

连接设备的集线器；分配根集线器的 null

struct usb\_bus \*bus

用于访问设备的总线

unsigned port1

端口的基于 1 的索引；对于根集线器则忽略

**上下文**

任务上下文，可能会休眠。

**说明**

只有集线器驱动程序（包括主控制器的虚拟根集线器驱动程序）才能调用此函数。

在非睡眠上下文中可能不使用此调用。

**返回**

成功时，指向分配的 USB 设备的指针。失败时为 NULL。

#### struct usb\_device \*usb\_get\_dev(struct usb\_device \*dev)

增加对 USB 设备结构的引用计数

**参数**

struct usb\_device \*dev

正在引用的设备

**说明**

对设备的每个实时引用都应该进行引用计数。

USB 接口的驱动程序通常应该在它们绑定到接口时在其过程()方法中记录这样的引用，并通过调用usb\_put\_dev()来释放它们，在其disconnect()方法中。但是，如果驱动程序在其 disconnect() 方法返回后不访问 usb\_device 结构，则不需要进行 refcounting，因为USB核心保证 usb\_device 将在取消绑定其所有接口驱动程序之后才会被解除分配。

**返回**

计数器增加后的设备指针。

#### void usb\_put\_dev(struct usb\_device \*dev)

释放对 USB 设备结构的使用权

**参数**

struct usb\_device \*dev

已经断开连接的设备

**说明**

当设备的用户使用完毕时必须调用。当设备的最后一个用户调用此函数时，设备的内存将被释放。

#### struct usb\_interface \*usb\_get\_intf(struct usb\_interface \*intf)

增加对 USB 接口结构的引用计数

**参数**

struct usb\_interface \*intf

正在引用的接口

**说明**

每个实时引用的接口都必须进行引用计数。

USB 接口的驱动程序通常应该在它们绑定到接口时在其过程()方法中记录这样的引用，并通过调用usb\_put\_intf()在其disconnect()方法中释放它们。但是，如果驱动程序在其 disconnect() 方法返回后不访问 usb\_interface 结构，则不需要进行 refcounting，因为 USB 核心保证 usb\_interface 将在其驱动程序取消绑定后才被解除分配。

**返回**

计数器增加后的接口指针。

#### void usb\_put\_intf(struct usb\_interface \*intf)

释放对 USB 接口结构的使用权

**参数**

struct usb\_interface \*intf

已经减少的接口

**说明**

当接口的用户使用完毕时必须调用。当接口的最后一个用户调用此函数时，接口的内存将被释放。

#### int usb\_lock\_device\_for\_reset(struct usb\_device \*udev, const struct usb\_interface \*iface)

谨慎地获取USB设备struct 的锁定

**参数**

struct usb\_device \*udev

被锁定的设备

const struct usb\_interface \*iface

绑定到请求的驱动程序的界面（可选）

**说明**

试图获取设备锁定，但如果设备为NOTATTACHED或SUSPENDED，或如果iface被指定并且接口既不是BINDING也不是BOUND，则失败。该函数反复轮询而不是睡眠等待锁定。这是为了防止与断开连接的死锁；在某些驱动程序（例如usb-storage）中，disconnect（）或suspend（）方法将阻塞等待设备重置完成。

**返回**

失败为负错误代码，否则为0。

#### int usb\_get\_current\_frame\_number（struct usb\_device \*dev）

返回当前总线帧数

**参数**

struct usb\_device \*dev

询问总线的设备

**返回**

用于给定USB设备使用的USB主机控制器的当前帧数。这可以在调度等时请求中使用。

**注意**

不同类型的主机控制器具有不同的“调度地平线”。一种类型可能只支持将调度提前32帧，而其他类型则可以支持将调度提前到1024帧。

#### void \*usb\_alloc\_coherent（struct usb\_device \*dev、size\_t size、gfp\_t mem\_flags、dma\_addr\_t \*dma）

为URB\_NO\_xxx\_DMA\_MAP分配DMA一致性缓冲区

**参数**

struct usb\_device \*dev

将使用该缓冲区的设备

size\_t size

请求的缓冲区大小

gfp\_t mem\_flags

影响是否允许分配阻塞

dma\_addr\_t \*dma

用于返回缓冲区的DMA地址

**返回**

为Null（表示无法分配缓冲区）或CPU空间指针到缓冲区的返回。可以使用这样的cpu空间缓冲区来执行向指定设备的DMA。这些cpu空间缓冲区与DMA地址一起返回（通过提供的指针）。请注意这些缓冲区与URB\_NO\_xxx\_DMA\_MAP一起使用，以避免像使用“DMA跳跃缓冲区”，或在URB完成/重新提交期间使用IOMMU硬件等行为。在平台之间的实现因DMA如何在此设备上工作的详细信息而异。同样，在CPU缓存不是DMA一致的体系结构上使用这些缓冲区也消除了高速缓存线共享问题。在没有总线旁路缓存的系统中，这些缓冲区是无缓存的。

**说明**

不再使用该缓冲区时，请使用usb\_free\_coherent（）释放它。

#### void usb\_free\_coherent（struct usb\_device \*dev、size\_t size、void \*addr、dma\_addr\_t dma）

释放使用usb\_alloc\_coherent（）分配的内存

**参数**

struct usb\_device \*dev

使用缓冲区的设备

size\_t size

请求的缓冲区大小

void \*addr

缓冲区的CPU地址

dma\_addr\_t dma

缓冲区的DMA地址

**说明**

这将回收I/O缓冲区，使其可重复使用。必须使用usb\_alloc\_coherent（）分配内存，并且参数必须与那个分配请求中提供的参数匹配。

#### struct urb \*usb\_buffer\_map（struct urb \*urb）

为urb创建DMA映射

**参数**

struct urb \*urb

将映射transfer\_buffer/setup\_packet的urb

**说明**

如果操作成功，将URB\_NO\_TRANSFER\_DMA\_MAP添加到urb->transfer\_flags中。如果该设备通过非DMA控制器连接到此系统，则此操作始终成功。此调用通常用于作为大型定期传输目标重复使用的urb，使用usb\_buffer\_dmasync（）调用以同步内存和dma状态来实现。

使用usb\_buffer\_unmap（）撤消此调用的效果。

**返回**

为NULL（表示无法映射缓冲区）或urb。

#### void usb\_buffer\_dmasync（struct urb \*urb）

同步缓冲区的DMA和CPU视图

**参数**

struct urb \*urb

将同步transfer\_buffer/setup\_packet的urb

#### void usb\_buffer\_unmap（struct urb \*urb）

释放URB的DMA映射

**参数**

struct urb \*urb

将卸载transfer\_buffer的urb

**说明**

撤消usb\_buffer\_map（）的效果。

#### int usb\_buffer\_map\_sg（const struct usb\_device \*dev、int is\_in、struct scatterlist \*sg、int nents）

为端点创建scatterlist DMA映射

**参数**

const struct usb\_device \*dev

将scatterlist映射到其中的设备

int is\_in

映射传输方向

struct scatterlist \*sg

要映射的scatterlist

int nents

scatterlist中的条目数

**返回**

为负（表示无法映射缓冲区）或scatterlist中的DMA映射数组条目数。

**注意**

调用者负责将来自scatterlist的DMA地址放入URB传输缓冲区指针中，并为这些URB中的每个设置URB\_NO\_TRANSFER\_DMA\_MAP传输标志。最好使用usb\_sg\_\*（）调用，它们为您完成这个（和更多）。

通过排队URB而不是在开始下一个I/O之前等待每个URB完成，可以获得最高的I/O速率。这特别容易使用scatterlists完成。只需为返回的每个DMA映射条目分配并提交一个URB，在第一个错误或全部成功时停止。更好的做法是使用usb\_sg\_\*（）调用，它会为您完成这个（和更多）。因为使用IOMMU的一些硬件上，因为硬件会尝试将分配给单个DMA操作的缓冲区合并成单个DMA映射，所以通常使用此调用来翻译scatterlist请求，而不是使用usb\_buffer\_map（）。

使用usb\_buffer\_unmap\_sg()来撤消此调用的效果。

#### void usb\_buffer\_dmasync\_sg(const struct usb\_device \* dev, int is\_in, struct scatterlist \* sg, int n\_hw\_ents)

同步散列列表缓冲区的DMA和CPU视图

**参数**

const struct usb\_device \* dev

要映射散列列表的设备

int is\_in

映射传输方向

struct scatterlist \* sg

要同步的散列列表

int n\_hw\_ents

来自usb\_buffer\_map\_sg的正返回

**说明**

当您重新使用散列列表的数据缓冲区进行另一个USB请求时，请使用此选项。

#### void usb\_buffer\_unmap\_sg(const struct usb\_device \* dev, int is\_in, struct scatterlist \* sg, int n\_hw\_ents)

释放一个散列列表的DMA映射。

**参数**

const struct usb\_device \* dev

要映射散列列表的设备

int is\_in

映射传输方向

struct scatterlist \* sg

要解除映射的散列列表

int n\_hw\_ents

来自usb\_buffer\_map\_sg的正返回

**说明**

撤消usb\_buffer\_map\_sg()的效果。

#### int usb\_hub\_clear\_tt\_buffer(struct urb \*urb)

清除高速USB鼠标中的控制/批量TT状态

**参数**

struct urb \*urb

与失败或不完整的分裂事务相关联的URB

**说明**

高速HCD使用此方法告诉集线器驱动程序，某些控制或批量分割事务失败，需要清除事务转换器的内部状态。这通常是从中断上下文中检测到的（并报告的）。

在完全清除该状态之前，该集线器可能无法处理其他完整（或低速）事务。

**返回**

成功则返回0，否则为负错误代码。

#### void usb\_set\_device\_state(struct usb\_device \*udev, enum usb\_device\_state new\_state)

更改设备的当前状态（usbcore，hcds）

**参数**

struct usb\_device \*udev

应更改其状态的设备的指针

enum usb\_device\_state new\_state

要存储的新状态值

**说明**

udev->state不完全受设备锁保护。虽然大多数转换仅在持有锁定时进行，但状态随时可以更改为USB\_STATE\_NOTATTACHED。这是为了使设备尽可能快地标记为断开连接，而无需等待任何信号量的释放。因此，必须通过device\_state\_lock自旋锁来保护对任何设备状态的所有更改。

添加到设备树后，应使用此例程进行对其状态的所有更改。不应直接设置状态。

如果udev->state已经为USB\_STATE\_NOTATTACHED，则不进行更改。否则，设置udev->state为new\_state，如果new\_state为USB\_STATE\_NOTATTACHED，则还将设置udev的所有子项的状态为USB\_STATE\_NOTATTACHED。

#### void usb\_root\_hub\_lost\_power(struct usb\_device \*rhdev)

如果根集线器丢失Vbus电源，则由HCD呼叫

**参数**

struct usb\_device \*rhdev

根集线器的struct usb\_device

**说明**

USB主机控制器驱动程序在恢复其根集线器并且Vbus电源已中断或控制器已重置时调用此函数。该例程将rhdev标记为已失去电源。当集线器驱动程序恢复时，它会注意到并执行所有启用“USB-PERSIST”的子设备的电源会话恢复；其他设备将断开连接。

#### int usb\_reset\_device(struct usb\_device \*udev)

警告接口驱动程序并执行USB端口复位

**参数**

struct usb\_device \*udev

要复位的设备（不处于NOTATTACHED状态）

**说明**

警告绑定到已注册界面的所有驱动程序（使用其pre\_reset方法），执行端口重置，然后让驱动程序知道重置已结束（使用其post\_reset方法）。

如果接口当前正在被探查或断开连接，则假定其驱动程序知道如何处理重置。对于所有其他接口，如果驱动程序没有pre\_reset和post\_reset方法，则我们尝试解除其绑定，并在重置后重新绑定。

**返回**

与usb\_reset\_and\_verify\_device()相同。但是，如果重置已经在进行中（例如，如果驱动程序没有pre\_reset（）或post\_reset()回调，并且在正在进行的重置期间，在进行重置时，它的disconnect（）或probe()例程尝试执行第二个嵌套重置），则该例程返回-EINPROGRESS。

**注意**

呼叫者必须拥有设备锁。例如，可以在从驱动程序probe()例程下载新固件后使用此选项。对于可能不会在probe()期间发生的调用，驱动程序应使用usb\_lock\_device\_for\_reset()锁定设备。

如果接口当前正在被探查或断开连接，则假定其驱动程序知道如何处理重置。对于所有其他接口，如果驱动程序没有pre\_reset和post\_reset方法，则我们尝试解除其绑定，并在重置后重新绑定。

#### void usb\_queue\_reset\_device(struct usb\_interface \*iface)

从原子上下文重置USB设备

**参数**

struct usb\_interface \*iface

属于要重置的设备的USB接口

**说明**

此函数可用于从原子上下文中重置USB设备，在该上下文中，usb\_reset\_device()不起作用（因为它会阻塞）。

通过此方法进行重置，在功能上等同于调用usb\_reset\_device()，但是它被延迟到工作队列。这意味着，任何绑定到其他接口的驱动程序以及来自用户空间的usbfs用户可能会被取消绑定。

边际案例：

从同一设备的两个不同接口附加的两个不同驱动程序同时安排两个重置是可能的；根据附加到每个接口的驱动程序如何处理->pre\_reset()，第二个重置可能会发生或不发生。

如果重置被延迟太久，以至于接口从其驱动程序解除绑定，则重置将被跳过。

此功能可以在.probe()期间调用。它也可以在.disconnect()期间调用，但这样做是毫无意义的，因为重置不会发生。如果你真的想在.disconnect()期间重置设备，直接调用usb\_reset\_device()，但要注意嵌套取消绑定问题！

#### struct usb\_device \*usb\_hub\_find\_child(struct usb\_device \*hdev, int port1)

获取指定端口连接的子设备的指针。

**参数**

struct usb\_device \*hdev

属于usb集线器的USB设备

int port1

端口号，用于指示子设备连接到哪个端口。

**说明**

USB驱动程序调用此功能以获取集线器的子设备指针。

**返回**

如果输入参数无效，则为NULL，如果非NULL，则为子设备的usb\_device指针。

### 主控制器API

这些API仅供主控制器驱动程序使用，其中大多数实现标准注册接口，如XHCI、EHCI、OHCI或UHCI。UHCI是最早的接口之一，由英特尔设计，也用于VIA；它在硬件方面没有做太多的工作。OHCI是后来设计的，为了让硬件做更多的工作（更大的传输，跟踪协议状态等等）。EHCI是为USB 2.0设计的；它的设计具有与OHCI相似的特点（硬件做了很多工作）以及UHCI的一些部分（ISO支持的一些部分，TD列表处理）。XHCI是为USB 3.0设计的。它继续将功能支持转移到硬件中。

除了“三巨头”之外，还有其他主控制器，虽然大多数基于PCI的控制器（以及一些非基于PCI的控制器）使用其中一个接口。并非所有主控制器都使用DMA；有些使用PIO，还有一个模拟器和一个虚拟主控制器来通过网络管道传输USB。

对于所有这些控制器，驱动程序都可以使用相同的基本API。出于历史原因，它们分为两层struct usb\_bus是一个相当薄的层，它在2.2内核中变得可用，而struct usb\_hcd是一个更具特色的层，它允许HCD共享公共代码以缩小驱动程序大小并显着减少hcd特定的行为。

#### long usb\_calc\_bus\_time(int speed, int is\_input, int isoc, int bytecount)

近似周期事务时间（以纳秒为单位）

**参数**

int speed

从dev->speed; USB\_SPEED\_{LOW,FULL,HIGH}

int is\_input

如果交易将数据发送到主机，则为true

int isoc

对于等时性事务为真，对于中断性事务为假

int bytecount

事务中的字节数。

**返回**

周期性事务的近似总线时间（以纳秒为单位）。

**注意**

请参阅USB 2.0规范第5.11.3节；只有周期性传输需要在软件中进行调度，此函数仅用于此类调度。

#### int usb\_hcd\_link\_urb\_to\_ep(struct usb\_hcd \*hcd, struct urb \*urb)

将URB添加到其端点队列

**参数**

struct usb\_hcd \*hcd

urb提交到的主控制器

struct urb \*urb

正在提交的URB

**说明**

主控制器驱动程序应在其enqueue()方法中调用此例程。必须保留HCD的私有自旋锁，并禁用中断。在这里进行的操作对于URB提交以及端点关闭和usb\_kill\_urb是必需的。

**返回**

0表示无错误，否则为负错误代码（在这种情况下，enqueue()方法必须失败）。如果没有错误发生，但是enqueue()仍然失败，则必须在释放私有自旋锁并返回之前调用usb\_hcd\_unlink\_urb\_from\_ep()。

#### int usb\_hcd\_check\_unlink\_urb(struct usb\_hcd \*hcd, struct urb \*urb, int status)

检查是否可以取消链接URB

**参数**

struct usb\_hcd \*hcd

urb提交到的主控制器

struct urb \*urb

正在检查可链接性的URB

int status

如果取消链接成功，则在urb中存储错误代码

**说明**

主控制器驱动程序应在其dequeue()方法中调用此例程。必须保留HCD的私有自旋锁，并禁用中断。在这里进行的操作需要确保取消链接有效。

**返回**

0表示无错误，否则为负错误代码（在这种情况下，dequeue()方法必须失败）。可能的错误代码为

-EIDRMurb未提交或已完成。

可能尚未调用完成函数。

-EBUSYurb已被取消链接。

#### void usb\_hcd\_unlink\_urb\_from\_ep（struct usb\_hcd \* hcd，struct urb \* urb）

从其端点队列中删除URB

**参数**

struct usb\_hcd \* hcd

urb提交的主机控制器

struct urb \* urb

正在取消链接的URB

**说明**

主机控制器驱动程序应在调用usb\_hcd\_giveback\_urb（）之前调用此例程。必须保持HCD的私有自旋锁和禁用中断。在这里执行的操作对于完成URB是必需的。

#### void usb\_hcd\_giveback\_urb（struct usb\_hcd \* hcd，struct urb \* urb，int status）

将URB从HCD返回到设备驱动程序

**参数**

struct usb\_hcd \* hcd

返回URB的主机控制器

struct urb \* urb

正在返回到USB设备驱动程序的urb。

int status

URB的完成状态代码。

**上下文**

原子。完成回调在调用者的上下文中调用。对于HCD\_BH标志设置的HCD，完成回调在任务let上下文中调用（除了提交到根集线器的URB始终在调用者的上下文中完成）。

**说明**

使用其完成函数将URB从HCD移交给其USB设备驱动程序。 HCD已释放了所有每个urb资源（并且正在使用urb->hcpriv）。它还释放了所有HCD锁定；如果设备驱动程序释放，修改或重新提交此URB，它不会引起问题。

如果未链接urb，则通过urb->unlinked覆盖状态的值。在HCD没有检查它们的情况下检测到错误的短传输。

#### int usb\_alloc\_streams（struct usb\_interface \* interface，struct usb\_host\_endpoint \*\* eps，unsigned int num\_eps，unsigned int num\_streams，gfp\_t mem\_flags）

分配批量端点流ID。

**参数**

struct usb\_interface \* interface

包含所有端点的备选设置。

struct usb\_host\_endpoint \*\* eps

需要流的端点数组。

unsigned int num\_eps

数组中的端点数。

unsigned int num\_streams

要分配的流数量。

gfp\_t mem\_flags

hcd应使用的标志来分配内存。

**说明**

设置一组批量端点，使num\_streams流ID可用。驱动程序可以将多个传输排队到不同的流ID，这些传输可能以不同于它们排队的顺序完成。

**返回**

成功时，分配的流数量。失败时，为负错误代码。

#### int usb\_free\_streams（struct usb\_interface \* interface，struct usb\_host\_endpoint \*\* eps，unsigned int num\_eps，gfp\_t mem\_flags）

释放批量端点流ID。

**参数**

struct usb\_interface \* interface

包含所有端点的备选设置。

struct usb\_host\_endpoint \*\* eps

要从中删除流的端点数组。

unsigned int num\_eps

数组中的端点数。

gfp\_t mem\_flags

hcd应使用的标志来分配内存。

**说明**

将一组批量端点还原为不使用流ID。如果我们提供错误的参数或HCD有问题，则可能失败。

**返回**

成功为0。失败时，为负错误代码。

#### void usb\_hcd\_resume\_root\_hub（struct usb\_hcd \* hcd）

由HCD调用以恢复其根集线器

**参数**

struct usb\_hcd \* hcd

此根集线器的主机控制器

**说明**

当USB主机控制器被挂起（启用了远程唤醒功能）并收到远程唤醒请求时，USB主机控制器调用此函数。该例程提交一个工作队列请求以恢复根集线器（即再次管理其下游端口）。

#### int usb\_bus\_start\_enum（struct usb\_bus \* bus，unsigned port\_num）

立即开始enum（用于OTG）

**参数**

struct usb\_bus \* bus

总线（必须使用hcd框架）

unsigned port\_num

端口的基于1的编号；通常为bus->otg\_port

**上下文**

原子

**说明**

启动enum，带有立即复位，随后由hub\_wq标识和可能配置设备。这对于OTG控制器驱动程序是必需的，因为它有助于满足启动端口复位的HNP协议定时要求。

**返回**

如果成功，则为0。

#### irqreturn\_t usb\_hcd\_irq（int irq，void \* \_\_ hcd）

将IRQ连接到HCD框架（总线胶水）

**参数**

int irq

正在提高的IRQ

void \* \_\_ hcd

指向信号化其IRQ的HCD的指针

**说明**

如果控制器没有被HALTed，则调用驱动程序的irq处理程序。检查控制器现在是否已死亡。

**返回**

如果已处理IRQ，则为IRQ\_HANDLED。否则为IRQ\_NONE。

#### void usb\_hc\_died（struct usb\_hcd \* hcd）

报告主机控制器的异常关闭（总线胶水）

**参数**

struct usb\_hcd \* hcd

指向表示控制器的HCD的指针

**说明**

总线胶水调用此函数以报告仍可能有未决操作的USB主机控制器已死亡。 PCI胶水自动调用它，因此仅非PCI总线的胶水需要调用它。

仅使用主HCD调用此函数。

#### struct usb\_hcd \* usb\_create\_shared\_hcd（const struct hc\_driver \* driver，struct device \* dev，const char \* bus\_name，struct usb\_hcd \* primary\_hcd）

创建和初始化HCD结构

**参数**

const struct hc\_driver \* driver

将使用此hcd的HC驱动程序

struct 设备\*dev

存储在hcd->self.controller中的此HC的设备

const char\*bus\_name

存储在hcd->self.bus\_name中的值

struct usb\_hcd\*primary\_hcd

指向共享PCI设备的usb\_hcd结构的指针。仅为主HCD分配某些资源

**上下文**

!:C:funcin\_interrupt（）

**说明**

分配一个struct usb\_hcd，其末尾有HC驱动程序的私有数据的额外空间。初始化hcd结构的通用成员。

**返回**

成功时，返回创建并初始化的HCD结构的指针。失败时（例如如果内存不可用），返回NULL。

#### struct usb\_hcd \*usb\_create\_hcd(const struct hc\_driver \*driver, struct device \*dev, const char \*bus\_name)

创建和初始化HCD结构

**参数**

const struct hc\_driver \*driver

将使用此HCD的HC驱动程序

struct device \*dev

存储在hcd->self.controller中的此HC的设备

const char \*bus\_name

存储在hcd->self.bus\_name中的值

**上下文**

!:C:funcin\_interrupt（）

**说明**

分配一个struct usb\_hcd，其末尾有HC驱动程序的私有数据的额外空间。初始化hcd结构的通用成员。

**返回**

成功时，返回创建并初始化的HCD结构的指针。失败时（例如如果内存不可用），返回NULL。

#### int usb\_add\_hcd(struct usb\_hcd \*hcd, unsigned int irqnum, unsigned long irqflags)

完成通用HCD结构初始化并注册

**参数**

struct usb\_hcd \*hcd

要初始化的usb\_hcd结构

unsigned int irqnum

要分配的中断线

unsigned long irqflags

中断类型标志

**说明**

完成通用HCD初始化的剩余部分分配一致内存的缓冲区，注册总线，请求IRQ线路，并调用驱动程序的reset（）和start（）例程。

#### void usb\_remove\_hcd(struct usb\_hcd \*hcd)

用于通用HCD的关闭处理

**参数**

struct usb\_hcd \*hcd

要删除的usb\_hcd结构

**上下文**

!:C:funcin\_interrupt（）

**说明**

断开根集线器，然后撤消usb\_add\_hcd（）的影响，调用HCD的stop（）方法。

#### int usb\_hcd\_pci\_probe(struct pci\_dev \*dev, const struct hc\_driver \*driver)

初始化基于PCI的HCD

**参数**

struct pci\_dev \*dev

正在探测的USB主机控制器

const struct hc\_driver \*driver

USB HC驱动程序句柄

**上下文**

!:C:funcin\_interrupt（）

**说明**

为此USB主机控制器分配基本PCI资源，然后通过热插拔入口的driver\_data调用与其关联的HCD的start（）方法。

将此函数存储在HCD的struct pci\_driver中作为probe（）。

**返回**

成功时返回0。

#### void usb\_hcd\_pci\_remove(struct pci\_dev \*dev)

用于基于PCI的HCD的关闭处理

**参数**

struct pci\_dev \*dev

正在删除的USB主机控制器

**上下文**

任务上下文，可能休眠

**说明**

撤消usb\_hcd\_pci\_probe（）的影响，首先调用HCD的stop（）方法。它始终从线程上下文调用，通常为“rmmod”、“apmd”或类似的内容。

将此函数存储在HCD的struct pci\_driver中作为remove（）。

#### void usb\_hcd\_pci\_shutdown(struct pci\_dev \*dev)

关机主机控制器

**参数**

struct pci\_dev \*dev

正在关闭的USB主机控制器

#### int hcd\_buffer\_create(struct usb\_hcd \*hcd)

初始化缓冲池

**参数**

struct usb\_hcd \*hcd

要初始化其缓冲区池的总线

**上下文**

任务上下文，可能休眠

**说明**

作为使用dma内存分配器的主机控制器初始化的一部分调用此函数。它初始化一些dma一致性内存池，这些池将由使用该控制器的所有驱动程序共享。

使用完这些池后调用hcd\_buffer\_destroy（）以进行清理。

**返回**

成功时返回0。否则为负的errno值。

#### void hcd\_buffer\_destroy(struct usb\_hcd \*hcd)

释放缓冲池

**参数**

struct usb\_hcd \*hcd

要销毁其缓冲区池的总线

**上下文**

任务上下文，可能休眠

**说明**

此函数释放hcd\_buffer\_create（）创建的缓冲池。

### USB字符设备节点

本章介绍Linux字符设备节点。您可能希望避免为您的USB驱动程序编写新内核代码。用户模式设备驱动程序通常被打包为应用程序或库，并且可以通过某些编程库使用字符设备。这些库包括

1）用于C / C ++的libusb和

2）Java的jUSB。

可以在USB指南的“USB设备文件系统”部分看到有关其的一些旧信息。可以在http://www.linux-usb.org/找到USB指南的最新副本。

**注意**

它们曾经是通过usbfs实现的，但这不是sysfs调试接口的一部分。

此文档尤其是关于异步模式的部分尚不完整。从内核2.5.66开始，需要对代码和这个（新的）文档进行交叉审查。

#### “devtmpfs”中有哪些文件？

传统上，usbfs被安装在/dev/bus/usb/，其功能包括

/dev/bus/usb/BBB/DDD … 魔术文件显示每个设备的配置说明符，并支持一系列ioctl用于发起设备请求，包括向设备进行I/O。（纯粹供程序访问）

每个总线都有一个基于enum顺序的编号（BBB）。在每个总线中，每个设备都有一个类似的编号（DDD）。这些BBB/DDD路径不是“稳定”标识符；即使你总是将设备插入到相同的集线器端口，它们也会发生变化。甚至不要考虑将它们保存在应用程序配置文件中。对于想要使用它们的用户模式应用程序，可用的是稳定的标识符。HID和网络设备公开这些稳定的ID，例如您可以确保将正确的UPS关机以关闭其第二个服务器。请注意它目前并不公开这些ID。

#### /dev/bus/usb/BBB/DDD

使用这些文件有以下基本方法

可以读取它们，首先得到设备说明符（18字节），然后是当前配置的说明符。有关这些二进制数据格式的详细信息，请参见USB 2.0规范。您需要将大多数多字节数值从小端格式转换为本地主机字节顺序，尽管设备说明符中的一些字段（BCD编码字段和供应商和产品ID）将被自动交换字节顺序。请注意，配置说明符包括接口、altsettings、端点和可能额外的类说明符的说明符。

使用ioctl()请求执行USB操作，以发起端点I/O请求（同步或异步）或管理设备。这些请求需要CAP\_SYS\_RAWIO能力，以及文件系统访问权限。在这些设备文件中，一次只能进行一个ioctl请求。这意味着，如果您正在从一个线程同步读取一个端点，那么在读取完成之前将无法从另一个线程写入到不同的端点。这适用于半双工协议，但在其他情况下，您需要使用异步I/O请求。

每个连接的USB设备都有一个文件。BBB表示总线编号。DDD表示该总线上的设备地址。这些数字都是按顺序分配的，可以被重用，因此您不能依赖它们来稳定地访问设备。例如，当设备仍然连接时（可能是因为有人挤压了它们的电源供应、中心或USB电缆），设备可能在您第一次连接它时是002/027，而稍后可能是002/048。

可以将这些文件作为二进制数据读取。二进制数据由设备说明符和每个设备配置的说明符组成。内核将设备说明符中的多字节字段转换为主机字节顺序。配置说明符以总线字节序格式表示！配置说明符相距wTotalLength字节。如果设备返回的配置说明符数据少于wTotalLength所指示的，则缺少字节的文件中将有一个洞。这些信息也可以通过稍后说明的/sys/kernel/debug/usb/devices文件以文本形式显示。

这些文件也可以用于编写USB设备的用户级驱动程序。您可以以读/写方式打开/dev/bus/usb/BBB/DDD文件，并从中读取说明符以确保它是您所期望的设备，然后使用ioctl调用绑定到一个或多个接口。您将向该设备发出更多的ioctls，以使用控制、批量或其他类型的USB传输与其通信。IOCTL在<linux/usbdevice\_fs.h>文件中列出，本文撰写时源代码(linux/drivers/usb/core/devio.c)是访问这些文件的主要参考。

请注意，默认情况下，这些BBB/DDD文件仅可由root编写，因此只有root可以编写这样的用户模式驱动程序。您可以使用chmod有选择地授予其他用户读写权限。此外，像devmode=0666这样的usbfs挂载选项可能会有所帮助。

#### 用户模式驱动程序的生命周期

这样的驱动程序首先需要为它知道如何处理的设备找到一个设备文件。也许是因为/sbin/hotplug事件处理代理选择该驱动程序来处理新设备，或者可能是应用程序扫描了所有的/dev/bus/usb设备文件，并忽略了大多数设备。在任一情况下，它都应该从设备文件中读取所有说明符，并将其与它知道如何处理的说明符进行检查。它可能只拒绝除特定厂商和产品ID之外的所有内容，或需要更复杂的策略。

永远不要假设在系统上只有一个这样的设备！如果您的代码不能同时处理多个设备，请至少检测到是否有多个设备，并让您的用户选择要使用哪个设备。

一旦您的用户模式驱动程序知道要使用什么设备，它会以两种方式之一与其进行交互。简单的方式是仅进行控件请求；一些设备不需要比这更复杂的交互。（例如，使用供应商特定的控制请求进行某些初始化或配置任务，并使用内核驱动程序处理其余部分可能是一个示例）。

更可能的是，您需要一个更复杂的样式驱动程序使用非控制端点，读取或编写数据，并声称独占界面。批量传输最容易使用，但仅当其兄弟间断性传输与低速设备一起使用时才起作用。中断和等时传输都提供服务保证，因为它们的带宽是预留的。这些“周期性”传输在usbfs中使用起来很麻烦，除非您使用异步调用。但是，中断传输也可以以同步的“单次”样式使用。

您的用户模式驱动程序不应该担心在设备断开连接时清除请求状态，尽管一旦开始看到ENODEV错误，它应该立即关闭其打开的文件说明符。

#### ioctl（）请求

#include <linux/usb.h>

#include <linux/usbdevice\_fs.h>

#include <asm/byteorder.h>

USB 2.0 规范“第 9 章”中的标准 USB 设备模型请求自动包含在标<linux/usb/ch9.h> 头中。

除非另有说明，此处描述的 ioctl 请求将更新应用它们的 usbfs 文件的修改时间（除非它们失败）。返回零表示成功；否则，将返回一个标准的 USB 错误代码（这些代码记录在 [USB 错误代码](https://www.kernel.org/doc/html/v4.19/driver-api/usb/error-codes.html" \l "usb-error-codes)中）。

这些文件中的每一个都复用对多个 I/O 流的访问，每个端点一个。每个设备都有一个控制端点（端点零），它支持有限的 RPC 样式 RPC 访问。设备由 hub\_wq（在内核中）配置，设置设备范围的配置，影响功耗和基本功能等。端点是 USB接口的一部分，它可能有altsettings 影响诸如哪些端点可用之类的事情。许多设备只有一个配置和接口，因此它们的驱动程序将忽略配置和 altsettings。

#### 管理/状态请求

许多 usbfs 请求并不直接处理设备 I/O。它们主要与设备管理和状态有关。这些都是同步请求。

1）USBDEVFS\_CLAIMINTERFACE

这用于强制 usbfs 声明一个特定的接口，该接口以前没有被 usbfs 或任何其他内核驱动程序声明过。ioctl 参数是一个包含接口编号的整数（来自描述符的 bInterfaceNumber）。

请注意，如果您的驱动程序在尝试使用其端点之一之前未声明接口，并且没有其他驱动程序绑定到它，则 usbfs 会自动声明该接口。

此声明将通过 RELEASEINTERFACE ioctl 或通过关闭文件描述符来释放。此请求未更新文件修改时间。

2）USBDEVFS\_CONNECTINFO

表示设备是否为低速。ioctl 参数指向这样的结构：

struct usbdevfs\_connectinfo {

unsigned int devnum;

unsigned char slow;

};

此请求未更新文件修改时间。

您无法判断“不慢”的设备是高速连接（480 MBit/秒）还是全速连接（12 MBit/秒）。你应该已经知道 devnum 值，它是设备文件名的 DDD 值。

3）USBDEVFS\_GETDRIVER

返回绑定到给定接口（字符串）的内核驱动程序的名称。参数是指向这个结构体的指针，修改为：

struct usbdevfs\_getdriver {

unsigned int interface;

char driver[USBDEVFS\_MAXDRIVERNAME + 1];

};

此请求未更新文件修改时间。

4）USBDEVFS\_IOCTL

将来自用户空间的请求传递给内核驱动程序，该驱动程序在其注册的结构 usb\_driver中具有 ioctl 条目：

struct usbdevfs\_ioctl {

int ifno;

int ioctl\_code;

void \*data;

};

/\* user mode call looks like this.

\* 'request' becomes the driver->ioctl() 'code' parameter.

\* the size of 'param' is encoded in 'request', and that data

\* is copied to or from the driver->ioctl() 'buf' parameter.

\*/

static int

usbdev\_ioctl (int fd, int ifno, unsigned request, void \*param)

{

struct usbdevfs\_ioctl wrapper;

wrapper.ifno = ifno;

wrapper.ioctl\_code = request;

wrapper.data = param;

return ioctl (fd, USBDEVFS\_IOCTL, &wrapper);

}

此请求未更新文件修改时间。

此请求允许内核驱动程序通过文件系统操作与用户模式代码通信，即使它们不创建字符或块特殊设备。它也被用来做一些事情，比如询问设备应该使用什么设备特殊文件。两个预定义的 ioctl 用于断开和重新连接内核驱动程序，以便用户模式代码可以完全管理设备的绑定和配置。

5）USBDEVFS\_RELEASEINTERFACE

这用于释放声明 usbfs 在文件描述符关闭之前隐式地或由于 USBDEVFS\_CLAIMINTERFACE 调用而对接口进行的声明。ioctl 参数是一个包含接口编号的整数（来自描述符的 bInterfaceNumber）；此请求未更新文件修改时间。

**警告**

没有进行安全检查来确保提出申请的任务是释放它的任务。这意味着用户模式驱动程序可能会干扰其他用户模式驱动程序。

6）USBDEVFS\_RESETEP

将端点（块或中断）的数据切换值重置为 DATA0。IOCTL 参数是一个整数端点号（1 到 15，如在端点说明符中标识的那样），如果设备的端点向主机发送数据，则添加 USB\_DIR\_IN。

**警告**

应避免使用此请求。它可能会被移除。使用它通常意味着设备和驱动程序将失去切换同步。如果您真的失去了同步，您可能需要完全与设备握手，使用诸如 CLEAR\_HALT 或 SET\_INTERFACE 的请求。

7）USBDEVFS\_DROP\_PRIVILEGES

这是用于放弃在 USBFS 文件说明符上进行 certain 操作的能力，这些操作被认为是有特权的。这包括声明任意接口，重置设备上的当前被其他用户声明的接口，并发出 USBDEVFS\_IOCTL 调用。IOCTL 参数是 32 位接口掩码，用于指示用户允许在此文件说明符上声明哪个接口。您可以多次发出此 IOCTL，以缩小所述掩码。

#### 同步 I/O 支持

同步请求涉及内核阻塞，直到用户模式请求完成，或者通过报告错误来完成。在大多数情况下，这是使用 USBFS 的最简单方法，尽管如上所述，它会阻止对多个端点进行 I/O。

1）USBDEVFS\_BULK

向设备发出块读取或写入请求。IOCTL 参数是指向此结构的指针:

struct usbdevfs\_bulktransfer {

unsigned int ep;

unsigned int len;

unsigned int timeout; /\* in milliseconds \*/

void \*data;

};

ep 值标识一个块端点号（1 到 15，如在端点说明符中标识的那样），当引用从设备发送数据到主机的端点时，使用 USB\_DIR\_IN 进行屏蔽。数据缓冲区的长度由 len 标识；最近的内核支持请求高达大约 128KB 的数据。 FIXME 说明如何返回读取长度，以及如何处理短读取……

2）USBDEVFS\_CLEAR\_HALT

清除端点停止（stall）并重置端点切换。这仅对块或中断端点有意义。IOCTL 参数是一个整数端点号（1 到 15，如在端点说明符中标识的那样），当引用从设备发送数据到主机的端点时，使用 USB\_DIR\_IN 进行屏蔽。

在块或中断端点上使用它们已经停滞，返回 -EPIPE 状态给数据传输请求。不要直接发出控制请求，因为这可能会使主机对数据切换的记录无效。

3）USBDEVFS\_CONTROL

向设备发出控制请求。IOCTL 参数指向类似于以下结构的结构:

struct usbdevfs\_ctrltransfer {

\_\_u8 bRequestType;

\_\_u8 bRequest;

\_\_u16 wValue;

\_\_u16 wIndex;

\_\_u16 wLength;

\_\_u32 timeout; /\* in milliseconds \*/

void \*data;

};

此结构的前八个字节是要发送到设备的 SET UP 数据包的内容；有关详细信息，请参见 USB 2.0 规范。 bRequestType 值是通过组合 USB\_TYPE\_\* 值、USB\_DIR\_\* 值和 USB\_RECIP\_\* 值（来自 linux/usb.h）组成的。如果 wLength 不为零，则它说明了数据缓冲区的长度，该长度将被写入到设备（USB\_DIR\_OUT）或从设备读取（USB\_DIR\_IN）。

在撰写本文时，您不能将超过 4 KB 的数据传输到设备或从设备传输；usbfs 有一定的限制，并且一些主机控制器驱动程序也有限制。（这通常不是问题。）此外，没有办法说不能从设备获得短读取是不可以的。

4）USBDEVFS\_RESET

执行 USB 级设备复位。IOCTL 参数被忽略。复位后，这将重新绑定所有设备接口。此请求不会影响文件的修改时间。

**警告**

在一些 USB 核心的错误得到修复之前，应避免使用此调用，因为它不完全同步设备、接口和驱动程序（不仅仅是 usbfs）状态。

5）USBDEVFS\_SETINTERFACE

设置界面的备用设置。IOCTL 参数是指向此结构的指针:

struct usbdevfs\_setinterface {

unsigned int interface;

unsigned int altsetting;

};

此结构成员来自适用于当前配置的某些界面说明符。界面编号是 bInterfaceNumber 值，备用设置编号是 bAlternateSetting 值。（这将重置界面中的每个端点。）此请求不会影响文件的修改时间。

6）USBDEVFS\_SETCONFIGURATION

发出用于设备的usb\_set\_configuration()调用。参数是一个整数，保存着配置号码（说明符中的bConfigurationValue）。这个请求不会更新文件的修改时间。

警告

在某些usbcore bug得到修复之前避免使用此调用，因为它没有完全同步设备、界面和驱动程序（不仅仅是usbfs）的状态。

#### 异步I/O支持

如上所述，有些情况下，从用户模式代码发起并行操作可能是非常重要的。这对于定期传输（中断和等时传输）尤其重要，但也可用于其他类型的USB请求。在这种情况下，异步请求是至关重要的。与提交一个请求并使内核阻塞直到它完成不同的是，阻塞是单独进行的。

这些请求被封装为类似于内核设备驱动程序使用的URB结构板。它标识出端点类型（USBDEVFS\_URB\_TYPE\_\*）、端点（数字，根据情况与USB\_DIR\_IN屏蔽），缓冲区和长度以及一个用户“上下文”值，用于唯一标识每个请求（通常是指向每个请求数据的指针）。标志可以修改请求（不像内核驱动程序支持的那么多）。

每个请求都可以指定实时信号号码（在SIGRTMIN和SIGRTMAX之间，包括两者）来请求在请求完成时发送信号。

当usbfs返回这些URB时，状态值会更新，缓冲区可能已被修改。除了等时传输，实际长度都更新为传输了多少字节；如果设置了USBDEVFS\_URB\_DISABLE\_SPD标志（“短数据包不行”），如果读取的字节数小于请求的字节数，则会获得一份错误报告:

struct usbdevfs\_iso\_packet\_desc {

unsigned int length;

unsigned int actual\_length;

unsigned int status;

};

struct usbdevfs\_urb {

unsigned char type;

unsigned char endpoint;

int status;

unsigned int flags;

void \*buffer;

int buffer\_length;

int actual\_length;

int start\_frame;

int number\_of\_packets;

int error\_count;

unsigned int signr;

void \*usercontext;

struct usbdevfs\_iso\_packet\_desc iso\_frame\_desc[];

};

对于这些异步请求，文件修改时间反映出请求的初始化时间。这与它们与同步请求的使用形成对比，后者反映出请求完成的时间。

USBDEVFS\_DISCARDURB

待定 文件修改时间不会因此请求而更新。

USBDEVFS\_DISCSIGNAL

待定 文件修改时间不会因此请求而更新。

USBDEVFS\_REAPURB

待定 文件修改时间不会因此请求而更新。

USBDEVFS\_REAPURBNDELAY

待定 文件修改时间不会因此请求而更新。

USBDEVFS\_SUBMITURB

待定

### USB设备

现在可以通过debugfs导出USB设备

/sys/kernel/debug/usb/devices … 显示内核中已知的每个USB设备及其配置说明符的文本文件。您还可以对它进行poll()操作以了解新设备。

#### /sys/kernel/debug/usb/devices

这个文件对于用户模式下的状态查看工具非常方便，它可以扫描文本格式并忽略大部分内容。有关设备特定文件的更详细的设备状态（包括类和厂商状态）可用。有关此文件的当前格式信息，请参见下文。

这个文件与poll()系统调用结合使用，还可用于检测设备何时添加或删除:

int fd;

struct pollfd pfd;

fd = open("/sys/kernel/debug/usb/devices", O\_RDONLY);

pfd = { fd, POLLIN, 0 };

for (;;) {

/\* The first time through, this call will return immediately. \*/

poll(&pfd, 1, -1);

/\* To see what's changed, compare the file's previous and current

contents or scan the filesystem. (Scanning is more precise.) \*/

}

请注意，这种行为旨在用于信息和调试目的。初始化设备或启动用户模式帮助程序更适合使用诸如udev或HAL等程序。

在此文件中，每个设备的输出有多行ASCII输出。

我故意把它设为ASCII而不是二进制，以便某人可以无需辅助程序获取有用的数据。但是，使用辅助程序，每个T:行的前4列中的数字（拓扑信息Lev、Prnt、Port、Cnt）可用于构建USB拓扑图。

每行都有一个字母标记表示该行的ID:

T = Topology (etc.)

B = Bandwidth (applies only to USB host controllers, which are

virtualized as root hubs)

D = Device descriptor info.

P = Product ID info. (from Device descriptor, but they won't fit

together on one line)

S = String descriptors.

C = Configuration descriptor info. (\* = active configuration)

I = Interface descriptor info.

E = Endpoint descriptor info.

**/sys/kernel/debug/usb/devices输出格式**

解释

d = 十进制数字（可能有前导空格或0）x = 十六进制数字（可能有前导空格或0）s = 字符串

1）拓扑信息
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速度可能是:

|  |  |
| --- | --- |
| 1.5 | Mbit/s for low speed USB |
| 12 | Mbit/s for full speed USB |
| 480 | Mbit/s for high speed USB (added for USB 2.0); also used for Wireless USB, which has no fixed speed |
| 5000 | Mbit/s for SuperSpeed USB (added for USB 3.0) |

由于过去的原因已不可考，端口号始终比实际少1。例如，插入第4个端口的设备将显示为Port=03。

2）带宽信息
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带宽分配是一个框架（毫秒）使用量的近似值。它仅反映了周期性传输，这是保留带宽的唯一传输。控制和块传输使用所有其他带宽，包括未用于传输的保留带宽（如短数据包）。

百分比表示这些传输所安排的“保留”带宽的比例。对于低速或全速总线（宽松地说，“USB 1.1”），总线带宽的90%被保留。对于高速总线（宽松地说，“USB 2.0”）80%被保留。

3）设备说明符信息和产品ID信息
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其中:
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其中:
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4）字符串描述符信息
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5）配置描述符信息
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USB设备可能有多个配置，每个配置的行为都有所不同。例如，总线供电的配置可能比自供电的配置功能要少得多。一次只能激活一个设备配置；大多数设备仅有一个配置。

每个配置由一个或多个接口组成。每个接口提供独特的“功能”，通常与不同的USB设备驱动程序绑定。一个常见的例子是带有音频接口用于回放和一个HID接口用于与软件音量控制使用的USB扬声器。

6）接口说明符信息（每个配置可以有多个）
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给定接口可能有一个或多个“备用”设置。例如，默认设置可能不使用超过少量的周期带宽。要使用总线带宽的大部分，驱动程序必须选择非默认的altsetting。

在同一时间只能激活接口的一个设置，也只能绑定一个驱动程序到接口。大多数设备每个接口仅有一个备用设置。

7）端点说明符信息（每个接口可以有多个）
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对于所有周期性（中断或等时）端点，间隔值为非零值。对于高速端点，传输间隔可以用微秒而不是毫秒来测量。

对于高速周期性端点，EndpointMaxPacketSize反映每个微帧数据传输的大小。对于“高带宽”端点，那可以反映两个或三个数据包（每个端点每125μs最多3K字节）。

在Linux-USB栈中，周期性带宽预留使用URB提供的传输间隔和大小，它们可以小于在端点说明符中找到的那些。

**使用示例：**

例如，如果用户或脚本只对拓扑信息感兴趣，则可以使用类似grep ^T/sys/kernel/debug/usb/devices的命令，只用于顶点线。可以使用类似grep -i ^[tdp]: /sys/kernel/debug/usb/devices的命令来列出仅以方括号中的字符开头的行，其中有效字符是TDPCIE。使用稍微更能的脚本，它可以显示任何选定的行（例如，仅T，D和P行）并更改其输出格式。（procusb Perl脚本是这个想法的开始。它将仅列出来自/sys/kernel/debug/usb/devices的所选行[从TBDPSCIE中选择]或“所有”行。）

拓扑线可以用于生成系统根集线器USB设备的图形/图示。 （有关如何执行此操作的更多信息，请参见下文。）

接口线可用于确定每个设备使用的驱动程序以及哪个altsetting激活。

配置行可用于列出系统USB设备使用的最大功率（以毫安为单位）。例如，grep /sys/kernel/debug/usb/devices。

以下是一个示例，来自具有UHCI根集线器、连接到根集线器的外部集线器以及连接到外部集线器的鼠标和串行转换器的系统。

T: Bus=00 Lev=00 Prnt=00 Port=00 Cnt=00 Dev#= 1 Spd=12 MxCh= 2

B: Alloc= 28/900 us ( 3%), #Int= 2, #Iso= 0

D: Ver= 1.00 Cls=09(hub ) Sub=00 Prot=00 MxPS= 8 #Cfgs= 1

P: Vendor=0000 ProdID=0000 Rev= 0.00

S: Product=USB UHCI Root Hub

S: SerialNumber=dce0

C:\* #Ifs= 1 Cfg#= 1 Atr=40 MxPwr= 0mA

I: If#= 0 Alt= 0 #EPs= 1 Cls=09(hub ) Sub=00 Prot=00 Driver=hub

E: Ad=81(I) Atr=03(Int.) MxPS= 8 Ivl=255ms

T: Bus=00 Lev=01 Prnt=01 Port=00 Cnt=01 Dev#= 2 Spd=12 MxCh= 4

D: Ver= 1.00 Cls=09(hub ) Sub=00 Prot=00 MxPS= 8 #Cfgs= 1

P: Vendor=0451 ProdID=1446 Rev= 1.00

C:\* #Ifs= 1 Cfg#= 1 Atr=e0 MxPwr=100mA

I: If#= 0 Alt= 0 #EPs= 1 Cls=09(hub ) Sub=00 Prot=00 Driver=hub

E: Ad=81(I) Atr=03(Int.) MxPS= 1 Ivl=255ms

T: Bus=00 Lev=02 Prnt=02 Port=00 Cnt=01 Dev#= 3 Spd=1.5 MxCh= 0

D: Ver= 1.00 Cls=00(>ifc ) Sub=00 Prot=00 MxPS= 8 #Cfgs= 1

P: Vendor=04b4 ProdID=0001 Rev= 0.00

C:\* #Ifs= 1 Cfg#= 1 Atr=80 MxPwr=100mA

I: If#= 0 Alt= 0 #EPs= 1 Cls=03(HID ) Sub=01 Prot=02 Driver=mouse

E: Ad=81(I) Atr=03(Int.) MxPS= 3 Ivl= 10ms

T: Bus=00 Lev=02 Prnt=02 Port=02 Cnt=02 Dev#= 4 Spd=12 MxCh= 0

D: Ver= 1.00 Cls=00(>ifc ) Sub=00 Prot=00 MxPS= 8 #Cfgs= 1

P: Vendor=0565 ProdID=0001 Rev= 1.08

S: Manufacturer=Peracom Networks, Inc.

S: Product=Peracom USB to Serial Converter

C:\* #Ifs= 1 Cfg#= 1 Atr=a0 MxPwr=100mA

I: If#= 0 Alt= 0 #EPs= 3 Cls=00(>ifc ) Sub=00 Prot=00 Driver=serial

E: Ad=81(I) Atr=02(Bulk) MxPS= 64 Ivl= 16ms

E: Ad=01(O) Atr=02(Bulk) MxPS= 16 Ivl= 16ms

E: Ad=82(I) Atr=03(Int.) MxPS= 8 Ivl= 8ms

从中筛选出 Ti 行和 I 行，例如使用 procusb ti，然后我们有

T: Bus=00 Lev=00 Prnt=00 Port=00 Cnt=00 Dev#= 1 Spd=12 MxCh= 2

T: Bus=00 Lev=01 Prnt=01 Port=00 Cnt=01 Dev#= 2 Spd=12 MxCh= 4

I: If#= 0 Alt= 0 #EPs= 1 Cls=09(hub ) Sub=00 Prot=00 Driver=hub

T: Bus=00 Lev=02 Prnt=02 Port=00 Cnt=01 Dev#= 3 Spd=1.5 MxCh= 0

I: If#= 0 Alt= 0 #EPs= 1 Cls=03(HID ) Sub=01 Prot=02 Driver=mouse

T: Bus=00 Lev=02 Prnt=02 Port=02 Cnt=02 Dev#= 4 Spd=12 MxCh= 0

I: If#= 0 Alt= 0 #EPs= 3 Cls=00(>ifc ) Sub=00 Prot=00 Driver=serial

物理上看起来像这样（或可以转换为这样）:
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或者，以更树状的结构显示（没有连接的端口 [连接器] 可以省略）:
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## 适用于Linux的USB Gadget API

### 介绍

本文介绍了一种 Linux-USB“Gadget”内核模式 API，用于嵌入 Linux 的外设和其他 USB 设备中。它提供了 API 结构的概述，并展示了如何将其适用于系统开发项目。这是 Linux 上首个采用这种 API 来解决多个重要问题的例子，包括：

1）支持 USB 2.0，适用于可以同时传输多达几十兆字节数据的高速设备。

2）与仅具有两个固定功能的设备一样，处理具有数十个端点的设备。Gadget 驱动程序可以编写得易于移植到新的硬件上。

3）足够灵活，以公开更复杂的 USB 设备功能，例如多个配置、多个接口、复合设备和备用接口设置。

4）与 Linux-USB host 端的更新一起提供 USB “On-The-Go” (OTG) 支持。

5）共享数据结构和 API 模型与 Linux-USB host 端 API。这有助于 OTG 支持，并且考虑到更对称的框架（其中两侧驱动程序使用相同的 I/O 模型）。

6）极简主义，因此更容易支持新的设备控制器硬件。I/O 处理不意味着对内存或 CPU 资源的大量需求。

大多数 Linux 开发人员将无法使用此 API，因为他们在个人计算机、工作站或服务器中拥有 USB host 硬件。使用嵌入式系统的 Linux 用户更有可能拥有 USB 外围硬件。为了区分在这种硬件中运行的驱动程序和更熟悉的 Linux “USB 设备驱动程序”（它们是真实 USB 设备的主机端代理），“USB gadget 驱动程序”使用不同的术语。在 USB 协议交互中，设备驱动程序是主控方（或“客户端驱动程序”），Gadget 驱动程序是从属方（或“功能驱动程序”）。

Gadget API 类似于主机端 Linux-USB API，它们都使用请求对象队列来打包 I/O 缓冲区，这些请求对象可以被提交或取消。它们共享标准 USB 第 9 章消息、结构和常量的公共定义。此外，两个 API 都将驱动程序绑定和解绑设备。这两个 API 在细节上有所不同，因为主机端的当前 URB 框架暴露了一些不适用于 gadget API 的实现细节和假设。虽然控制传输和配置管理的模型必然不同（一侧是硬件中立的主控方，另一侧是硬件感知的从属方），但在这里使用的端点 I/O API 也应该可用于开销减少的 host 端 API。

### Gadget驱动的结构

在一个USB外围设备内部运行的系统通常至少有三个内核层来处理USB协议处理，还可能在用户空间代码中有附加的层。中间层使用Gadget API与最低层交互（直接处理硬件的层）。

在Linux中，从下到上，这些层为

#### USB控制器驱动程序

这是最低的软件层，它是唯一与硬件通讯的层，通过寄存器，FIFO，DMA，IRQ等方式。 <linux/usb/gadget.h> API抽象外围控制器端点硬件。该硬件通过端点对象公开，其接收IN/OUT缓冲区流，并通过与Gadget驱动程序交互的回调公开。由于普通的USB设备只有一个上游端口，它们只有一个这样的驱动程序。控制器驱动程序可以支持任意数量的不同Gadget驱动程序，但一次只能使用一个。

此类控制器硬件的示例包括基于PCI的NetChip 2280 USB 2.0高速控制器，SA-11x0或PXA-25x UDC（在许多PDAs中找到）以及各种其他产品。

#### Gadget驱动程序

该驱动程序的下边界实现了与控制器驱动程序相互作用的硬件中立的USB功能。由于这种硬件的能力和限制各不相同，并且用于空间有限的嵌入式环境中，因此Gadget驱动程序通常在编译时配置为与一个特定控制器支持的端点一起工作。使用条件编译，这种驱动程序可以移植到多个不同的控制器上。（最近的内核极大地简化了自动为许多面向大量的驱动程序自动配置端点的工作。） Gadget驱动程序的职责包括：

1）处理设置请求（ep0协议响应），可能包括类特定功能

2）返回配置和字符串说明符

3）（重新）设置配置和界面备用设置，包括启用和配置端点

4）处理生命周期事件，例如管理与硬件的绑定，USB挂起/恢复，远程唤醒以及从USB主机断开连接。

5）管理所有当前启用端点上的IN和OUT传输

这些驱动程序可以是专有代码的模块，虽然这种方法在Linux社区中受到反对。

#### 上层

大多数Gadget驱动程序都有上边界，链接到Linux中的某些驱动程序或框架。通过该边界流动由Gadget驱动程序通过USB协议传输产生和/或消耗的数据。例如：

用户模式代码，使用通用（gadgetfs）或/ dev中的应用程序特定文件

网络子系统（用于网络设备，如CDC以太网模型Gadget驱动程序）

数据捕获驱动程序，例如video4Linux或扫描仪驱动程序；或测试和测量硬件。

输入子系统（用于HID设备）

声音子系统（用于音频设备）

文件系统（用于PTP设备）

块IO子系统（用于USB存储设备）

…等等

#### 其他层

可能存在其他层。这些可能包括内核层，例如网络协议堆栈，以及构建在标准POSIX系统调用API（例如open（），close（），read（）和write（））上的用户模式应用程序。在较新的系统上，POSIX异步I / O调用可能是一种选择。这样的用户模式代码不一定受GNU通用公共许可证（GPL）的约束。

OTG能力系统还需要包括标准的Linux-USB主机端堆栈，其中包括usbcore，一个或多个主机控制器驱动程序（HCDs），USB设备驱动程序以支持OTG“有针对性的外围设备列表”等。还将有OTG控制器驱动程序，后只能间接地对Gadget和设备驱动程序开发人员可见。这有助于主机和设备端USB控制器实现两个新的OTG协议（HNP和SRP）。在USB挂起处理期间，角色切换（从主机到外围设备，反之亦然）使用HNP，而SRP可以看作是一种更省电的设备唤醒协议。

随着时间的推移，可重用的实用程序正在发展，以帮助使一些Gadget驱动程序任务更简单。例如，从说明符向量构建配置说明符现在已经自动化，并且许多驱动程序现在使用自动配置来选择硬件端点并初始化其说明符。特别感兴趣的潜在示例是实现由HID，网络，存储或音频类提出的标准USB-IF协议的代码。一些开发人员对KDB或KGDB钩子感兴趣，以允许远程调试目标硬件。大多数此类USB协议代码不需要是特定于硬件的，就像X11，HTTP或NFS等网络协议一样。这样的Gadget端接口驱动程序最终应该合并，以实现复合设备。

### 内核模式Gadget API

通过struct usb\_gadget\_driver申明Gadget驱动程序，该申明负责struct usb\_gadget的大多数enum部分。对于struct usb\_gadget的一个set\_configuration的响应，通常涉及启用由该Gadget暴露的一个或多个struct usb\_ep对象，并提交一个或多个struct usb\_request缓冲区以传输数据。了解这四种数据类型及其操作，您就会理解这个API的工作方式。

**注意**

除了“第9章”数据类型外，大部分重要的数据类型和功能在此处被说明。

然而，您所阅读的内容可能省略了一些相关信息。例如，端点自动配置就是这样的一种信息。要完全理解 API，您必须阅读头文件并使用示例源代码（例如“Gadget Zero”的源代码）。

实现一些基本驱动器功能的 API 部分是特定于正在使用的 Linux 内核版本的。2.6 及更高版本的内核包括一个驱动程序模型框架，该框架在早期内核上没有模拟。因此，该设备 API 的这些部分并不是完全可移植的。（它们在 2.4 内核上有实现，但是采用了不同的方式。）驱动程序模型状态是此 API 的另一部分，它被内核记录工具所忽略。

核心 API 并没有公开所有可能的硬件功能，只公开了最广泛可用的功能。有一些重要的硬件特性，例如设备到设备 DMA（在内存缓冲区中没有临时存储）将使用硬件特定的 API 进行添加。

此 API 允许驱动程序使用条件编译来处理不同硬件的端点功能，但并不要求这样做。硬件通常具有任意限制，涉及传输类型、寻址、包大小、缓冲和可用性。通常，这些差异只与处理设备配置和管理的“端点零”逻辑有关。此 API 支持通过端点的命名约定来有限制地运行时检测功能。许多驱动程序将能够至少部分地自动配置自己。特别地，驱动程序初始化部分通常具有自动配置逻辑，它会扫描硬件端点列表以查找与驱动程序要求匹配的端点（依靠这些约定），以消除某些常见的条件编译原因。

与 Linux-USB 主机端 API 类似，此 API 公开了 USB 消息的“大块”特性I/O 请求以一个或多个“包”为单位，包边界对驱动程序可见。与 RS-232 串行协议相比，USB 更类似于同步协议，如 HDLC（每帧 N 字节、多点寻址，主机为主站，设备为次要站），而不是异步协议（tty 样式每帧 8 个数据位，无校验位，一个停止位）。因此，例如，当控制器驱动程序实现的协议不需要包边界（和“短包”）时，控制器驱动程序不会将两个单字节写入缓冲为一个两字节的 USB IN 包中，尽管 Gadget 驱动程序可能会这样做。

#### 驱动程序生命周期

Gadget 驱动程序向硬件发出端点 I/O 请求，而无需了解硬件的许多细节，但是驱动程序设置/配置代码需要处理一些差异。使用此 API 如下

1. 为特定设备端 usb 控制器硬件注册驱动程序，例如 PCI 上的 net2280（USB 2.0）、Linux PDA 中发现的 sa11x0 或 pxa25x 等。此时，该设备在逻辑上处于 USB ch9 初始状态（附加状态），没有使用权限（因为它还不支持enum）。任何主机都不应查看该设备，因为它尚未激活主机用于检测设备的数据线拉起功能，即使 VBUS 电源可用。
2. 注册一个实现一些更高级设备功能的 gadget 驱动程序。然后，该驱动程序将绑定到一个 usb\_gadget，该驱动程序会在检测到 VBUS 之后的某个时间激活数据线拉起。
3. 硬件驱动程序现在可以开始enum了。它处理的步骤包括接受 USB 电源和 set\_address 请求。其他步骤由 gadget 驱动程序处理。如果主机开始enum之前卸载了 gadget 驱动程序模块，则跳过步骤 7 之前的步骤。
4. gadget 驱动程序的 setup() 调用基于总线接口硬件提供的内容和正在实现的功能返回 USB 说明符。这可能涉及备选设置或配置，除非硬件防止进行此类操作。对于 OTG 设备，每个配置说明符都包括一个 OTG 说明符。
5. 当 USB 主机发出 set\_configuration 调用时，gadget 驱动程序处理enum的最后一步。它启用该配置中使用的所有端点，并将所有接口设置为其默认设置。这涉及到使用硬件的端点列表，按照其说明符启用每个端点。它也可能涉及使用 usb\_gadget\_vbus\_draw，以允许从该配置允许的那样从 VBUS 中提取更多电力。对于 OTG 设备，设置配置还可能涉及通过用户界面报告 HNP 能力。
6. 进行实际工作并执行数据传输，可能涉及更改接口设置或切换到新配置，直到设备与主机断开连接。对每个端点队列任意数量的传输请求。它可能会在断开连接之前被暂停和恢复多次。在断开连接时，驱动程序回到步骤 3（上述）。
7. 当设备驱动模块被卸载时，驱动程序的unbind()回调被发出。这允许控制器驱动程序被卸载。

驱动程序通常被安排成仅通过加载设备驱动程序模块（或将其静态链接到Linux内核）允许外围设备被enum，但是一些驱动程序会延迟enum，直到某个更高级别的组件（例如用户模式守护程序）启用它。请注意，在这个最低层级别上，没有关于如何实现ep0配置逻辑的策略，除了它应该遵守USB规范。这些问题属于gadget驱动程序的领域，包括了解某些USB控制器强加的实现限制或理解可能会通过集成可重用组件构建复合设备所发生的事情。

请注意，上述生命周期对于OTG设备可能会略有不同。除了在每个配置中提供附加的OTG说明符之外，只有与HNP相关的差异特别明显于驱动程序代码中。它们涉及在SET\_CONFIGURATION请求期间报告要求，以及在某些挂起回调期间调用HNP的选项。此外，SRP稍微改变了usb\_gadget\_wakeup的语义。

#### USB 2.0章节9类型和常量

Gadget驱动程序依赖于在Linux 2.6+内核中标准定义的linux/usb/ch9.h头文件中定义的常见USB结构和常量。这些是主机端驱动程序（和usbcore）使用的相同类型和常量。

**核心对象和方法**

这些在<linux/usb/gadget.h>中声明，并由gadget驱动程序用于与USB外围控制器驱动程序交互。

**struct usb\_request**

说明一个I/O请求

1）定义

struct usb\_request {

void \*buf;

unsigned length;

dma\_addr\_t dma;

struct scatterlist \*sg;

unsigned num\_sgs;

unsigned num\_mapped\_sgs;

unsigned stream\_id:16;

unsigned no\_interrupt:1;

unsigned zero:1;

unsigned short\_not\_ok:1;

unsigned dma\_mapped:1;

void (\*complete)(struct usb\_ep \*ep, struct usb\_request \*req);

void \*context;

struct list\_head list;

int status;

unsigned actual;

};

2）成员

buf

用于数据的缓冲区。始终提供这个；一些控制器只使用 PIO，或者不对某些端点使用 DMA。

length

该数据的长度

dma

'buf' 对应的 DMA 地址。如果你不设置这个字段，而 usb 控制器需要一个，它负责映射和取消映射缓冲区。

sg

支持 SG 的控制器的散点列表。

num\_sgs

SG条目数

num\_mapped\_sgs

映射到 DMA（内部）的 SG 条目数

stream\_id

stream id，当使用USB3.0 bulk streams时

no\_interrupt

如果为真，则提示不需要完成 irq。有时对于直接由 DMA 控制器处理的深度请求队列很有帮助。

zero

如果为真，则在写入数据时，根据需要添加零长度数据包，使最后一个数据包变“短”；

short\_not\_ok

读取数据时，将短数据包视为错误（队列停止前进直到清理）。

dma\_mapped

指示请求是否已映射到 DMA（内部）

complete

请求完成时调用的函数，因此可以重新使用此请求及其缓冲区。该函数将始终在禁用中断的情况下被调用，并且它不能休眠。读取以短数据包或缓冲区填满时终止，以先到者为准。当写入终止时，一些数据字节通常仍在传输中（通常在硬件 fifo 中）。错误（对于读取或写入）会阻止队列前进，直到完成函数返回，因此任何因错误而无效的传输可能首先被出队。

context

供完成回调使用

list

供小工具驱动程序使用。

status

报告完成代码、零或负错误号。通常，故障会阻止传输队列前进，直到完成回调返回。代码“-ESHUTDOWN”表示由于设备断开连接或驱动程序禁用端点而导致完成。

actual

报告传输到/从缓冲区传输的字节数。对于读取（OUT 传输），这可能小于请求的长度。如果设置了 short\_not\_ok 标志，即使状态指示成功完成，短读取也会被视为错误。请注意，对于写入（IN 传输），当请求被报告为完成时，一些数据字节可能仍驻留在设备端 FIFO 中。

3）说明

它们是通过它们使用的端点进行分配/释放的。硬件驱动程序可以向它返回的内存中添加额外的每个请求数据，这通常避免了单独的内存分配（潜在的故障），稍后可以在请求队列中排队时使用。

请求标志影响请求处理，例如是否写入零长度数据包（“零”标志），是否应将短读取视为错误（阻止请求队列前进，“short\_not\_ok”标志），或者提示无需中断（“no\_interrupt”标志，用于深请求队列）。大容量端点可以使用任何大小的缓冲区，也可以用于中断传输。仅中断端点可以具有更少的功能。

4）注意事项

这与主机端的‘struct urb’类似，但更为简洁且提供了更多的预分配功能。

**struct usb\_ep\_caps**

端点功能说明

1）定义

struct usb\_ep\_caps {

unsigned type\_control:1;

unsigned type\_iso:1;

unsigned type\_bulk:1;

unsigned type\_int:1;

unsigned dir\_in:1;

unsigned dir\_out:1;

};

2）成员

type\_control

端点支持控制类型（保留用于ep0）。

type\_iso

端点支持等时传输。

type\_bulk

端点支持大量传输。

type\_int

端点支持中断传输。

dir\_in

端点支持输入方向。

dir\_out

端点支持输出方向。

**struct usb\_ep**

USB端点的设备端表示

1）定义

struct usb\_ep {

void \*driver\_data;

const char \*name;

const struct usb\_ep\_ops \*ops;

struct list\_head ep\_list;

struct usb\_ep\_caps caps;

bool claimed;

bool enabled;

unsigned maxpacket:16;

unsigned maxpacket\_limit:16;

unsigned max\_streams:16;

unsigned mult:2;

unsigned maxburst:5;

u8 address;

const struct usb\_endpoint\_descriptor \*desc;

const struct usb\_ss\_ep\_comp\_descriptor \*comp\_desc;

};

2）成员

driver\_data

供功能驱动程序使用。

name

端点的标识符，如“ep-a”或“ep9in-bulk”。

ops

用于访问硬件特定操作的函数指针。

ep\_list

设备所支持的所有端点均存储在该设备的ep\_list中。

caps

说明端点支持类型和方向的结构。

claimed

如果该端点已被功能声明，则值为true。

enabled

当前端点的启用/禁用状态。

maxpacket

在该端点上使用的最大分组大小。根据用于配置该端点的端点说明符，初始值有时可能会降低（如果硬件允许）。

maxpacket\_limit

该端点可以处理的最大分组大小值。当端点被初始化时，由UDC驱动程序设置一次，注意不要与maxpacket混淆。

max\_streams

该端点支持的最大流数（0-16，实际数字为2^n）。

mult

SS Isoc EPs的‘mult’值。

maxburst

该端点支持的最大突发数（用于USB3）。

address

用于标识端点，以查找与连接速度相匹配的说明符。

desc

端点说明符。在启用端点之前设置该指针，并在禁用端点之前保持有效。

comp\_desc

在支持SuperSpeed的情况下，这是用于配置端点的端点配套说明符。

3）说明

总线控制器驱动程序列出了设备的所有通用端点，其中控制端点（gadget->ep0）不在该列表中，仅在驱动程序setup()回调中响应时访问。

**struct usb\_gadget**

表示USB从属设备

1）定义

struct usb\_gadget {

struct work\_struct work;

struct usb\_udc \*udc;

const struct usb\_gadget\_ops \*ops;

struct usb\_ep \*ep0;

struct list\_head ep\_list;

enum usb\_device\_speed speed;

enum usb\_device\_speed max\_speed;

enum usb\_device\_state state;

const char \*name;

struct device dev;

unsigned isoch\_delay;

unsigned out\_epnum;

unsigned in\_epnum;

unsigned mA;

struct usb\_otg\_caps \*otg\_caps;

unsigned sg\_supported:1;

unsigned is\_otg:1;

unsigned is\_a\_peripheral:1;

unsigned b\_hnp\_enable:1;

unsigned a\_hnp\_support:1;

unsigned a\_alt\_hnp\_support:1;

unsigned hnp\_polling\_support:1;

unsigned host\_request\_flag:1;

unsigned quirk\_ep\_out\_aligned\_size:1;

unsigned quirk\_altset\_not\_supp:1;

unsigned quirk\_stall\_not\_supp:1;

unsigned quirk\_zlp\_not\_supp:1;

unsigned quirk\_avoids\_skb\_reserve:1;

unsigned is\_selfpowered:1;

unsigned deactivated:1;

unsigned connected:1;

unsigned lpm\_capable:1;

};

2）成员

work

（内部使用）用于sysfs\_notify()的工作队列

udc

指向该gadget的struct usb\_udc指针

ops

用于访问硬件特定操作的函数指针。

ep0

端点零，用于读取或写入驱动程序setup()请求的响应。

ep\_list

设备支持的其他端点列表。

speed

当前连接到USB主机的速度。

max\_speed

UDC能够处理的最高速度。UDC必须支持此速度和所有较慢的速度。

state

当前状态（已连接、挂起、已配置等）

name

控制器硬件类型的标识符。用于诊断和有时的配置。

dev

该抽象设备的驱动程序模型状态。

isoch\_delay

来自Set Isoch Delay请求的值。仅在SS / SSP上有效。

out\_epnum

最后一个使用的输出端点编号

in\_epnum

最后一个使用的输入端点编号

mA

上次设置的mA值

otg\_caps

该gadget的OTG功能。

sg\_supported

如果我们可以处理分散聚集，则为true

is\_otg

如果USB设备端口使用Mini-AB插孔，那么手机驱动程序必须提供USB OTG说明符，则为true。

is\_a\_peripheral

除非为is\_otg，否则USB电缆的“A”端位于Mini-AB插孔中，并使用HNP转换角色，以便“A”设备当前充当A-Periphera，而不是A-Host。

b\_hnp\_enable

OTG设备功能标志，指示A-Host启用了HNP支持。

a\_hnp\_support

OTG设备功能标志，指示A-Host支持此端口的HNP。

a\_alt\_hnp\_support

OTG设备功能标志，指示A-Host仅在不同的根端口上支持HNP。

hnp\_polling\_support

OTG设备功能标志，指示外围模式下的OTG设备是否支持HNP轮询。

host\_request\_flag

OTG 设备特征标志，指示 A-Peripheral 或 B-Peripheral 是否想要扮演主机角色。

quirk\_ep\_out\_aligned\_size

epout 需要将缓冲区大小对齐到 MaxPacketSize。

quirk\_altset\_not\_supp

UDC 控制器不支持 alt 设置。

quirk\_stall\_not\_supp

UDC 控制器不支持停止。

quirk\_zlp\_not\_supp

UDC 控制器不支持 ZLP。

quirk\_avoids\_skb\_reserve

udc/platform 希望在 u\_ether.c 中避免使用 skb\_reserve() 以提高性能。

is\_selfpowered

如果 gadget 是自供电的。

deactivated

如果 gadget 被停用，则为 True - 在停用状态下，无法连接它。

connected

如果 gadget 已连接，则为 True。

lpm\_capable

如果 gadget 的最大速度是 FULL 或 HIGH，则该标志表示它支持 LPM，如 LPM ECN 和勘误所述。

3）说明

Gadgets 具有大多数可移植的“gadget driver”，实现设备功能，处理所有 usb 配置和接口。Gadget 驱动程序通过 ops 向硬件特定代码间接交流。这使得 gadget 驱动程序免于处理硬件细节，并通过通用 i/o 队列打包硬件端点。"usb\_gadget" 和 "usb\_ep" 接口提供了与硬件的隔离。

除了驱动程序数据外，此结构中的所有字段对 gadget 驱动程序来说都是只读的。该驱动程序数据是在 2.6（及更高版本）内核中的“驱动程序模型”基础设施的一部分，对于较早的系统，则分组在一个类似的结构中，无需知道内核的其他部分。

在 USB\_REQ\_SET\_CONFIGURATION 对应的 setup() 调用之前，以及在驱动程序 suspend() 调用之前，会更新三个 OTG 设备特征标志的值。它们仅在 is\_otg，以及设备作为 B-Peripheral（因此 is\_a\_peripheral 为 false）时才有效。

**size\_t usb\_ep\_align(struct usb\_ep \*ep, size\_t len)**

返回已将 len 对齐到 ep 的最大包长度。

1）参数

struct usb\_ep \*ep

用于对齐 len 的端点

size\_t len

对齐到 ep 的最大包长度的缓冲区大小的长度

2）说明

此 helper 用于将缓冲区大小对齐到 ep 的最大包长度。

**size\_t usb\_ep\_align\_maybe(struct usb\_gadget \*g, struct usb\_ep \*ep, size\_t len)**

如果 gadget 需要 quirk\_ep\_out\_aligned\_size，则返回已将 len 对齐到 ep 的最大包长度，否则返回 len。

1）参数

struct usb\_gadget \*g

检查 quirk 的控制器

struct usb\_ep \*ep

用于对齐 len 的端点

size\_t len

对齐到 ep 的最大包长度的缓冲区大小的长度

2）说明

这个 helper 用于在任何情况下都需要检查并可能将缓冲区大小对齐到 ep 的最大包长度。

**int gadget\_is\_altset\_supported(struct usb\_gadget \*g)**

如果硬件支持 altsettings，则返回 true

1）参数

struct usb\_gadget \*g

检查 quirk 的控制器

**int gadget\_is\_stall\_supported(struct usb\_gadget \*g)**

如果硬件支持停止，则返回 true

1）参数

struct usb\_gadget \*g

检查 quirk 的控制器

**int gadget\_is\_zlp\_supported(struct usb\_gadget \*g)**

如果硬件支持 zlp，则返回 true

1）参数

struct usb\_gadget \*g

检查 quirk 的控制器

**int gadget\_avoids\_skb\_reserve(struct usb\_gadget \*g)**

如果硬件要想避免使用 skb\_reserve 来提高性能，则返回 true。

参数

struct usb\_gadget \*g

检查 quirk 的控制器

**int gadget\_is\_dualspeed(struct usb\_gadget \*g)**

如果硬件处理高速数据，则返回 true

参数

struct usb\_gadget \*g

可能支持高速和全速的控制器

**int gadget\_is\_superspeed(struct usb\_gadget \*g)**

如果硬件处理超速数据，则返回 true

参数

struct usb\_gadget \*g

可能支持超速的控制器

**int gadget\_is\_superspeed\_plus(struct usb\_gadget \*g)**

如果硬件处理超速加，则返回 true

参数

struct usb\_gadget \*g

可能支持超速加的控制器

**int gadget\_is\_otg(struct usb\_gadget \*g)**

如果硬件已准备好进行 OTG，则返回 true

1）参数

struct usb\_gadget \*g

可能有 Mini-AB 连接器的控制器

2）说明

这是运行时测试，因为带有 USB-OTG 堆栈的内核有时会在只有 Mini-B（或 Mini-A）连接器的板上运行。

**struct usb\_gadget\_driver**

USB gadget 设备的驱动程序

1）定义

struct usb\_gadget\_driver {

char \*function;

enum usb\_device\_speed max\_speed;

int (\*bind)(struct usb\_gadget \*gadget, struct usb\_gadget\_driver \*driver);

void (\*unbind)(struct usb\_gadget \*);

int (\*setup)(struct usb\_gadget \*, const struct usb\_ctrlrequest \*);

void (\*disconnect)(struct usb\_gadget \*);

void (\*suspend)(struct usb\_gadget \*);

void (\*resume)(struct usb\_gadget \*);

void (\*reset)(struct usb\_gadget \*);

struct device\_driver driver;

char \*udc\_name;

struct list\_head pending;

unsigned match\_existing\_only:1;

};

2）成员

function

说明 gadget 功能的字符串

max\_speed

驱动程序处理的最高速度。

bind

驱动程序的 bind 回调

unbind

从 gadget 卸载驱动程序时调用，通常是来自 rmmod 的断开连接报告后调用。在允许睡眠的上下文中调用。

setup

对于硬件级驱动程序未处理的 ep0 控制请求进行调用，包括说明符和配置管理在内的大多数调用必须由 gadget 驱动程序处理。setup 数据的 16 位成员以 USB 字节顺序呈现。在中断时被调用；这可能不会睡觉。驱动程序将响应排队到 ep0，或返回负数以停止。

disconnect

设备断开连接时调用。

suspend

设备挂起时调用。

resume

设备恢复时调用。

reset

设备复位时调用。

driver

驱动程序模型中的设备驱动程序

udc\_name

UDC 名称

pending

等待队列头

match\_existing\_only

仅匹配现有项的标志（用于 UDC 驱动程序）

1. 说明

设备被禁用，直到小工具驱动程序成功请求枚举（并满足“第 9 章”要求）然后做一些有用的工作。bind()`s, which means the driver will handle :c:func:`setup()

如果 gadget->is\_otg 为真，gadget 驱动程序必须在枚举期间提供 OTG 描述符，否则调用失败bind()。在这种情况下，没有 USB 流量可能会流动，直到两者都bind()没有调用而返回usb\_gadget\_disconnect()，并且 USB 主机堆栈已初始化。

驱动程序使用特定于硬件的知识来配置 USB 硬件。端点寻址只是 ep0 实现从setup()调用返回的描述符中的几个硬件特征之一。

除了 ep0 实现之外，大多数驱动程序代码不需要更改即可在不同的 usb 控制器上运行。它将使用由 ep0 实现设置的端点。

USB 控制器驱动程序处理一些标准的 USB 请求。这些包括设备、接口和端点的 set\_address 和功能标志（get\_status、set\_feature 和 clear\_feature 请求）。

因此，驱动程序的setup()回调必须始终实现所有 get\_descriptor 请求，至少返回一个设备描述符和一个配置描述符。驱动程序必须确保端点描述符匹配任何硬件约束。一些硬件还约束其他描述符。（pxa250 仅允许配置 1、2 或 3）。

驱动程序的setup()回调还必须实现 set\_configuration，还应该实现 set\_interface、get\_configuration 和 get\_interface。设置配置（或接口）是端点应该被激活或（config 0）关闭的地方。

（请注意，仅支持默认控制端点。除了 ep0 之外，主机和设备通常都不支持控制流量。）

大多数设备会忽略 USB 挂起/恢复操作，因此不会提供这些回调。但是，当主持人不再指导这些活动时，有些人可能需要更改模式。例如，本地控件（按钮、转盘等）可能需要重新启用，因为（远程）主机不能再这样做；或者可能会清除错误状态，以使设备无论是否保持电源都具有相同的行为。

**int usb\_gadget\_probe\_driver(struct [usb\_gadget\_driver](https://www.kernel.org/doc/html/v4.19/driver-api/usb/gadget.html" \l "c.usb_gadget_driver" \o "usb_gadget_driver) \* driver)**

探测小工具驱动程序

1）参数

struct usb\_gadget\_driver \* driver

正在注册的司机

2）语境

可以睡觉

3）描述

在您的小工具驱动程序的模块初始化函数中调用它，以告知底层 usb 控制器驱动程序有关您的驱动程序的信息。在此注册调用返回之前，将调用 bind() 函数以将其绑定到小工具。预计bind()函数将在 init 部分中。

**int usb\_gadget\_unregister\_driver（struct usb\_gadget\_driver \*driver）**

取消注册小工具驱动程序

1）参数

struct usb\_gadget\_driver \*driver

正在取消注册的驱动程序

2）上下文

可以休眠

3）说明

在您的小工具驱动程序的模块清理函数中调用此函数，告诉底层USB控制器，您的驱动程序正在消失。如果控制器连接到USB主机，则首先它会执行disconnect（）。在此过程最终返回之前，也会请求驱动程序进行解绑（unbind（））并清理任何设备状态。预计unbind（）函数将在退出部分中，因此在某些内核中可能无法链接。

**struct usb\_string**

封装C字符串及其USB ID

1）定义

struct usb\_string {

u8 id;

const char \*s;

};

2）成员

id

此字符串的（非零）ID

s

字符串，使用UTF-8编码

3）说明

如果您正在使用usb\_gadget\_get\_string（），请使用此函数包装字符串及其ID。

**struct usb\_gadget\_strings**

给定语言中的一组USB字符串

1）定义

struct usb\_gadget\_strings {

u16 language;

struct usb\_string \*strings;

};

2）成员

language

标识字符串的语言（en-us为0x0409）

strings

带有其ID的字符串数组

3）说明

如果您正在使用usb\_gadget\_get\_string（），请使用此函数包装给定语言的所有字符串。

**void usb\_free\_descriptors(struct usb\_descriptor\_header \*\*v)**

返回的自由描述符usb\_copy\_descriptors()

参数

struct usb\_descriptor\_header \*\*v

描述符向量

#### 可选工具

核心API足以编写USB Gadget驱动程序，但提供了一些可选工具以简化常见任务。这些实用程序包括端点自动配置。

**int usb\_gadget\_get\_string(const struct usb\_gadget\_strings \*table，int id，u8 \*buf)**

填充字符串说明符

1）参数

const struct usb\_gadget\_strings \*table

使用UTF-8编码的c字符串

int id

字符串ID，来自getStringDescriptor的wValue的低字节

u8 \*buf

至少256字节，必须为16位对齐

2）说明

查找与ID匹配的UTF-8字符串，并将其转换为utf16-le中的字符串说明符。返回说明符的长度（始终为偶数）或负errno。如果您的驱动程序需要多种语言的字符串，您可能会在ep0字符串说明符逻辑中“switch(wIndex){...}”使用此例程，使用完后选择要使用的UTF-8字符串集。请注意，US-ASCII是UTF-8的严格子集；任何具有第八位设置的字符串字节将是多字节的UTF-8字符，而不是ISO-8859 / 1字符（也广泛用于C字符串）。

**int usb\_descriptor\_fillbuf(void \*buf，unsigned buflen，const struct usb\_descriptor\_header \*\*src)**

使用说明符填充缓冲区

1）参数

void \*buf

要填充的缓冲区

unsigned buflen

buf的大小

const struct usb\_descriptor\_header \*\*src

以空指针结尾的说明符指针数组。

2）说明

将说明符复制到缓冲区中，如果不能全部复制它们，则返回长度或否定的错误代码。在为作为配置组合设备配置的一部分所使用的一组接口组装说明符或在其他情况下需要组合一组说明符时非常有用。

**int usb\_gadget\_config\_buf(const struct usb\_config\_descriptor \*config，void \*buf，unsigned length，const struct usb\_descriptor\_header \*\*desc)**

构建完整的配置说明符

1）参数

const struct usb\_config\_descriptor \*config

说明符的头，包括特征，如功率要求和接口数。

void \*buf

用于结果配置说明符的缓冲区。

unsigned length

缓冲区的长度。如果不足以容纳整个配置说明符，则会返回错误代码。

const struct usb\_descriptor\_header \*\*desc

指向定义此设备配置中的所有功能（接口、端点等）的说明符的指针的空指针向量。

2）说明

将说明符复制到响应缓冲区中，构建该配置的说明符。返回缓冲区长度或否定状态代码。config.wTotalLength字段设置为与结果的长度匹配，但必须由调用程序设置其他说明符字段（包括功率使用和接口计数）。

Gadget驱动程序可以在响应USB\_REQ\_GET\_DESCRIPTOR时使用它来构建配置说明符。如果需要USB\_DT\_OTHER\_SPEED\_CONFIG，则它们将需要修补结果的bDescriptorType值。

**struct usb\_descriptor\_header \*\*usb\_copy\_descriptors(struct usb\_descriptor\_header \*\*src)**

复制USB说明符向量

1）参数

struct usb\_descriptor\_header \*\*src

要复制的以空指针结尾的向量

2）上下文

可能会休眠的初始化代码

3）说明

这会复制USB说明符向量。它的主要用途是支持usb\_function对象，每个对象可以有多个副本，每个副本需要不同的说明符。函数可以具有静态说明符表，这些说明符表用作模板，并根据给定函数实例所需的标识符（对于接口、字符串、端点等）进行自定义。

#### 组合设备框架

核心API足以编写组合USB设备（在给定配置中具有多个功能）的驱动程序，以及多配置设备（也具有多个功能，但不一定共享给定配置）的驱动程序。但是，有一个可选的框架可使重用和组合功能更容易。

使用此框架的设备提供一个struct usb\_composite\_driver，它又提供一个或多个struct usb\_configuration实例。每个这样的配置包括至少一个结构usb\_function，它封装了一个用户可见的角色，例如“网络链接”或“大容量存储设备”。还可能存在管理功能，例如“设备固件升级”。

**struct usb\_os\_desc\_ext\_prop**

说明一个“扩展属性”

1）定义

struct usb\_os\_desc\_ext\_prop {

struct list\_head entry;

u8 type;

int name\_len;

char \*name;

int data\_len;

char \*data;

struct config\_item item;

};

2）成员

entry

用于保留扩展属性列表

type

扩展属性类型

name\_len

扩展属性Unicode名称长度，包括终止符'0'

name

扩展属性名称

data\_len

扩展属性blob的长度（用于unicode存储双倍len）

data

扩展属性blob

item

在configfs中表示此扩展属性

**struct usb\_os\_desc**

说明与一个接口相关的OS说明符

1）定义

struct usb\_os\_desc {

char \*ext\_compat\_id;

struct list\_head ext\_prop;

int ext\_prop\_len;

int ext\_prop\_count;

struct mutex \*opts\_mutex;

struct config\_group group;

struct module \*owner;

};

2）成员

ext\_compat\_id

由“兼容ID”和“子兼容ID”的16个字节组成

ext\_prop

扩展属性列表

ext\_prop\_len

扩展属性块的总长度

ext\_prop\_count

扩展属性的数量

opts\_mutex

用于保护usb\_function\_instance配置数据的可选互斥锁

group

表示与configfs中接口相关的操作系统说明符

owner

与这个操作系统说明符相关的模块

**struct usb\_os\_desc\_table**

说明与usb\_function一个接口相关的操作系统说明符

1）定义

struct usb\_os\_desc\_table {

int if\_id;

struct usb\_os\_desc \*os\_desc;

};

2）成员

if\_id

接口ID

os\_desc

接口的“扩展兼容性ID”和“扩展属性”

3）说明

每个接口最多只有一个“扩展兼容性ID”，以及一些“扩展属性”。

**struct usb\_function**

说明配置中的一个功能

1）定义

struct usb\_function {

const char \*name;

struct usb\_gadget\_strings \*\*strings;

struct usb\_descriptor\_header \*\*fs\_descriptors;

struct usb\_descriptor\_header \*\*hs\_descriptors;

struct usb\_descriptor\_header \*\*ss\_descriptors;

struct usb\_descriptor\_header \*\*ssp\_descriptors;

struct usb\_configuration \*config;

struct usb\_os\_desc\_table \*os\_desc\_table;

unsigned os\_desc\_n;

int (\*bind)(struct usb\_configuration \*, struct usb\_function \*);

void (\*unbind)(struct usb\_configuration \*, struct usb\_function \*);

void (\*free\_func)(struct usb\_function \*f);

struct module \*mod;

int (\*set\_alt)(struct usb\_function \*, unsigned interface, unsigned alt);

int (\*get\_alt)(struct usb\_function \*, unsigned interface);

void (\*disable)(struct usb\_function \*);

int (\*setup)(struct usb\_function \*, const struct usb\_ctrlrequest \*);

bool (\*req\_match)(struct usb\_function \*,const struct usb\_ctrlrequest \*, bool config0);

void (\*suspend)(struct usb\_function \*);

void (\*resume)(struct usb\_function \*);

int (\*get\_status)(struct usb\_function \*);

int (\*func\_suspend)(struct usb\_function \*, u8 suspend\_opt);

};

2）成员

name

用于诊断，标识该功能。

strings

字符串表，由bind()分配的标识符和控制请求中提供的语言ID进行标识键入。

fs\_descriptors

完整（或低速）说明符表，使用bind()分配的接口和字符串标识符。如果该指针为空，则该功能将不可在全速（或低速）使用。

hs\_descriptors

高速说明符表，使用bind()分配的接口和字符串标识符。如果该指针为空，则该功能将不可在高速使用。

ss\_descriptors

超级速度说明符表，使用bind()分配的接口和字符串标识符。如果在初始化后该指针为空，则该功能将不可在超级速度下使用。

ssp\_descriptors

超级速度加说明符表，使用bind()分配的接口和字符串标识符。如果该指针在初始化后为空，则该功能将不可在超级速度加下使用。

config

在调用usb\_add\_function()时分配；这是此功能所关联的配置。

os\_desc\_table

（接口ID，操作系统说明符）对的表。该功能可以公开多个接口。如果接口是IAD的成员，则仅在表格中具有IAD的第一个接口的条目。

os\_desc\_n

os\_desc\_table中的条目数

bind

在gadget可以注册之前，所有的功能（包括interface或class说明符中使用的字符串和接口标识符；端点；I/O缓冲区等）都应该绑定到可用资源中。

unbind

将bind反转；当取消注册添加此功能的驱动程序时，会作为副作用调用。

free\_func

释放struct usb\_function。

mod

（内部）指向创建此结构的模块。

set\_alt

（必需）重新配置altsettings；功能驱动程序可以在此时初始化usb\_ep.driver数据（当使用时）。请注意，将接口设置为当前的altsetting将重置接口状态，并且所有接口都有一个禁用状态。

get\_alt

返回活动的altsetting。如果没有提供此内容，则仅支持altsetting零。

disable

（必需）表示应禁用该功能。原因包括主机重置或重新配置gadget，以及断开连接。

setup

用于特定于接口的控制请求。

req\_match

测试此功能是否可以处理给定的类请求。

suspend

当主机停止发送USB流量时通知功能。

resume

当主机重新启动USB流量时通知功能。

get\_status

作为回复GetStatus()请求的函数状态，当接收方为Interface时。

func\_suspend

在收到SetFeature(FUNCTION\_SUSPEND)时调用的回调

3）说明

单个USB功能使用一个或多个接口，并且在大多数情况下应支持全速和高速操作。通过usb\_add\_function()与一个配置相关联的每个功能都会导致调用bind()以便在设置gadget驱动程序时分配资源。这些资源包括端点，应使用usb\_ep\_autoconfig()进行分配。

为了支持双速操作，功能驱动程序提供了高速和全速操作的说明符。除了不涉及批量端点的罕见情况外，在每个速度下需要不同的端点说明符。

功能驱动程序选择其自己的策略来管理实例数据。最简单的策略只是声明它“静态”，这意味着该功能只能被激活一次。如果要在给定速度的超过一个配置中公开该功能，则需要支持多个usb\_function结构（每个配置一个）。

更复杂的策略可能会将usb\_function结构封装在驱动程序特定的实例结构中，以允许多次激活。多个激活示例可能是支持在同一配置中具有两个或多个不同实例的CDC ACM功能，为USB主机提供多个独立的逻辑数据链路。

**struct usb\_configuration**

表示一个 gadget 配置name

struct usb\_configuration {

const char \*label;

struct usb\_gadget\_strings \*\*strings;

const struct usb\_descriptor\_header \*\*descriptors;

void (\*unbind)(struct usb\_configuration \*);

int (\*setup)(struct usb\_configuration \*, const struct usb\_ctrlrequest \*);

u8 bConfigurationValue;

u8 iConfiguration;

u8 bmAttributes;

u16 MaxPower;

struct usb\_composite\_dev \*cdev;

};

2）成员

label

用于诊断，说明配置。

strings

字符串表，由 bind() 分配的标识符和控制请求中提供的语言 ID 键控。

descriptors

位于所有函数说明符之前的说明符表。例如，OTG 和供应商特定说明符等。

unbind()

反向绑定；作为注销添加此配置的驱动程序的副作用调用。

setup()

用于委派未由标准设备结构处理或针对特定接口的控制请求。

bConfigurationValue

复制到配置说明符。

iConfiguration

复制到配置说明符。

bmAttributes

复制到配置说明符。

MaxPower

功耗，单位为毫安。考虑总线速度后，用于计算配置说明符中的 bMaxPower。

cdev

由 usb\_add\_config() 分配给 bind() 前；这是与此配置相关联的设备。

3）介绍

配置是围绕功能驱动程序构建的小工具驱动程序的组成部分。简单的 USB gadgets 仅需要一个功能和一个配置，并通过始终提供相同的功能处理双速硬件。稍微复杂一些的 gadgets 可能具有在给定速度下的多个单功能配置；或者具有仅在一个速度下工作的配置。

组合设备定义为包括多个功能的配置。

usb\_configuration 的生命周期包括分配、初始化上述字段和调用 usb\_add\_config() 来设置内部数据并将其绑定到特定设备。然后使用配置的 bind() 方法来初始化所有功能，然后对它们调用 usb\_add\_function()。

这些功能通常彼此独立，但这并非强制性的。CDC WMC 设备是功能经常依赖于其他功能的示例，有些功能是其他功能的附属物。这种相互依赖可以以任何方式进行管理，只要当组合驱动程序从其 bind() 例程返回时，所有说明符都完成即可。

**struct usb\_composite\_driver**

将配置分组为小工具

1）定义

struct usb\_composite\_driver {

const char \*name;

const struct usb\_device\_descriptor \*dev;

struct usb\_gadget\_strings \*\*strings;

enum usb\_device\_speed max\_speed;

unsigned needs\_serial:1;

int (\*bind)(struct usb\_composite\_dev \*cdev);

int (\*unbind)(struct usb\_composite\_dev \*);

void (\*disconnect)(struct usb\_composite\_dev \*);

void (\*suspend)(struct usb\_composite\_dev \*);

void (\*resume)(struct usb\_composite\_dev \*);

struct usb\_gadget\_driver gadget\_driver;

};

2）成员

name

用于诊断，标识驱动程序。

dev

设备的模板说明符，包括默认设备标识符。

strings

由 bind 分配的标识符和控制请求中提供的语言 ID 键控的字符串表。注意第一项是预定义的。可以使用的第一项是 USB\_GADGET\_FIRST\_AVAIL\_IDX。

max\_speed

驱动程序支持的最高速度。

needs\_serial

如果小工具需要用户空间提供序列号，则设置为 1。如果未提供序列号，将打印警告。

bind()

（必填）用于分配整个设备共享的资源，例如字符串 ID，并使用 usb\_add\_config() 添加其配置。此操作可能通过返回负 errno 值而失败；在成功初始化时应返回零。

unbind()

反向绑定；作为注销此驱动程序时的副作用调用。

disconnect()

可选的驱动程序断开方法

suspend()

在功能通知后，通知主机停止发送 USB 流量时使用

resume()

在功能通知前，通知主机重新启动 USB 流量时使用。

gadget\_driver

控制此驱动程序的小工具驱动程序

3）介绍

设备默认报告自供电操作。依靠总线供电的设备应在它们的 bind 方法中报告这一点。

在从 bind 返回之前，可以覆盖模板说明符中的各个字段。这些字段包括正常情况下用于绑定适当的主机侧驱动程序的 idVendor、idProduct 和 bcdDevice 值，以及用于提供用户有意义的设备标识符的三个字符串（iManufacturer、iProduct 和 iSerialNumber）。 （字符串只有在 dev 和字符串中定义它们时才定义。）还报告正确的 ep0 最大包大小，由底层控制器驱动定义。

**module\_usb\_composite\_driver**

module\_usb\_composite\_driver (\_\_usb\_composite\_driver)

用于注册 USB gadget 组合驱动程序的辅助宏

1）参数

\_\_usb\_composite\_driver

usb\_composite\_driver struct

2）介绍

用于 USB gadget 组合驱动程序的辅助宏，它在模块 init/exit 中不执行任何特殊操作。这消除了许多样板文件。每个模块只能使用此宏一次，并且调用它将替换 module\_init() 和 module\_exit()。

**struct usb\_composite\_dev**

表示一个组合 USB gadget

1）定义

struct usb\_composite\_dev {

struct usb\_gadget \*gadget;

struct usb\_request \*req;

struct usb\_request \*os\_desc\_req;

struct usb\_configuration \*config;

u8 qw\_sign[OS\_STRING\_QW\_SIGN\_LEN];

u8 b\_vendor\_code;

struct usb\_configuration \*os\_desc\_config;

unsigned int use\_os\_string:1;

unsigned int setup\_pending:1;

unsigned int os\_desc\_pending:1;

};

2）成员

gadget

只读，抽象了 gadget 的 usb 外围控制器

req

用于控制响应；缓冲区是预分配的

os\_desc\_req

用于操作系统说明符响应；缓冲区是预分配的

config

当前活动的配置

qw\_sign

OS字符串的qwSignature部分

b\_vendor\_code

OS字符串的bMS\_VendorCode部分

os\_desc\_config

要与操作系统说明符一起使用的配置

use\_os\_string

默认为false，感兴趣的小工具可以设置它

setup\_pending

当设置请求排队但未完成时为true

os\_desc\_pending

当os\_desc请求排队但未完成时为true

3）说明

在调用相关设备驱动程序的bind（）之前，将分配并初始化其中一个设备。

未解决的问题：似乎某些WUSB设备将需要通过将正常（有线）小工具与无线小工具组合来构建。该小工具框架的这个版本应该尝试确保这样做不会太糟糕。

处理无线USB设备的一种想法涉及：

第二个小工具在此处，发现机制TBD，但可能需要单独的“注册/注销WUSB小工具”调用；

更新usb\_gadget以包括标志“它是无线的”，“它是有线的”，以及（可能在包装结构中）波段组和物理信息；

假设一个wireless\_ep包装一个usb\_ep，并报告最大突发和最大序列等无线特定参数；

特定于无线链路的配置；

了解无线配置并支持附加功能实例的功能驱动程序；

支持协会设置（如CBAF）的函数，不一定需要无线适配器；

可以创建一个或多个无线配置，包括适当的协会设置支持的组合设备设置；

更多，待定。

**int config\_ep\_by\_speed（struct usb\_gadget \*g，struct usb\_function \*f，struct usb\_ep \* \_ep）**

根据小工具速度配置给定的端点。

1）参数

struct usb\_gadget \* g

指向小工具的指针

struct usb\_function \* f

USB功能

struct usb\_ep \*\_ep

要配置的端点

2）返回

错误代码，成功返回0

此函数根据小工具速度选择正确的说明符并将其保存在端点说明符字段中。如果端点已经分配了说明符，则将其覆盖为当前相应的说明符。端点maxpacket字段根据选择的说明符进行更新。

3）注意

提供的函数应保存所有支持速度的说明符

**int usb\_add\_function（struct usb\_configuration \* config，struct usb\_function \* function）**

将函数添加到配置中

1）参数

struct usb\_configuration \* config

配置

struct usb\_function \* function

正在添加的函数

2）上下文

单线程的小工具设置期间

3）说明

初始化后，每个配置必须添加一个或多个函数。添加函数涉及调用其bind（）方法以分配资源，例如接口和字符串标识符和端点。

该函数返回函数的bind（）的值，其成功为零，否则为负的errno值。

**int usb\_function\_deactivate（struct usb\_function \* function）**

防止函数和小工具enum

1）参数

struct usb\_function \* function

尚未准备好响应的功能

2）说明

通过阻止数据线拉上来激活阻止设备驱动程序响应主机enum的操作。这通常在bind（）处理期间调用，以从初始的“准备响应”状态更改，或者当所需资源可用时。

例如，充当与用户空间守护程序的对通过驱动程序可以在该守护程序（例如OBEX，MTP或打印服务器）准备好处理主机请求之前阻止enum。

并非所有系统都支持对其USB外设数据拉起的软件控制。

成功返回零，否则为负errno。

**int usb\_function\_activate（struct usb\_function \* function）**

允许函数和工具enum

1）参数

struct usb\_function \* function

在其上调用usb\_function\_activate（）的函数

2）说明

反转usb\_function\_deactivate（）的影响。如果没有更多的功能延迟其激活，则设备驱动程序将响应主机enum程序。

成功返回零，否则为负errno。

**int usb\_interface\_id（struct usb\_configuration \* config，struct usb\_function \* function）**

分配未使用的接口ID

1）参数

struct usb\_configuration \* config

与接口相关联的配置

struct usb\_function \* function

处理接口的功能

2）上下文

单线程的小工具设置期间

3）说明

从usb\_function.bind（）回调中调用usb\_interface\_id（）以分配新的接口ID。然后，函数驱动程序将在接口、组合、CDC union和其他说明符中存储该ID。它还将处理针对该接口的任何控件请求，特别是通过set\_alt（）更改其altsetting。还可能存在类特定或供应商特定的请求要处理。

所有接口标识符都应使用此程序分配，以确保例如不同的函数不会错误地将不同的含义分配给相同的标识符。请注意，由于接口标识符是特定于配置的，因此在多个配置中（或在给定配置中多次使用）使用的函数需要相关说明符的多个版本。

返回分配的接口ID；若无法再分配接口ID，则返回-ENODEV。

**int usb\_add\_config(struct usb\_composite\_dev \*cdev, struct usb\_configuration \*config, int (\*bind)(struct usb\_configuration\*))**

向设备添加配置。

1）参数

struct usb\_composite\_dev \*cdev

封装了USB gadget。

struct usb\_configuration \*config

配置，带有已分配的bConfigurationValue。

int (\*bind)(struct usb\_configuration \*)

配置的绑定函数。

2）上下文

在合成设备设置期间是单线程的。

3）说明

复合绑定（bind）程序的主要任务之一是使用此程序添加其支持的每个配置。

此函数返回配置的bind()的值，对于成功为零，否则为负的错误值。绑定配置会分配全局资源，包括字符串ID，以及每个配置资源，例如接口ID和端点。

**int usb\_string\_id(struct usb\_composite\_dev \*c**dev)

分配未使用的字符串ID。

1）参数

struct usb\_composite\_dev \*cdev

正在分配其字符串说明符ID的设备。

2）上下文

在合成设备设置期间是单线程的。

3）说明

从绑定（bind）回调调用usb\_string\_id()来分配字符串ID。功能、配置或设备的驱动程序将在适当的说明符和字符串表中存储该ID。

所有字符串标识符都应使用此usb\_string\_id()，usb\_string\_ids\_tab()或usb\_string\_ids\_n()例程进行分配，以确保例如不同函数不会错误地分配不同含义的相同标识符。

**int usb\_string\_ids\_tab(struct usb\_composite\_dev \*cdev, struct usb\_string \*str)**

分批分配未使用的字符串ID。

1）参数

struct usb\_composite\_dev \*cdev

正在分配其字符串说明符ID的设备。

struct usb\_string \*str

一个usb\_string对象数组，用于指定编号。

2）上下文

在合成设备设置期间是单线程的。

3）说明

从绑定（bind）回调调用usb\_string\_ids()来分配字符串ID。功能、配置或设备的驱动程序将在其他语言的适当说明符和字符串表中将ID从字符串表复制到。

所有字符串标识符都应使用此usb\_string\_ids\_tab()，usb\_string\_id()或usb\_string\_ids\_n()例程进行分配，以确保例如不同函数不会错误地分配不同含义的相同标识符。

**struct usb\_string \*usb\_gstrings\_attach(struct usb\_composite\_dev \*cdev, struct usb\_gadget\_strings \*\*sp, unsigned n\_strings)**

将设备的字符串说明符和id关联起来。

1）参数

struct usb\_composite\_dev \*cdev

正在分配和附加字符串说明符id的设备。

struct usb\_gadget\_strings \*\*sp

要附加的usb\_gadget\_strings数组。

unsigned n\_strings

每个usb\_strings数组条目（sp [] -> strings）中的条目数。

2）说明

此函数将创建usb\_gadget\_strings和usb\_string的深层副本，并将其附加到cdev。实际的字符串（usb\_string.s）将不被复制，但只会做出引用。struct usb\_gadget\_strings数组可以包含多种语言，并应以空终止。每个struct usb\_gadget\_strings的->language指针必须包含相同数量的条目。例如sp [0]是en-US，sp [1]是es-ES。预计es-ES的第一个usb\_string条目包含en-US的第一个usb\_string条目的翻译。因此，这两个条目将分配相同的id。

**int usb\_string\_ids\_n(struct usb\_composite\_dev \*c, unsigned n)**

分批分配未使用的字符串ID。

1）参数

struct usb\_composite\_dev \*c

正在分配其字符串说明符ID的设备。

unsigned n

要分配的字符串ID数。

2）上下文

在合成设备设置期间是单线程的。

3）说明

返回第一个请求的ID。此ID和接下来的n-1个ID现在是有效的ID。至少，只要n是非零的，因为如果是，则返回最后一个请求的ID，此时非常有用。

从绑定（bind）回调调用usb\_string\_ids\_n()来分配字符串ID。功能、配置或设备的驱动程序将在适当的说明符和字符串表中存储该ID。

所有字符串标识符都应使用此usb\_string\_id()，usb\_string\_ids\_tab()或usb\_string\_ids\_n()例程进行分配，以确保例如不同函数不会错误地分配不同含义的相同标识符。

**int usb\_composite\_probe(struct usb\_composite\_driver \*driver)**

注册复合驱动程序。

1）参数

struct usb\_composite\_driver \*driver

要注册的驱动程序。

2）上下文

在合成设备设置期间是单线程的。

3）说明

此函数用于使用组合驱动程序框架注册驱动程序。返回为零或负的errno值。这些值通常来自驱动程序的bind方法，该方法完成设置驱动程序以匹配硬件的所有工作。

在成功返回后，该设备已准备好响应主机的请求，除非其组件在绑定期间调用了usb\_gadget\_disconnect()。这通常是为了等待一些用户空间参与。

**void usb\_composite\_unregister(struct usb\_composite\_driver \*driver)**

注销组合驱动程序。

1）参数

struct usb\_composite\_driver \*driver

要注销的驱动程序。

2）说明

此函数用于使用组合驱动程序框架注销驱动程序。

**void usb\_composite\_setup\_continue(struct usb\_composite\_dev \*cdev)**

继续控制传输

1）参数

struct usb\_composite\_dev \*cdev

等待控制传输的复合设备

2）说明

USB功能驱动程序必须调用此函数以继续控制传输的数据/状态阶段，以防它请求延迟数据/状态阶段。 USB功能的设置处理程序（例如set\_alt（））可以通过返回USB\_GADGET\_DELAYED\_STATUS来请求复合框架延迟设置请求的数据/状态阶段。

#### 复合设备功能

在编写本文时，一些当前的小工具驱动程序已转换为此框架。近期计划包括将所有这些功能转换为此框架，除了gadgetfs以外。

### 外围控制器驱动程序

支持此API的第一个硬件是NetChip 2280控制器，它支持USB2.0高速并基于PCI。这是net2280驱动程序模块。该驱动程序支持Linux内核版本2.4和2.6；请联系NetChip Technologies了解开发板和产品信息。

在小工具框架中工作的其他硬件包括英特尔的PXA 25x和IXP42x系列处理器（pxa2xx\_udc），东芝TC86c001“Goku-S”（goku\_udc），Renesas SH7705/7727（sh\_udc），MediaQ 11xx（mq11xx\_udc），Hynix HMS30C7202（h7202\_udc），国家9303/4（n9604\_udc），德州仪器的OMAP（omap\_udc），Sharp LH7A40x（lh7a40x\_udc）等。其中大多数是全速控制器。

在编写本文时，有人正在小工具驱动程序的驱动程序框架上工作，计划使其中的许多人普遍可用。

有一个部分的USB模拟器，dummy\_hcd驱动程序是可用的。它可以像net2280，pxa25x或sa11x0一样，以可用的端点和设备速度为基础；它模拟控件、批量和在某种程度上打断转移。这让你在普通PC上开发一些小工具驱动程序的部分，而无需任何特殊硬件，可能需要使用诸如在用户模式Linux上运行的GDB等工具来辅助开发。至少有一人表达了兴趣，以适应这种方法，并将其连接到微控制器的模拟器上。这样的模拟器可以帮助调试运行时硬件对软件开发不友好或尚不可用的子系统。

预计会在时间内开发和贡献对其他控制器的支持，随着该驱动程序框架的发展。

### 小工具驱动程序

除了小工具零（主要用于测试和开发与USB控制器硬件驱动程序），还存在其他小工具驱动程序。

有一个以太网小工具驱动程序，它实现了最有用的通信设备类（CDC）模型之一。甚至有一些有关电缆调制解调器互操作性的标准规定使用这个以太网模型作为两个强制性选择之一。使用此代码的小工具像USB主机一样，看起来像是一个以太网适配器。它提供对网络的访问，其中小工具的CPU是一个主机，它可以轻松地桥接、路由或防火墙访问其他网络。由于某些硬件无法完全实现CDC以太网要求，因此该驱动程序还实现了CDC以太网的“仅良好部分”子集。 （该子集不会将自己声明为CDC以太网，以避免创建问题。）

由Pengutronix和Auerswald GmbH贡献了对Microsoft的RNDIS协议的支持。它与CDC Ethernet很像，但它在更少的USB硬件上运行（但不及CDC子集）。然而，它的主要优点是能够直接连接到Microsoft的最新版本，使用Microsoft捆绑和支持的驱动程序，使与Windows的网络变得更加简单。

还支持使用gadgetfs的用户模式小工具驱动程序。这提供了一个用户模式API，将每个端点呈现为单个文件说明符。使用普通的read（）和read（）调用完成I/O。熟悉的工具，如GDB和pthread，可用于开发和调试用户模式驱动程序，因此一旦有了强大的控制器驱动程序，许多应用程序就不需要新的内核模式软件。可用Linux 2.6异步I/O（AIO）支持，以便用户模式软件可以流数据而只略微增加开销。

有一个USB大容量存储类驱动程序，它为与MS-Windows和MacOS等系统的互操作性提供了不同的解决方案。该大容量存储驱动程序使用文件或块设备作为驱动器的后备存储器，就像环形驱动器一样。 USB主机使用大容量存储类规范的BBB、CB或CBI版本，使用透明SCSI命令从后备存储器访问数据。

有一个“串行线”驱动程序，可用于通过USB进行TTY样式操作。该驱动程序的最新版本支持类似于CDC ACM的操作，如USB调制解调器等，并且在大多数硬件上它可以轻松地与MS-Windows互操作。该驱动程序的一个有趣用途是在引导固件（如BIOS）中使用该模型，有时可以在非常小的系统中使用该模型而不需要实际的串行线。

预计随着驱动程序框架的发展，其他类型的小工具将被开发和贡献。

### USB移动 (OTG)

Linux 2.6上的USB OTG支持最初由得克萨斯仪器公司为OMAP 16xx和17xx系列处理器开发。其他OTG系统应以类似的方式工作，但硬件级别的详细信息可能会有很大的差异。

系统需要专门的硬件支持来实现OTG，特别是包括一个特殊的Mini-AB插孔和相关的收发器，以支持双重角色操作它们可以作为主机使用标准的Linux-USB主机端驱动程序堆栈，也可以作为外围设备使用此小工具框架。为此，系统软件依赖于对这些编程接口的小修改，以及新的内部组件（此处称为“OTG控制器”），影响连接到OTG端口的驱动程序堆栈。在每个角色中，系统可以重用现有的硬件中立驱动程序池，分层在控制器驱动程序接口（usb\_bus或usb\_gadget）的顶部。这样的驱动程序最多需要进行小修改，添加支持OTG的大多数调用也可以使非OTG产品受益。

1. 小工具驱动程序测试is\_otg标志，并用它来确定是否在它们的每个配置中包括OTG说明符。
2. 小工具驱动程序可能需要更改以支持两个新的OTG协议，公开在新的小工具属性中，例如b\_hnp\_enable标志。 HNP支持应通过用户界面（两个LED足以）报告，并在某些情况下在主机挂起外围设备时触发。 SRP支持可以像远程唤醒一样由用户发起，可能通过按下相同的按钮实现。
3. 在主机端，USB设备驱动程序需要在适当的时候教会触发HNP，使用usb\_suspend\_device（）。这也有利于节省电池电力，即使对于非OTG配置也很有用。
4. 同样在主机端，驱动程序必须支持OTG“定向外围设备列表”。这只是一个白名单，用于拒绝不受给定Linux OTG主机支持的外围设备。此白名单是产品特定的；每个产品都必须修改otg\_whitelist.h以符合其互操作性规范。

非OTG Linux主机（例如PC和工作站）通常有一些解决方案来添加驱动程序，以便最终可以支持未被识别的外围设备。这种方法对于可能永远不会升级其固件的消费品来说是不合理的，并且通常不太现实，希望像传统的PC /工作站/服务器支持模型那样工作。例如，在产品发货后发现驱动程序错误通常无法修复设备固件，因此不能正常工作。

在那些硬件中立的usb\_bus和usb\_gadget驱动程序接口之下需要做出其他更改；这里不会详细讨论。这些影响每个USB主机或外围控制器的硬件特定代码，以及HCD的初始化方式（因为OTG只能在单个端口上激活）。它们还涉及可能称为OTG控制器驱动程序的内容，该驱动程序管理OTG收发器和OTG状态机逻辑以及OTG端口的大部分根集线器行为。OTG控制器驱动程序需要根据相关设备角色激活和停用USB控制器。一些相关的更改需要在usbcore内部进行，以便它可以识别支持OTG的设备并适当地响应HNP或SRP协议。

## USB锚点

### 什么是锚点？

USB驱动程序需要支持一些回调，要求驱动程序停止与接口的所有IO。为此，驱动程序必须跟踪它已提交的URB，以知道它们全部完成，或者为它们调用usb\_kill\_urb。锚点是一个数据结构，负责跟踪URB并提供处理多个URB的方法。

### 分配和初始化

没有API来分配锚点。它只是声明为struct usb\_anchor。必须调用init\_usb\_anchor（）来初始化数据结构。

### 重新分配

一旦没有与其关联的URB，就可以使用普通的内存管理操作来释放锚点。

### 将URB与锚点关联和解除关联

通过显式调用usb\_anchor\_urb（）将URB与锚点相关联。该关联保持到URB完成（成功）完成。因此，解除关联是自动的。提供了一个函数，用于强制完成（杀死）与锚点关联的所有URB。此外，可以使用usb\_unanchor\_urb（）解除关联。

### 处理多个URB的操作

#### usb\_kill\_anchored\_urbs（）

此功能杀死与锚点相关联的所有URB。URB按照它们被提交的倒序调用。这样就不会重新排序数据。

#### usb\_unlink\_anchored\_urbs（）

该函数解链与锚点关联的所有 URB。 URBs 的处理顺序是它们提交的相反时间顺序。 这类似于 usb\_kill\_anchored\_urbs（），但它不会休眠。 因此，当调用返回时，不保证 URBs 已解链。 它们可能会稍后解链，但将在有限时间内解链。

#### usb\_scuttle\_anchored\_urbs（）

卸载锚点上的所有 URBs。

#### usb\_wait\_anchor\_empty\_timeout（）

该函数等待与锚点关联的所有 URBs 完成或超时，以先到达者为准。它的返回将告诉您是否达到了超时时间。

#### usb\_anchor\_empty（）

如果没有 URBs 与锚点关联，则返回 true。 锁定由调用者负责。

#### usb\_get\_from\_anchor（）

返回锚点的最早的锚定 URB。 URB 将解链并带有一个引用返回。由于您可能将 URB 混合到一个锚点的几个目的地中，因此不能保证返回的是按时间顺序最先提交的 URB。

## USB 批量流

### 背景

USB 3.0 规范中添加了批量端点流。 流允许设备驱动程序超载批量端点，以便可以同时排队多个传输。

流在通用串行总线 3.0 规范的第 4.4.6.4 和 8.12.1.4 节中定义，网址为 https://www.usb.org/developers/docs/ 使用流排队多个 SCSI 命令的 USB 附加 SCSI 协议可以在 T10 网站上找到 （https://t10.org/）。

### 设备端影响

一旦将缓冲区排队到流环中，设备将通过另一个端点上的带外机制被通知数据准备就绪。 然后设备告诉主机要启动哪个“流”。 主机也可以在设备请求之外启动流传输，但是设备可以拒绝该传输。 设备可以随时在流之间切换。

### 驱动程序的影响

int usb\_alloc\_streams(struct usb\_interface \*interface,

struct usb\_host\_endpoint \*\*eps, unsigned int num\_eps,

unsigned int num\_streams, gfp\_t mem\_flags);

设备驱动程序将调用此 API 请求主机控制器驱动程序分配内存，以便驱动程序可以使用达到 num\_streams 个流 ID。他们必须传递需要设置类似流 ID 的 usb\_host\_endpoints 数组。这是为了确保 UASP 驱动程序能够使用相同的流 ID 用于双向命令序列中使用的批量 IN 和 OUT 端点。

返回是错误条件（如果一个端点不支持流，或者 xHCI驱动程序的内存已用尽），或者主机控制器分配给此端点的流数。 xHCI 主机控制器硬件声明可以支持多少流 ID，每个超级速度设备上的批量端点都会说明可以处理多少个流 ID。 因此，驱动程序应该能够处理被分配的流 ID 数少于请求的情况。

如果您有 URB 排队在任何传输中，请勿调用此函数。请勿调用此函数请求少于两个流。

驱动程序将只允许针对相同端点调用一次此 API，而不调用 usb\_free\_streams（）。这是 xHCI 主机控制器驱动程序的简化，并且未来可能会发生改变。

### 选择要使用的新流 ID

流 ID 0 已保留，不应用于与设备通信。如果 usb\_alloc\_streams（）返回为 N，则可以使用流 1 到 N。要将 URB 排队到特定流，请设置urb->stream\_id 值。 如果端点不支持流，则会返回错误。

请注意，如果 xHCI 驱动程序支持辅助流 ID，则必须添加新的 API 以选择下一个流 ID。

### 整理

如果驱动程序希望停止使用流与设备通信，则应调用:

void usb\_free\_streams(struct usb\_interface \*interface,

struct usb\_host\_endpoint \*\*eps, unsigned int num\_eps,

gfp\_t mem\_flags);

当驱动程序释放接口时，所有流 ID 将被释放，以确保不支持流的驱动程序将能够使用端点。

## USB 核心回调

### USB 核心将执行哪些回调？

Usbcore 将通过在驱动程序结构中定义的回调以及驱动程序提交的 URB 的完成处理程序调用驱动程序。仅前者在本文档的范围内。这两种类型的回调是完全独立的。关于完成回调的信息可以在 USB 请求块（URB）中找到。

驱动程序结构中定义的回调包括

1）热插拔回调

@探针

调用以查看驱动程序是否愿意管理设备上的特定接口。

@断开连接

当接口不再可用时调用，通常是因为其设备已被（或正在）断开连接，或者驱动程序模块正在被卸载。

2）通过usbfs的奇怪后门

@ioctl

用于希望通过“usbfs”文件系统与用户空间进行通信的驱动程序。这使得设备能够提供将信息暴露给用户空间的方式，无论它们是否在文件系统中出现或不出现。

3）电源管理（PM）回调

@暂停

当设备即将进入暂停状态时调用。

@恢复

当设备正在恢复时调用。

@reset\_resume

当挂起的设备已经重置而不是被恢复时调用。

4）设备级操作

@重置前

当设备即将被重置时调用。

@重置后

设备重置后调用

ioctl接口（2）仅应在您有非常好的理由时使用。现在首选Sysfs。 USB的电源管理回调在Power Management for USB中单独介绍。

### 调用约定

所有回调函数都是互斥的。没有必要针对其他USB回调进行锁定。所有回调都从任务上下文中调用。你可以睡觉。但是，所有睡眠都有一个很小的固定时间上限是很重要的。特别是您不应调用用户空间并等待结果。

### 热插拔回调

这些回调旨在将驱动程序与接口相关联和取消关联。驱动程序与接口的绑定是独占的。

#### probe（）回调

int (\*probe) (struct usb\_interface \*intf,

const struct usb\_device\_id \*id);

接受或拒绝接口。如果您接受设备，则返回0，否则为-ENODEV或-ENXIO。仅在初始化期间发生真正的错误阻止了驱动程序接受否则将被接受的设备时，应使用其他错误代码。强烈建议您使用usbcore的设施usb\_set\_intfdata（）与接口相关联的数据结构，以便您知道与特定接口相关联的内部状态和身份。设备不会被暂停，您可以进行针对您调用的接口和设备端点0的IO。建议在这里进行不太长时间的设备初始化。

#### disconnect（）回调

void (\*disconnect) (struct usb\_interface \*intf);

此回调是与接口断开任何连接的信号。在从此回调返回后，您不允许对设备进行任何IO。您也不能执行可能干扰到绑定到接口的其他驱动程序的任何其他操作，例如电源管理操作。如果由于物理断开而被调用，所有URB都将被usbcore杀死。请注意，在这种情况下，断开连接将在物理断开后的一段时间内被调用。因此，您的驱动程序必须准备好在回调之前甚至处理失败的IO。

### 设备级回调

#### pre\_reset

int (\*pre\_reset)(struct usb\_interface \*intf);

驱动程序或用户空间正在触发设备上的重置，该设备包含作为参数传递的接口。停止IO，等待所有未完成的URB完成，并保存您需要恢复的任何设备状态。在调用post\_reset方法之前，不得提交任何其他URB。

如果您需要在此处分配内存，请使用GFP\_NOIO或GFP\_ATOMIC，如果您处于原子上下文中，请使用GFP\_ATOMIC。

#### post\_reset

int (\*post\_reset)(struct usb\_interface \*intf);

重置已完成。恢复任何保存的设备状态并开始再次使用设备。

如果您需要在此处分配内存，请使用GFP\_NOIO或GFP\_ATOMIC，如果您处于原子上下文中，请使用GFP\_ATOMIC。

### 调用序列

对于未绑定到您的驱动程序的接口，不会调用除probe之外的任何回调。

仅在接口绑定到驱动程序之后，disconnect才会在再次探测相同接口之前被调用。

一旦将驱动程序绑定到接口，除了pre\_reset和post\_reset之间之外，disconnect可以随时调用。无论重置失败还是设备已被拔出，pre\_reset总是由post\_reset后跟，。

暂停始终后跟以下情况之一恢复，重置恢复或断开连接。

## USB DMA

在Linux 2.5内核（及更高版本）中，USB设备驱动程序对如何使用DMA执行I / O操作具有额外的控制权。 API的详细信息在内核USB编程指南（源代码的kerneldoc）中详细说明。

### API概述

大局是USB驱动程序可以继续忽略大多数DMA问题，虽然它们仍然必须提供DMA-ready缓冲区（请参阅动态DMA映射指南）。那是它们通过2.4（以及更早）内核的工作方式，或者它们现在可以是DMA-aware。

DMA感知的USB驱动程序：

1）新的调用使DMA感知驱动程序能够分配dma缓冲区并管理现有的dma-ready缓冲区的dma映射（见下文）。

2）URBs有一个额外的“transfer\_dma”字段，以及一个transfer\_flags位，用于指示它是否有效。（控制请求也有“setup\_dma”，但驱动程序不得使用它。）

3）如果DMA感知驱动程序没有首先执行这些操作并设置URB\_NO\_TRANSFER\_DMA\_MAP，那么“usbcore”将映射此DMA地址。HCD不管理URB的DMA映射。

4）有一个新的“通用DMA API”，其中的某些部分可由USB设备驱动程序使用。永远不要在任何USB接口或设备上使用dma\_set\_mask()，因为那可能会破坏所有共享该总线的设备。

### 消除复制

避免让CPU无谓地复制数据是很好的。成本可能会累积，并且像高速缓存崩溃之类的影响会产生微妙的惩罚。

1）如果您一直从同一缓冲区传输大量小数据，那么在使用IOMMU管理DMA映射的系统上，这可能会占用大量资源。每个请求都设置和撤下IOMMU映射的成本可能比执行I/O高得多！

对于这些特定情况，USB有原始函数来分配更便宜的内存。它们的工作方式类似于kmalloc和kfree版本，可以给出要存储在urb->transfer\_buffer和urb->transfer\_dma中的正确类型的地址。您还将在urb->transfer\_flags中设置URB\_NO\_TRANSFER\_DMA\_MAP:

void \*usb\_alloc\_coherent (struct usb\_device \*dev, size\_t size,

int mem\_flags, dma\_addr\_t \*dma);

void usb\_free\_coherent (struct usb\_device \*dev, size\_t size,

void \*addr, dma\_addr\_t dma);

大多数驱动程序不应该使用这些原始函数；它们不需要使用这种类型的内存（“dma-coherent”），从kmalloc()返回的内存完全可以正常工作。

返回的内存缓冲区是“dma-coherent”的；有时您可能需要使用内存屏障来强制一致的内存访问顺序。它不使用流DMA映射，因此在I/O会否毁掉IOMMU映射的系统上进行小型传输很好（有关“连贯”和“流媒体”DMA映射的定义，请参见动态DMA映射指南）。

请求1/N页（以及请求N页）是相当节省空间的。

在大多数系统上，返回的内存将是未缓存的，因为DMA一致内存的语义要么绕过CPU缓存，要么使用带有总线探测支持的高速缓存硬件。虽然x86硬件具有这样的总线探测，但许多其他系统使用软件来刷新缓存行以防止DMA冲突。

2）某些EHCI控制器上的设备可以处理对/从高内存的DMA。

不幸的是，当前的Linux DMA基础结构没有合理的方式来展示这些功能...而且在任何情况下，HIGHMEM大多是特定于x86\_32的设计瑕疵。因此，最好确保您从不将highmem缓冲区传递到USB驱动程序中。这很容易；它是默认行为。只需不要覆盖它；例如使用NETIF\_F\_HIGHDMA。

这可能会迫使您的调用者进行一些反弹缓冲，从高内存复制到“正常”的DMA存储器。如果您能找到一种解决此问题的好方法（针对具有1 GByte以上内存的x86\_32机器），请随时提交补丁。

### 使用现有缓冲区

在将现有缓冲区映射到设备的DMA地址空间之前，这些现有缓冲区无法用于DMA。但是，大多数传递给驱动程序的缓冲区可以安全地使用这种DMA映射。（请参见动态DMA映射指南的第一部分，标题为“什么内存可以进行DMA？”）。

1）当您使用散点列表时，您可以一次映射所有内容。在某些系统上，这会触发IOMMU，并将散点列表变成单个DMA事务:

int usb\_buffer\_map\_sg (struct usb\_device \*dev, unsigned pipe,

struct scatterlist \*sg, int nents);

void usb\_buffer\_dmasync\_sg (struct usb\_device \*dev, unsigned pipe,

struct scatterlist \*sg, int n\_hw\_ents);

void usb\_buffer\_unmap\_sg (struct usb\_device \*dev, unsigned pipe,

struct scatterlist \*sg, int n\_hw\_ents);

使用新的usb\_sg\_\*()调用可能更容易，它们会进行DMA映射并应用其他调整，以使scatterlist i/o变得快速。

2）某些驱动程序可能更喜欢使用它们正在映射大缓冲区并同步它们的安全重用模型。（如果没有重用，则让usbcore进行映射/取消映射。）巨大的周期性传输在这里是好例子，因为仅同步缓冲区比每次urb完成时对其进行取消映射并在重新提交期间重新映射它更便宜。

当使用这些调用时，所有初始化的urbs都能够正常工作urb->dev，urb->pipe，urb->transfer\_buffer和urb->transfer\_buffer\_length。如果urb是控制请求，那么urb->setup\_packet也必须有效:

struct urb \*usb\_buffer\_map (struct urb \*urb);

void usb\_buffer\_dmasync (struct urb \*urb);

void usb\_buffer\_unmap (struct urb \*urb);

这些调用将为您管理urb->transfer\_dma，并设置URB\_NO\_TRANSFER\_DMA\_MAP，以便usbcore不会映射或取消映射缓冲区。它们不能用于控制请求中的设置数据包缓冲区。

请注意，目前已注释掉了其中一些接口，因为它们没有当前用户。请参阅源代码。除了dmasync调用（其中底层DMA原语已更改）外，如果您想使用它们，大多数调用都可以很容易地取消注释。

## USB请求块 (URB)

修订：2000-12-05

再次修订：2002-06-06

再次修订：2005-09-19

再次修订：2017-03-29

**注**

USB子系统现在在Linux-USB主机端API部分中具有重要内容，这些内容根据当前源代码生成。此特定文档文件不完整，可能没有更新到最后一个版本；除了快速概述外，请不要依赖它。

### 基本概念或“什么是URB？”

新驱动程序的基本思想是消息传递，消息本身称为USB请求块，简称为URB。

1. URB包含执行任何USB事务并传递数据和状态的所有相关信息。
2. 执行URB本质上是异步操作，即usb\_submit\_urb（）调用在成功排队所请求的动作之后立即返回。
3. 可以随时使用usb\_unlink\_urb（）取消一组URB的传输。
4. 每个URB都有一个完成处理程序，该程序在成功完成或取消操作后被调用。 URB还包含用于向完成处理程序传递信息的上下文指针。
5. 每个设备的每个端点逻辑上支持请求队列。您可以填充该队列，以便USB硬件在驱动程序处理另一个完成之时仍然可以将数据传输到端点。这最大化了USB带宽的使用，并在使用周期传输模式时支持对设备的流畅数据流。

### URB结构

struct urb中的一些字段为:

struct urb

{

// (IN) device and pipe specify the endpoint queue

struct usb\_device \*dev; // pointer to associated USB device

unsigned int pipe; // endpoint information

unsigned int transfer\_flags;//URB\_ISO\_ASAP, URB\_SHORT\_NOT\_OK, etc.

// (IN) all urbs need completion routines

void \*context; // context for completion routine

usb\_complete\_t complete; // pointer to completion routine

// (OUT) status after each completion

int status; // 返回ed status

// (IN) buffer used for data transfers

void \*transfer\_buffer; // associated data buffer

u32 transfer\_buffer\_length; // data buffer length

int number\_of\_packets; // size of iso\_frame\_desc

// (OUT) sometimes only part of CTRL/BULK/INTR transfer\_buffer is used

u32 actual\_length; // actual data buffer length

// (IN) setup stage for CTRL (pass a struct usb\_ctrlrequest)

unsigned char \*setup\_packet; // setup packet (control only)

// Only for PERIODIC transfers (ISO, INTERRUPT)

// (IN/OUT) start\_frame is set unless URB\_ISO\_ASAP isn't set

int start\_frame; // start frame

int interval; // polling interval

// ISO only: packets are only "best effort"; each can have errors

int error\_count; // number of errors

struct usb\_iso\_packet\_descriptor iso\_frame\_desc[0];

};

您的驱动程序必须使用所需接口中的适当端点说明符中的值创建“管道”值。

### 如何获得URB？

通过调用usb\_alloc\_urb（）来分配URB

struct urb \*usb\_alloc\_urb(int isoframes, int mem\_flags)

返回是分配的URB的指针，如果分配失败，则返回0。参数isoframes指定要调度的等时传输帧的数量。对于CTRL / BULK / INT，请使用0。mem\_flags参数具有标准的内存分配标志，让您控制（among other things）底层代码是否可以阻止。

要释放URB，请使用usb\_free\_urb（）:

void usb\_free\_urb(struct urb \*urb)

您可以释放已提交但尚未在完成回调中返回给您的URB。当不再使用时，它将自动被释放。

### 什么必须填写？

根据事务类型，定义了一些内联函数，例如usb\_fill\_control\_urb（），usb\_fill\_bulk\_urb（）和usb\_fill\_int\_urb（），可简化初始化。总的来说，它们需要USB设备指针，管道（通常从usb.h中的一般格式），传输缓冲区，所需传输长度，完成处理程序及其上下文。看看一些现有驱动程序，看看它们如何使用。

标志：

1）对于ISO，有两种启动行为指定的start\_frame或ASAP。

2）对于ASAP，将URB\_ISO\_ASAP设置在transfer\_flags中。

如果不应容忍短包，请在transfer\_flags中设置URB\_SHORT\_NOT\_OK。

### 如何提交URB？

只需调用usb\_submit\_urb（）:

int usb\_submit\_urb(struct urb \*urb, int mem\_flags)

mem\_flags参数（例如GFP\_ATOMIC）控制内存分配，例如当内存紧张时低层是否可以阻止。

它立即返回，状态为0（请求排队）或某个错误代码，通常由以下原因引起：

内存不足（-ENOMEM）

设备拔出（-ENODEV）

端点停滞（-EPIPE）

太多排队的ISO传输（-EAGAIN）

请求的ISO帧数太多（-EFBIG）

无效的INT间隔（-EINVAL）

对于iso点，完成处理程序应该使用多缓冲器（re）将URB提交到相同的端点，并使用URB\_ISO\_ASAP标志，以获得无缝的ISO流。

### 如何取消已运行的URB？

有两种方法可以取消您提交但尚未返回到驱动程序的URB。对于异步取消，调用usb\_unlink\_urb（）

int usb\_unlink\_urb(struct urb \*urb)

它从内部列表中删除urb并释放所有分配的HW说明符。状态已更改以反映取消链接。请注意，通常情况下，当usb\_unlink\_urb（）返回时，URB尚未完成；您仍然必须等待调用完成处理程序。

要同步取消URB，请调用usb\_kill\_urb（）

void usb\_kill\_urb(struct urb \*urb)

它执行usb\_unlink\_urb（）所做的所有事情，并且此外它等待URB已返回并且完成处理程序已完成。它还将将URB标记为暂时无法使用，因此如果完成处理程序或任何其他人尝试重新提交它，则会收到-EPERM错误。因此，当usb\_kill\_urb（）返回时，您可以确保URB完全空闲。

需要考虑寿命问题。 URB可以随时完成，完成处理程序可以释放URB。如果在运行usb\_unlink\_urb（）或usb\_kill\_urb（）时发生这种情况，它将导致内存访问违规。驱动程序负责避免这种情况，这通常意味着需要某种锁来防止在URB仍在使用时将其释放。

另一方面，由于usb\_unlink\_urb可能会调用完成处理程序，因此当调用usb\_unlink\_urb时，处理程序不得获取任何保持的锁。解决此问题的通用解决方案是在保持锁定的同时递增URB的引用计数，然后放弃锁定并调用usb\_unlink\_urb或usb\_kill\_urb，然后递减URB的引用计数。您通过调用:c:func`usb\_get\_urb`来递增引用计数:

struct urb \*usb\_get\_urb（struct urb \*urb）

（忽略返回；它与参数相同），通过调用usb\_free\_urb（）来递减引用计数。当然，如果完成处理程序不会释放URB，则所有这些都是不必要的。

### 完成处理程序怎么样？

处理程序具有以下类型

typedef void (\*usb\_complete\_t)(struct urb \*)

即它获得导致完成调用的URB。在完成处理程序中，您应该查看urb->status以检测任何USB错误。由于上下文参数包含在URB中，因此可以将信息传递给完成处理程序。

请注意，即使报告了错误（或取消链接），数据也可能已传输。这是因为USB传输被分包处理；在调用完成之前，可能需要传输十六个数据包才能传输您的1KByte缓冲区中的十个成功传输。

**警告**

永远不要在完成处理程序中休眠。

这些经常在原子上下文中调用。

在当前内核中，完成处理程序在本地中断禁用的情况下运行，但在未来，这将被更改，因此不要假设本地IRQ始终在完成处理程序内部禁用。

### 如何进行等时（ISO）传输？

除了存在于批量传输中的字段外，对于ISO，您还必须将urb->interval设置为何时进行传输的时间间隔；通常是每帧一次（对于高速设备，这是每个微帧一次）。实际使用的间隔将是您指定的不大于的2的幂。您可以使用usb\_fill\_int\_urb（）宏来填充大多数ISO传输字段。

对于ISO传输，您还必须填写单个usb\_iso\_packet\_descriptor结构，该结构由usb\_alloc\_urb（）在URB的末尾分配，用于要安排的每个数据包。

usb\_submit\_urb（）调用会修改urb->interval以实现间隔值，该值小于或等于请求的间隔值。如果使用URB\_ISO\_ASAP调度，则还会更新urb->start\_frame。

对于每个条目，必须指定此帧的数据偏移量（基于transfer\_buffer），并指定要写入/期望读取的长度。完成后，actual\_length包含实际传输长度，status包含此帧的ISO传输的结果状态。允许从帧到帧指定可变长度（例如用于音频同步/自适应传输速率）。您还可以使用长度0来省略一个或多个帧（条纹）。

为了调度，您可以选择自己的起始帧或URB\_ISO\_ASAP。如前所述，如果您始终保留至少一个URB排队，且完成保持（重新）提交稍后的URB，则会获得平滑的ISO流（如果USB带宽利用允许）。

如果指定自己的起始帧，请确保它比当前帧提前几个帧。如果您正在将ISO数据与某些其他事件流同步，则可能需要此模式。

### 如何启动中断（INT）传输？

中断传输与等时传输一样是周期性的，并以2的幂（1、2、4等单位）为间隔发生。完整和低速设备的单位是帧，高速设备的单位是微帧。您可以使用usb\_fill\_int\_urb（）宏填充INT传输字段。

usb\_submit\_urb（）调用修改urb->interval为已实现的间隔值，该值小于或等于请求的间隔值。

在Linux 2.6中，与早期版本不同，中断URB在完成后不会自动重新启动。它们在调用完成处理程序时结束，就像其他URB一样。如果您希望中断URB重新启动，则必须通过您的完成处理程序重新提交它。

## USB电源管理

### 什么是电源管理？

电源管理（PM）是一种通过暂停计算机系统的某些部分来节省能源的实践。当组件处于暂停状态时，它处于非功能性低功率状态；它甚至可能完全关闭。当内核需要使用它时，可以恢复暂停的组件（返回到功能全功率状态）。（还有一些PM形式，其中组件被放置在较不功能但仍可用的状态而不是被暂停；例如减少CPU的时钟速率。本文档不讨论那些其他形式。)

当被暂停的部件包括CPU和大部分其余系统时，我们将其称为“系统暂停”。当在整个系统仍在运行的情况下关闭特定设备时，我们称其为“动态暂停”（也称为“运行时暂停”或“选择性暂停”）。本文主要集中讨论USB子系统中如何实现动态PM，尽管对系统PM也有一定涵盖（有关更多有关系统PM的信息，请参见Documentation/power/\*.rst）。

只有内核启用了CONFIG\_SUSPEND或CONFIG\_HIBERNATION选项才支持系统PM。内核启用CONFIG\_PM选项时，USB的动态PM支持是存在的。

[历史上，只有内核已构建CONFIG\_USB\_SUSPEND选项（该选项取决于CONFIG\_PM\_RUNTIME）才支持USB的动态PM。从3.10内核版本开始，内核启用CONFIG\_PM\_RUNTIME选项时，USB的动态PM支持是存在的。CONFIG\_USB\_SUSPEND选项已被删除。]

### 什么是远程唤醒？

当设备被暂停时，它通常不会恢复，直到计算机要求它恢复。同样，如果整个计算机被暂停，通常不会恢复，直到用户告诉它，例如通过按电源按钮或打开盖子。

但是，有些设备具有自行恢复、请求内核恢复它们甚至告诉整个计算机恢复的功能。这种功能称为“远程唤醒”，有多个名称，例如“Wake On LAN”；我们将其通用地称为“远程唤醒”。当设备启用了远程唤醒并且被暂停时，它可能会对某些外部事件作出恢复恢复（或发送恢复请求）。例如，键盘被暂停时按下一个键就会恢复，或者USB集线器被暂停时插入设备就会恢复。

### 何时算作USB设备处于空闲状态？

当内核认为USB设备没有忙于执行任何重要任务并因此将其暂停时，设备处于空闲状态。确切的定义取决于设备的驱动程序。即使没有实际通信发生，驱动程序也可以声明设备不是空闲状态。 （例如，除非该集线器中所有已插入该集线器的设备都已暂停，否则不认为集线器处于空闲状态。）此外，只要程序保持其usbfs文件打开，无论是否会进行任何I/O操作，设备都不会被视为空闲。如果USB设备没有驱动程序，其usbfs文件没有打开，并且没有通过sysfs进行访问，则它肯定处于空闲状态。

### 动态PM的形式

动态暂停是指内核决定暂停空闲设备的情况，简称为自动暂停。通常情况下，设备除非空闲一段最小时间（即所谓的空闲延迟时间），否则不会被自动暂停。

当然，内核自主操作不应妨碍计算机或其设备的正常工作。如果设备已经被自动暂停，并且程序尝试使用它，内核将自动恢复该设备（自动恢复）。出于同样的原因，如果设备支持远程唤醒，自动暂停的设备通常会启用远程唤醒。

值得一提的是，许多USB驱动程序不支持自动暂停。事实上，在此篇文章撰写时（Linux 2.6.23），唯一支持它的驱动程序是hub驱动程序、kaweth、asix、usblp、usblcd和usb-skeleton（不计算在内）。如果绑定到设备的是不支持的驱动程序，则设备不会被自动暂停。实际上，内核会假装该设备从未处于空闲状态。

我们可以将电源管理事件分为两大类外部和内部。外部事件是由USB堆栈之外的某个代理触发的系统挂起/恢复（由用户空间触发）、手动动态恢复（也由用户空间触发）和远程唤醒（由设备触发）。内部事件是由USB堆栈内部触发的自动暂停和自动恢复。请注意，所有动态暂停事件都是内部事件；外部代理不允许发出动态暂停。

### 动态PM的用户界面

控制动态PM的用户界面位于每个USB设备的sysfs目录的power/子目录中，即/sys/bus/usb/devices/.../power/，其中“…”是设备的ID。相关属性文件包括wakeup、control和autosuspend\_delay\_ms。（可能还有一个名为level的文件；这个文件已经在2.6.35内核中被废弃，并被control文件所取代。在2.6.38中，autosuspend文件将被废弃，并被autosuspend\_delay\_ms文件所取代。唯一的区别是新文件用毫秒表示延迟，而旧文件使用秒。令人困惑的是，两个文件都存在于2.6.37中，但只有autosuspend有效。）

power/wakeup

如果设备不支持远程唤醒，则此文件为空。否则，文件包含单词“enabled”或“disabled”，您可以将这些单词写入文件中。设置确定设备在下次挂起时是否启用远程唤醒。（如果在设备挂起时更改了设置，则更改将在下次挂起之前不会生效。）

power/control

此文件包含两个单词之一on或auto。您可以将这些单词写入文件中以更改设备的设置。

1）on意味着应恢复设备，并且不允许自动暂停。（当然，仍可以允许系统挂起。）

2）auto是内核允许自动暂停和自动恢复设备的正常状态。（在2.6.32之前的内核版本中，您还可以指定suspend，这意味着设备应保持挂起状态，而自动恢复是不允许的。这个设置已不再被支持。）

power/autosuspend\_delay\_ms

此文件包含一个整数值，表示设备在内核自动暂停它之前应保持空闲的毫秒数（空闲延迟时间）。默认值为2000。0表示一旦设备进入空闲状态就自动暂停，负数表示永远不会自动暂停。您可以将数字写入文件中以更改自动暂停的空闲延迟时间。

将-1写入power/autosuspend\_delay\_ms并在power/control中写入on实际上是相同的操作——它们都防止设备被自动暂停。是的，这在API中是冗余的。

（在2.6.21中，将0写入power/autosuspend将防止设备被自动暂停；这种行为在2.6.22中被更改。在2.6.21之前不存在power/autosuspend属性，2.6.22之前不存在power/level属性，2.6.34中添加了power/control属性，2.6.37中添加了power/autosuspend\_delay\_ms属性，但直到2.6.38才变得实用。）

### 更改默认的空闲延迟时间

usbcore模块参数控制默认的自动暂停空闲延迟时间（以秒为单位）。您可以在加载usbcore时指定该值。例如，将其设置为5秒而不是2秒为：

modprobe usbcore autosuspend=5

同样，您可以在/etc/modprobe.d中的配置文件中添加一行，说

options usbcore autosuspend=5

一些发行版在启动过程中非常早地加载usbcore模块，通过从initramfs映像运行的程序或脚本来完成。要更改参数值，必须重新构建该映像。

如果usbcore被编译到内核中而不是作为可加载模块构建，则可以将以下内容添加到内核的引导命令行中：

usbcore.autosuspend=5

最后，可以在系统运行时更改参数值。如果执行：

echo 5 >/sys/module/usbcore/parameters/autosuspend

然后每个新的USB设备的autosuspend空闲延迟都将初始化为5。 （已经存在设备的空闲延迟值不会受影响。）

将初始默认空闲延迟设置为-1将防止任何USB设备的自动挂起。这具有使您能够仅对选择的设备启用自动挂起的好处。

### 警告

USB规范规定，所有USB设备都必须支持电源管理。尽管如此，悲惨的事实是许多设备支持得不是很好。您可以将它们挂起，但是当尝试恢复它们时，它们会断开与USB总线的连接或完全停止工作。虽然打印机和扫描仪似乎特别容易出现此问题，但许多其他类型的设备也存在同样的缺陷。

因此，内核默认情况下禁用除集线器以外的所有设备的自动挂起（power / control属性初始化为on）。至少，集线器在这方面似乎表现得比较好。

（在2.6.21和2.6.22中不是这种情况。几乎所有USB设备默认启用了自动挂起。因此，许多人经历了问题。）

这意味着，除非用户或程序明确启用它，否则不会自动挂起非集线器设备。就我所知，目前没有广泛使用的程序可以做到这一点，我们希望在不久的将来，设备管理器（如HAL）将承担这项额外的责任。同时，您始终可以手动执行必要的操作或将它们添加到udev脚本中。您还可以更改空闲延迟时间。 2秒并不是每个设备的最佳选择。

如果驱动程序知道其设备具有适当的挂起/恢复支持，它可以自行启用自动挂起。例如，笔记本电脑的网络摄像头视频驱动程序可能会这样做（在最近的内核中，他们确实这样做了），因为这些设备很少使用，因此通常应该自动挂起。

有时候，即使设备使用自动挂起表现良好，仍会出现问题。例如，管理键盘和鼠标的usbhid驱动程序具有自动挂起支持。使用多个键盘进行测试，打字会导致键盘进行远程唤醒，但仍然经常会导致丢失的按键。使用鼠标的测试表明，其中一些将对按钮按下发出远程唤醒请求，但不会对运动产生反应，而另一些则对两者都不会做出反应。

内核不会阻止您在无法处理它的设备上启用自动挂起。理论上，甚至可能在错误的时间挂起设备而损坏设备。 （高度不可能，但有可能。）小心。

### 电源管理的驱动程序界面

USB驱动程序支持外部电源管理的要求非常简单，驱动程序仅需在其usb\_driver结构中定义:

.suspend

.resume

.reset\_resume

方法，并且reset\_resume方法是可选的。方法的工作非常简单：

1）挂起方法被调用以警告驱动程序设备将被挂起。如果驱动程序返回负错误代码，则挂起将被中止。通常，驱动程序将返回0，在这种情况下，它必须取消所有未完成的URB（usb\_kill\_urb（）），并且不需要提交任何更多的URB。

2）恢复方法被调用以告诉驱动程序设备已经恢复，并且驱动程序可以返回到正常操作。可以再次提交URB。

3）reset\_resume方法被调用以告诉驱动程序设备已经恢复，并且它也已被重置。由于设备可能已经失去了大部分或全部状态（虽然接口将与挂起之前的相同），因此驱动程序应重新进行任何必要的设备初始化。

如果设备在挂起时断开连接或关闭电源，则将调用disconnect方法而不是resume或reset\_resume方法。当从休眠中唤醒时，这也很可能发生，因为许多系统在休眠期间不保持USB主机控制器的挂起电流。（可以通过使用USB Persist工具解决休眠强制断开问题。）

reset\_resume方法由USB Persist工具（参见系统挂起期间的USB设备持久化）使用，并且在未启用CONFIG\_USB\_PERSIST的某些情况下也可以使用。目前，在恢复期间重置设备并且驱动程序没有reset\_resume方法时，驱动程序不会收到有关恢复的任何通知。较新的内核将调用驱动程序的断开方法；2.6.23不会这样做。

USB驱动程序绑定到接口，因此当接口挂起或恢复时，它们的挂起和恢复方法会被调用。原则上，人们可能希望挂起设备上的某些接口（即，强制为那些接口停止所有活动的驱动程序），而不挂起其他接口。USB核心不允许这样做；当设备本身挂起时，所有接口都被挂起，当设备恢复时，所有接口都被恢复。无法挂起或恢复设备的全部而不是部分接口。您唯一能够接近这一点是取消接口的绑定驱动程序。

### 自动挂起和自动恢复的驱动程序接口

为了支持自动挂起和自动恢复，驱动程序应实现上述三种方法。此外，驱动程序通过在其usb\_driver结构中设置.supports\_autosuspend标志来指示其支持自动挂起。因此，一旦驱动程序的任一接口变得繁忙或空闲，它就有责任通知USB核心。驱动程序通过调用以下六个函数来实现:

int usb\_autopm\_get\_interface(struct usb\_interface \*intf);

void usb\_autopm\_put\_interface(struct usb\_interface \*intf);

int usb\_autopm\_get\_interface\_async(struct usb\_interface \*intf);

void usb\_autopm\_put\_interface\_async(struct usb\_interface \*intf);

void usb\_autopm\_get\_interface\_no\_resume(struct usb\_interface \*intf);

void usb\_autopm\_put\_interface\_no\_suspend(struct usb\_interface \*intf);

这些函数通过在usb\_interface的嵌入式设备结构中维护使用计数器来工作。当计数器>0时，接口被视为繁忙，内核将不会自动挂起接口的设备。当使用计数器=0时，接口被视为空闲，内核可能会自动挂起设备。

驱动程序必须小心平衡其对使用计数器的总体更改。当驱动程序从其接口取消绑定时，“get”保持不平衡将继续生效，如果接口再次绑定到驱动程序，则会阻止设备进入运行时挂起。另一方面，只要驱动程序保留接口的活动引用（通过usb\_get\_intf和usb\_put\_intf），即使从其断开例程返回，也允许使用usb\_autopm\_\*函数来实现此平衡 - 例如从工作队列例程中。

使用异步例程的驱动程序负责其自身的同步和互斥。

usb\_autopm\_get\_interface()增加使用计数器并自动恢复设备（如果设备已挂起）。如果自动恢复失败，则计数器将被递减。

usb\_autopm\_put\_interface()递减使用计数器并在新值=0时尝试自动挂起。

usb\_autopm\_get\_interface\_async()和usb\_autopm\_put\_interface\_async()的操作与非异步对应物差不多。最大的区别在于它们使用工作队列执行作业的恢复或挂起部分。因此，它们可以在原子上下文中调用，例如URB的完成处理程序，但它们返回时设备通常还没有达到所需的状态。

usb\_autopm\_get\_interface\_no\_resume()和usb\_autopm\_put\_interface\_no\_suspend()仅递增或递减使用计数器；它们不尝试执行自动恢复或自动挂起。因此，它们可以在原子上下文中调用。

最简单的使用模式是驱动程序在其打开例程中调用usb\_autopm\_get\_interface()并在其关闭或释放例程中调用usb\_autopm\_put\_interface()。但是也可以使用其他模式。

上述自动挂起尝试通常会因某种原因而失败。例如，可能将power/control属性设为on，或者同一设备中的另一个接口可能不空闲。这是完全正常的。如果失败的原因是设备还没有空闲足够长的时间，定时器将被调度自动执行操作，以便在auto挂起空闲延迟到期时执行。

自动恢复尝试也可能会失败，尽管失败意味着设备不再存在或不正常运行。与自动挂起不同，自动恢复没有空闲延迟。

### 驱动程序接口的其他部分

如果驱动程序知道设备可以正确地挂起和恢复，则可以在其探测()例程中调用:

usb\_enable\_autosuspend(struct usb\_device \*udev);

以启用其设备的自动挂起。这等效于将“auto”写入设备的power/control属性。同样，驱动程序可以通过调用来禁用自动挂起:

usb\_disable\_autosuspend(struct usb\_device \*udev);

这与将“on”写入power/control属性完全相同。

有时驱动程序需要确保在自动暂停期间启用远程唤醒。例如，如果用户无法通过键盘上的键入触发远程唤醒，则自动暂停键盘没有太大意义。如果驱动程序将intf->needs\_remote\_wakeup设置为1，则如果远程唤醒不可用，内核将不会自动暂停设备。（但是，如果设备已经自动暂停，则设置此标志不会导致内核自动恢复它。通常，驱动程序会在其探测方法中设置此标志，在此时设备保证不会自动暂停。）

如果驱动程序在中断上下文中异步进行其I/O，则应在开始输出之前调用usb\_autopm\_get\_interface\_async()，并在输出队列排空时调用usb\_autopm\_put\_interface\_async()。当它接收到输入事件时，应调用

usb\_mark\_last\_busy(struct usb\_device \*udev);

在事件处理程序中。这告诉PM核心该设备刚刚繁忙，因此下一个自动暂停空闲延迟到期应被推迟。许多usb\_autopm\_\*例程也会进行此调用，因此仅当中断驱动输入到达时驱动程序才需要考虑这一点。

异步操作始终会产生竞争。例如，当核心刚刚决定设备已经足够长时间处于空闲状态但尚未调用驱动程序的挂起方法时，驱动程序可能会在此时调用usb\_autopm\_get\_interface\_async()例程。挂起方法必须负责与I/O请求例程和URB完成处理程序同步；如果驱动程序需要使用设备，则它应使自动挂起失败并带有-EBUSY。

永远不应允许外部挂起调用以这种方式失败，仅应自动暂停调用。驱动程序可以通过将PMSG\_IS\_AUTO()宏应用于挂起方法的消息参数来区分它们；它将为内部PM事件（自动暂停）返回True，并为外部PM事件返回False。

### 相互排斥

对于外部事件而言-但不一定是对于自动暂停或自动恢复-设备信号量（udev->dev.sem）将在调用挂起或恢复方法时保持。这意味着外部挂起/恢复事件与探测、断开连接、pre\_reset和post\_reset的调用相互排斥；USB核心也保证这对于自动暂停/自动恢复事件同样成立。

如果驱动程序想要在某个关键部分阻止所有挂起/恢复调用，则最好的方式是锁定设备并调用usb\_autopm\_get\_interface()（并在关键部分结束时执行相反操作）。持有设备信号量将阻止所有外部PM调用，而usb\_autopm\_get\_interface()将防止任何内部PM调用，即使失败。（练习为什么？）

### 动态PM和系统PM之间的交互

动态电源管理和系统电源管理可以以几种方式互动。

首先，系统挂起发生时，设备可能已经自动暂停。由于系统挂起应尽可能透明，因此设备应在系统恢复后保持暂停状态。但是，在实践中，这种理论可能并不奏效；随着时间的推移，内核在这方面的行为发生了变化。从2.6.37开始，策略是在系统恢复期间恢复所有设备，并让它们处理自己的运行时挂起。

其次，在进行系统暂停时，可能会发生动态电源管理事件。这个窗口很短，因为系统挂起不需要太长时间（通常几秒钟），但是它可能会发生。例如，当系统正在暂停时，暂停的设备可能会发送远程唤醒信号。远程唤醒可能会成功，这将导致系统挂起中止。如果远程唤醒不成功，它仍可能保持活动状态，从而在系统挂起完成后导致系统恢复。或者远程唤醒可能会失败并且丢失。发生的结果取决于时间以及硬件和固件设计。

### xHCI硬件链路PM

xHCI主机控制器为支持链路PM的usb2.0（xHCI 1.0功能）和usb3.0设备提供硬件链路功率管理。通过启用硬件LPM，主机可以自动将设备置于较低的电源状态（对于usb2.0设备为L1，对于usb3.0设备为U1 / U2），设备可以非常快速地进入和恢复。

控制硬件LPM的用户界面位于每个USB设备的sysfs目录下的power /子目录中，即在/ sys / bus / usb / devices /… / power /中，“...”是设备的ID。相关的属性文件是usb2\_hardware\_lpm和usb3\_hardware\_lpm。

power / usb2\_hardware\_lpm

当一个支持LPM的USB2设备插入到支持软件LPM的xHCI主机根集线器中时，主机将对其运行软件LPM测试；如果设备进入L1状态并成功恢复，并且主机支持USB2硬件LPM，则该文件将显示出来，并且驱动程序将启用设备上的硬件LPM。您可以将y / Y / 1或n / N / 0写入文件，以手动启用/禁用USB2硬件LPM。这主要是为了测试目的。

power/usb3\_hardware\_lpm\_u1 power/usb3\_hardware\_lpm\_u2

当将支持链接电源管理的xHCI主机插入支持USB 3.0 lpm的设备时，它会检查BOS说明符中是否已设置U1和U2退出延迟；如果检查通过并且主机支持USB3硬件LPM，则将为该设备启用USB3硬件LPM，并创建这些文件。文件保存一个字符串值（启用或禁用），表示是否为该设备启用了USB3硬件LPM U1或U2。

### USB端口电源控制

除了暂停端点设备和启用硬件控制的链接电源管理外，USB子系统还具有在某些条件下禁用端口电源的能力。通过向集线器发送Set/ClearPortFeature(PORT\_POWER)请求来控制电源。在根或平台内部集线器的情况下，主机控制器驱动程序将PORT\_POWER请求转换为平台固件（ACPI）方法调用以设置端口电源状态。有关更多背景，请参见2012 Linux Plumbers Conference幻灯片1和视频2

在接收到ClearPortFeature(PORT\_POWER)请求后，USB端口逻辑关闭，并可能触发对端口3电源（VBUS）的实际丧失。在一组多个端口汇集为共享电源井的情况下，可以保持VBUS，从而使电源保持到关闭组中的所有端口。集线器端口也可以配置为充电应用程序而保持VBUS。无论如何，逻辑关闭的端口将失去与其设备的连接，不会响应热插拔事件，也不会响应远程唤醒事件。

**警告**

关闭端口可能会导致无法热插入设备。有关详情，请参见“端口电源控制的用户界面”。

就设备本身的影响而言，它类似于设备在系统挂起期间经历的情况，即电源会失去连接。任何与系统挂起一起表现不良的USB设备或驱动程序都将受到端口电源循环事件的影响。因此，为此原因，该实现与集线器的系统恢复路径共享相同的设备恢复路径（并遵守相同的怪癖）。

1. <http://dl.dropbox.com/u/96820575/sarah-sharp-lpt-port-power-off2-mini.pdf>
2. <http://linuxplumbers.ubicast.tv/videos/usb-port-power-off-kerneluserspace-api/>
3. USB 3.1 Section 10.12

唤醒提示如果设备配置为发送唤醒事件，则端口电源控制实现将阻止该端口的关机尝试。

### 端口电源控制的用户界面

端口电源控制机制使用PM运行时系统。通过清除端口设备的power/pm\_qos\_no\_power\_off标志来请求关机（默认为1）。如果端口已断开连接，则将立即接收到ClearPortFeature(PORT\_POWER)请求。否则，它将遵守PM运行时规则，并要求附加的子设备和所有后代设备都处于挂起状态。该机制依赖于集线器在其集线器说明符（wHubCharacteristics逻辑电源切换模式字段）中发布端口电源切换。

请注意，一些接口设备/驱动程序不支持自动挂起。用户空间可能需要解除接口驱动程序与usb\_device挂起。解除绑定的接口设备默认处于挂起状态。在取消绑定时，请注意解除接口驱动程序，并不是父usb设备的驱动程序。另外，不要解除集线器接口驱动程序的绑定。如果取消了usb设备（而不是接口）的驱动程序绑定，内核将无法恢复该设备。如果解除了集线器接口驱动程序的绑定，将失去对其子端口的控制，并且所有附加的子设备都将断开连接。一个好的经验法则是，如果一个设备的“driver/module”链接指向/sys/module/usbcore，则解除绑定它将干扰端口电源控制。

端口电源控制的相关文件示例。请注意，在此示例中，这些文件与usb hub设备（前缀）相关:

prefix=/sys/devices/pci0000:00/0000:00:14.0/usb3/3-1

attached child device +

hub port device + |

hub interface device + | |

v v v

$prefix/3-1:1.0/3-1-port1/device

$prefix/3-1:1.0/3-1-port1/power/pm\_qos\_no\_power\_off

$prefix/3-1:1.0/3-1-port1/device/power/control

$prefix/3-1:1.0/3-1-port1/device/3-1.1:<intf0>/driver/unbind

$prefix/3-1:1.0/3-1-port1/device/3-1.1:<intf1>/driver/unbind

...

$prefix/3-1:1.0/3-1-port1/device/3-1.1:<intfN>/driver/unbind

除了这些文件外，一些端口可能还具有与其他集线器上的端口相对应的“对等”链接的可能性。预期是所有超速端口都具有高速对等体:

$prefix/3-1:1.0/3-1-port1/peer -> ../../../../usb2/2-1/2-1:1.0/2-1-port1

../../../../usb2/2-1/2-1:1.0/2-1-port1/peer -> ../../../../usb3/3-1/3-1:1.0/3-1-port1

与‘伴随端口’或‘ehci/xhci共享转换端口’不同，同级端口只是将高速和超高速接口引脚合并成一个USB3连接器。同级端口共享同一祖先XHCI设备。

当超高速端口关闭时，设备可以降级连接尝试连接至高速接口。实施措施可以防止这种情况的发生：

1）端口挂起按顺序执行，确保在允许同级超高速端口关闭之前高速端口已被关闭。含义是将pm\_qos\_no\_power\_off设置为0的超高速端口可能不会关机，直到其高速同级进入其运行时挂起状态。如果希望保证超高速端口关机，用户空间必须注意对挂起的顺序进行排序。

2）端口恢复按顺序执行，强制超高速端口在其高速同级之前启动。

3）口恢复始终触发连接的子设备进行恢复。在失去电源后，设备可能已被移除或需要重置。当父级端口恢复电源时恢复子设备可解决这些状态并将最大端口电源周期频率锁定在子设备可以挂起（自动挂起延迟）和恢复（重置恢复延迟）的速率上。

用于端口电源控制的Sysfs文件:

<hubdev-portX>/power/pm\_qos\_no\_power\_off:

此可写标志控制闲置端口的状态。一旦所有子孙节点都已挂起，端口便可挂起/关机，前提是pm\_qos\_no\_power\_off为‘0’。如果pm\_qos\_no\_power\_off为‘1’，输出将保持活动/供电，而不考虑后代的状态。默认值为1。

<hubdev-portX>/power/runtime\_status:

此文件反映端口是否‘活动’（开启电源）或‘挂起’（逻辑关闭）。用户空间没有指示VBUS是否仍然供应的任何迹象。

<hubdev-portX>/connect\_type:

此为用户空间提供的建议只读标志，表示端口的位置和连接类型。它返回四个值之一‘热插拔’，‘固定电缆’，‘未使用’和‘未知’。除‘未知’外，所有值都由平台固件设置。

‘热插拔’表示平台上可外部连接/可见端口。通常，用户空间会选择保持这种端口接通，以处理新设备连接事件。

‘固定电缆’指的是不可见，但可连接的端口。例如，用于蓝牙的USB内部端口可以通过外部开关断开连接，或具有带连接的USB相机的端口。如果pm\_qos\_no\_power\_off与控制连接的任何开关协调，预期安全的是允许这些端口进入挂起状态。在关闭端口电源之前，用户空间必须安排好连接设备，或在启用切换连接之前激活端口。

‘未使用’指的是预计永远不会连接设备的内部端口。这些可能是空的内部端口，或在平台上未物理暴露的端口。始终关闭电源被认为是安全的。

‘未知’意味着平台固件不提供此端口的信息。最常见的是外部集线器端口，应视为‘热插拔’以进行策略决策。

**注意**

1）由于我们依赖BIOS正确获取此ACPI信息，USB端口说明可能丢失或错误。

2）慎重清除pm\_qos\_no\_power\_off的值。一旦断电，此端口将不会响应新的连接事件。

附加子设备后，在允许端口关闭电源之前将应用其他约束。

<child>/power/control:

必须为auto，并且端口不会关机，直到<child>/power/runtime\_status反映‘已挂起’状态。默认值由子设备驱动程序控制。

<child>/power/persist:

这适用于大多数设备，默认值为1，表示内核是否可以在断电/端口电源事件（挂起）的情况下保持设备的配置。当此值为0（反常设备）时，禁用端口关机。

<child>/driver/unbind:

具有唤醒能力的设备将阻止端口关闭电源。此时，清除接口设备的usb-internal唤醒能力的唯一机制是取消绑定其驱动程序。

相对于端口设备的关机前提设置概述:

echo 0 > power/pm\_qos\_no\_power\_off

echo 0 > peer/power/pm\_qos\_no\_power\_off # if it exists

echo auto > power/control # this is the default value

echo auto > <child>/power/control

echo 1 > <child>/power/persist # this is the default value

### 建议用户空间端口电源策略

如上所述，用户空间需要注意并谨慎选择哪些端口启用断电功能。

默认配置是所有端口都以power/pm\_qos\_no\_power\_off设置为1，导致端口始终保持活动状态。

在对端口的说明（ACPI \_PLD 记录用于填充“connect\_type”）的平台固件的说明具有信心的情况下，用户空间可以清除所有“未使用”的端口的 pm\_qos\_no\_power\_off。对于“硬连接”端口，只要与端口的任何连接切换协调好了，也可以采取同样的方法。

更积极的用户空间策略是在某些外部因素表明用户已停止与系统交互时启用所有端口的USB端口断电（将<hubdev-portX>/power/pm\_qos\_no\_power\_off设置为0）。例如，发行版可能希望在屏幕空白时打开所有USB端口的电源，并在屏幕重新变为活动状态后重新通电。智能手机和平板电脑可能希望在用户按下电源按钮时关闭USB端口电源。

## USB热插拔

### Linux热插拔

在可热插拔的总线上，如USB（和Cardbus PCI），最终用户在通电状态下将设备插入总线中。大多数情况下，用户希望立即使用这些设备。这意味着系统必须进行许多操作，包括：

1. 查找可以处理设备的驱动程序。这可能涉及加载内核模块；新驱动程序可以使用模块-init-tools向用户实用程序发布其设备（和类）支持。
2. 将驱动程序绑定到该设备。总线框架使用设备驱动程序的probe()例程将其绑定。
3. 告诉其他子系统配置新设备。可能需要启用打印队列、启动网络、挂载磁盘分区等。在某些情况下，这些是特定于驱动程序的操作。

这涉及到内核模式和用户模式操作的混合。让设备立即可用意味着任何用户模式操作都不能等待管理员完成它们内核必须触发它们，无论是被动地（触发某些监视守护程序来调用帮助程序），还是主动地（直接调用这样的用户模式帮助程序）。

那些触发的操作必须支持系统的管理政策；这些程序在这里被称为“策略代理”。通常它们涉及调度到更熟悉的管理工具的shell脚本。

因为其中一些操作依赖于关于驱动程序（元数据）的信息，这些信息目前仅在动态链接驱动程序时可用，因此当您配置高度模块化的系统时，您可以得到最佳的热插拔。

### 内核热插拔助手（/sbin/hotplug）

有一个内核参数：/proc/sys/kernel/hotplug，通常包含路径名/sbin/hotplug。该参数命名了一个程序，内核可以在各种时候调用它。

/sbin/hotplug程序可以由任何子系统调用，作为其对配置更改的反应之一，从该子系统的线程中调用。只需要一个参数通知某个内核事件的子系统的名称。该名称用作进一步事件分派的第一个关键字；由发起该调用的子系统指定任何其他参数和环境参数。

热插拔软件和其他资源可在以下网址找到：

http://linux-hotplug.sourceforge.net

该网站还提供邮件列表信息。

### USB策略代理

USB子系统当前在添加或删除USB设备时调用/sbin/hotplug。内核集线器工作队列[hub\_wq]或者作为根集线器初始化的一部分（由init、modprobe、kapmd等完成）执行调用。它的单个命令行参数是字符串“usb”，并传递了以下环境变量

|  |  |
| --- | --- |
| ACTION | add, remove |
| PRODUCT | USB vendor, product, and version codes (hex) |
| TYPE | device class codes (decimal) |
| INTERFACE | interface 0 class codes (decimal) |

如果配置了“usbdevfs”，则还会传递DEVICE和DEVFS。DEVICE是设备的路径名，对于具有多个和/或备用接口的设备，这很有用，使驱动程序的选择变得复杂。按设计，USB热插拔独立于usbdevfs您可以在不使用该文件系统的情况下完成USB设备设置的大多数基本部分，而无需运行用于检测系统配置更改的用户模式守护程序。

当前可用的策略代理实现可以为模块加载驱动程序，并调用特定于驱动程序的设置脚本。最新的代理利用了USB模块 - init-tools支持。稍后的代理可能会卸载驱动程序。

### USB模块支持

module-init-tools的当前版本将创建一个modules.usbmap文件，其中包含来自每个驱动程序的MODULE\_DEVICE\_TABLE条目。各种用户模式策略代理可以使用这些文件，以确保所有正确的驱动程序模块在引导时或稍后加载。

有关此类表项的完整信息，请参见linux/usb.h；或查看现有驱动程序。每个表项说明了用于将驱动程序与设备或设备类匹配时要使用的一个或多个条件。特定的条件通过在“匹配标志”中设置的位与字段值配对来识别。您可以直接构造这些条件，也可以使用诸如此类的宏，并使用driver\_info存储更多信息：

USB\_DEVICE（vendorId，productId）

......匹配指定厂商和产品ID的设备

USB\_DEVICE\_VER（vendorId，productId，lo，hi）

......与USB\_DEVICE相似，但lo <= productversion <= hi

USB\_INTERFACE\_INFO（class，subclass，protocol）

......匹配指定的接口类信息

USB\_DEVICE\_INFO（class，subclass，protocol）

......匹配指定的设备类信息

例如，支持几种特定USB设备和它们的怪癖的驱动程序，可能有这样的:

static const struct usb\_device\_id mydriver\_id\_table[] = {

{ USB\_DEVICE (0x9999, 0xaaaa), driver\_info: QUIRK\_X },

{ USB\_DEVICE (0xbbbb, 0x8888), driver\_info: QUIRK\_Y|QUIRK\_Z },

...

{ } /\* end with an all-zeroes entry \*/

};

MODULE\_DEVICE\_TABLE(usb, mydriver\_id\_table);

大多数USB设备驱动程序都应将这些表传递给USB子系统以及模块管理子系统。但并非所有驱动程序框架都使用在USB上分层的接口进行连接，因此它们不需要此类struct usb\_driver。

直接连接到USB子系统的驱动程序应声明如下:

static struct usb\_driver mydriver = {

.name = "mydriver",

.id\_table = mydriver\_id\_table,

.probe = my\_probe,

.disconnect = my\_disconnect,

/\*

if using the usb chardev framework:

.minor = MY\_USB\_MINOR\_START,

.fops = my\_file\_ops,

if exposing any operations through usbdevfs:

.ioctl = my\_ioctl,

\*/

};

当USB子系统了解驱动程序的设备ID表时，它在选择要probe（）的驱动程序时使用该表。执行新设备处理的线程对MODULE\_DEVICE\_TABLE中的驱动程序设备ID条目与设备的接口和设备说明符进行匹配。仅当存在匹配项时，才会调用probe（），并且probe（）的第三个参数将是匹配的条目。

如果未为驱动程序提供id\_table，则可能会为每个新设备探测驱动程序； probe（）的第三个参数将为NULL。

## 系统暂停期间的USB设备持久性

### 问题是什么？

根据USB规范，当USB总线挂起时，总线必须继续提供挂起电流（约1-5 mA）。这是为了设备可以维护其内部状态，以及集线器可以检测连接更改事件（设备被插入或拔出）。技术术语是“电源会话”。

如果USB设备的电源会话中断，则系统需要像设备已被拔出一样运行。这是一种保守的方法；在缺乏挂起电流的情况下，计算机无法知道实际发生了什么。也许仍连接相同的设备，或者它被拔出并插入了不同的设备。系统必须做最坏的情况。

默认情况下，Linux按照规范进行操作。如果USB主机控制器在系统挂起期间失去电源，则当系统唤醒时，附加到该控制器的所有设备都被视为已断开连接。这始终是安全的，也是“官方正确”的做法。

对于许多类型的设备，此行为根本不重要。如果内核希望在系统睡眠时相信您的USB键盘已被拔出并在系统醒来时插入了一个新键盘，那又怎样呢？当您在上面输入时，它仍将正常工作。

不幸的是，会出现问题，特别是与大容量存储设备有关。效果与设备在系统挂起期间实际上被拔出的效果完全相同。如果您在设备上有已挂载的文件系统，则运气不佳-该文件系统中的所有内容现在无法访问。如果您的根文件系统位于该设备上，则特别令人讨厌，因为您的系统将立即崩溃。

丢失电源不是唯一需要担心的机制。任何中断电源会话的东西都会具有相同的效果。例如，即使在系统睡眠时保持挂起电流，但在许多系统中，在唤醒的初始阶段，固件（即BIOS）会重置主板的USB主机控制器。结果所有电源会话都被破坏，一次又一次地好像您拔了所有USB设备一样。是的，这完全是BIOS的错，但是这对您没有任何好处，除非您能说服BIOS供应商解决这个问题（祝你好运！）。

对于许多系统，在挂起到RAM后，USB主机控制器将被重置。在几乎所有系统中，休眠期间没有挂起电流可用（也称为swsusp或挂起到磁盘）。您可以在恢复后检查内核日志，以查看是否发生了其中任何一种情况；寻找“根集线器失去电源或被重置”的行。

实际上，人们被迫在挂起之前卸载USB设备上的任何文件系统。如果根文件系统位于USB设备上，则无法挂起系统。 （所有正确，它可以挂起-但是它一醒来就会崩溃，这也不好。）

### 这是什么解决方案？

内核包括一个名为USB-persist的功能。它通过允许核心USB设备数据结构跨越电源中断保持不变来解决这些问题。

它的工作方式是这样的。如果内核看到USB主机控制器在恢复时不处于预期状态（例如，如果控制器被重置或失去电源），则它对每个下面控制器的被设置为“persist”属性的USB设备应用持续性检查。它不会尝试恢复设备；当电源会话消失时，这样做是不可能的。相反，它发出USB端口重置，然后再次enum设备。（这正是每当重置USB设备时发生的事情。）如果重新enum显示现在附加到该端口的设备具有与之前相同的说明符，包括厂商和产品ID，则内核将继续使用相同的设备结构。实际上，内核将设备视为仅已被重置，而不是被拔掉。

如果主机控制器处于预期状态，但USB设备已被拔掉并重新插入，或者USB设备未能执行正常恢复，则会发生同样的事情。

如果现在没有设备连接到端口上，或者说明符与内核记忆的不同，则处理方式符合预期。内核销毁旧设备结构，并像旧设备已拔出并插入新设备一样行事。

最终的结果是USB设备仍然可用且可用。文件系统挂载和内存映射不受影响，世界现在是一个良好而幸福的地方。

请注意，“USB-persist”功能仅适用于启用该功能的那些设备。您可以通过执行以下操作打开该功能（作为root用户）

echo 1 >/sys/bus/usb/devices/.../power/persist

其中“…”应填写设备的ID。将0写入以代替1来禁用该功能。对于集线器，该功能将自动且永久启用，并且power/persist文件甚至不存在，因此您只需要关注在其确实很重要的设备上设置它。

### 这是最佳解决方案吗？

也许不是。可以说，跟踪挂载的文件系统和跨设备断开连接的内存映射应该由一个集中的逻辑卷管理器来处理。这样的解决方案将允许您插入USB闪存设备，创建与之关联的持久卷，拔出闪存设备，稍后将其插入，并仍然具有与该设备关联的相同持久卷。因此，它比USB-persist更具有广泛影响。

另一方面，编写一个持久卷管理器是一个巨大的工作，并且使用它需要用户的大量输入。这个解决方案更快、更容易 - 而且现在已存在，这是它最大的优点！

此外，“USB-persist”功能适用于所有USB设备，而不仅仅是大容量存储设备。它可能同样适用于其他设备类型，例如网络接口。

### 警告USB-persist可能危险！

在恢复中断的电源会话时，内核会尽最大努力确保USB设备没有更改；也就是说，相同的设备仍然插入端口。但是，检查并不能保证100％准确。

如果您用同一类型的另一个USB设备（同一制造商，相同的ID等）替换一个USB设备，则内核无法检测到更改，这是一个很好的机会。串行号字符串和其他说明符与内核存储的值进行比较，但这可能没有帮助，因为制造商经常在他们的设备中完全省略序列号。

此外，您完全可以让一个USB设备保持不变，同时更换介质。如果您在系统处于睡眠状态时更换USB读卡器中的闪存存储卡，则内核将无法知道您这样做了。内核将假定没有发生任何事情，并将继续使用旧卡的分区表，inode和内存映射。

如果内核以这种方式上当受骗，几乎肯定会导致数据损坏并使系统崩溃。你只能怪自己。

对于设置为避免重置异常属性的那些设备，持久可能会失败，因为它们可能在重置后发生变化。

注意使用USB-persist可能会很危险！请自行承担风险！

话虽如此，大多数情况下都不应该出现什么问题。 USB持续功能非常有用，请充分利用。

## USB错误代码

修订日期2004年10月21日

这是usbcore可能返回的所有可能错误代码（及其解释）的文档。

其中一些是由主机控制器驱动程序（HCD）返回的，这些驱动程序只通过usbcore看到。通常来说，除了传输速度相关的行为和报告某些故障的方式之外，所有HCD都应该表现相同。

### 由usb\_submit\_urb()返回的错误代码

非USB特定：

|  |  |
| --- | --- |
| 0 | URB submission went fine |
| -ENOMEM | no memory for allocation of internal structures |

USB专用:

|  |  |
| --- | --- |
| -EBUSY | The URB is already active. |
| -ENODEV | specified USB-device or bus doesn’t exist |
| -ENOENT | specified interface or endpoint does not exist or is not enabled |
| -ENXIO | host controller driver does not support queuing of this type of urb. (treat as a host controller bug.) |
| -EINVAL | 1）Invalid transfer type specified (or not supported)  2）Invalid or unsupported periodic transfer interval  3）ISO: attempted to change transfer interval  4）ISO: number\_of\_packets is < 0  5）various other cases |
| -EXDEV | ISO: URB\_ISO\_ASAP wasn’t specified and all the frames the URB would be scheduled in have already expired. |
| -EFBIG | Host controller driver can’t schedule that many ISO frames. |
| -EPIPE | The pipe type specified in the URB doesn’t match the endpoint’s actual type. |
| -EMSGSIZE | 1）endpoint maxpacket size is zero; it is not usable in the current interface altsetting.  2）ISO packet is larger than the endpoint maxpacket.  3）requested data transfer length is invalid: negative or too large for the host controller. |
| -EBADR | The wLength value in a control URB’s setup packet does not match the URB’s transfer\_buffer\_length. |
| -ENOSPC | This request would overcommit the usb bandwidth reserved for periodic transfers (interrupt, isochronous). |
| -ESHUTDOWN | The device or host controller has been disabled due to some problem that could not be worked around. |
| -EPERM | Submission failed because urb->reject was set. |
| -EHOSTUNREACH | URB was rejected because the device is suspended. |
| -ENOEXEC | A control URB doesn’t contain a Setup packet. |

### 在urb->status中返回的错误代码或在iso\_frame\_desc[n].status中返回的错误代码（用于ISO）

USB设备驱动程序只能在完成处理程序中测试urb状态值。这是因为否则在一个CPU上更新这些值的HCD和在另一个CPU上测试它们的设备驱动程序之间会产生竞争。

即使报告了错误，传输的实际长度也可能为正。这是因为传输通常涉及多个数据包，因此在错误停止进一步的端点I/O之前，一个或多个数据包可能已经完成。

对于等时USB，仅当URB取消连接，设备被移除，主机控制器被禁用或总传输长度小于请求的长度并且设置了URB\_SHORT\_NOT\_OK标志时，urb状态值才为非零。等时URB的完成处理程序应该只看到urb->status设置为零、-ENOENT、-ECONNRESET、-ESHUTDOWN或-EREMOTEIO的情况。单个帧说明符状态字段可能报告更多的状态代码。

|  |  |
| --- | --- |
| 0 | Transfer completed successfully |
| -ENOENT | URB was synchronously unlinked by [usb\_unlink\_urb()](https://docs.kernel.org/driver-api/usb/usb.html" \l "c.usb_unlink_urb" \o "usb_unlink_urb) |
| -EINPROGRESS | URB still pending, no results yet (That is, if drivers see this it’s a bug.) |
| -EPROTO1077[1,2] | 1. bitstuff error 2. no response packet received within the prescribed bus turn-around time 3. unknown USB error |
| -EILSEQ [1,2] | 1. CRC mismatch 2. no response packet received within the prescribed bus turn-around time 3. unknown USB error   注 that often the controller hardware does not distinguish among cases 1), 2), and 3), so a driver cannot tell whether there was a protocol error, a failure to respond (often caused by device disconnect), or some other fault. |
| -ETIME [1] | No response packet received within the prescribed bus turn-around time. This error may instead be reported as -EPROTO or -EILSEQ. |
| -ETIMEDOUT | Synchronous USB message functions use this code to indicate timeout expired before the transfer completed, and no other error was reported by HC. |
| -EPIPE [2] | Endpoint stalled. For non-control endpoints, reset this status with [usb\_clear\_halt()](https://docs.kernel.org/driver-api/usb/usb.html" \l "c.usb_clear_halt" \o "usb_clear_halt). |
| -ECOMM | During an IN transfer, the host controller received data from an endpoint faster than it could be written to system memory |
| -ENOSR | During an OUT transfer, the host controller could not retrieve data from system memory fast enough to keep up with the USB data rate |
| -EOVERFLOW [1](https://docs.kernel.org/driver-api/usb/error-codes.html" \l "f1) | The amount of data 返回ed by the endpoint was greater than either the max packet size of the endpoint or the remaining buffer size. “Babble”. |
| -EREMOTEIO | The data read from the endpoint did not fill the specified buffer, and URB\_SHORT\_NOT\_OK was set in urb->transfer\_flags. |
| -ENODEV | Device was removed. Often preceded by a burst of other errors, since the hub driver doesn’t detect device removal events immediately. |
| -EXDEV | ISO transfer only partially completed (only set in iso\_frame\_desc[n].status, not urb->status) |
| -EINVAL | ISO madness, if this happens: Log off and go home |
| -ECONNRESET | URB was asynchronously unlinked by [usb\_unlink\_urb()](https://docs.kernel.org/driver-api/usb/usb.html" \l "c.usb_unlink_urb" \o "usb_unlink_urb) |
| -ESHUTDOWN | The device or host controller has been disabled due to some problem that could not be worked around, such as a physical disconnect. |

1. (1,2,3):像-EPROTO、-EILSEQ和-EOVERFLOW这样的错误代码通常表示硬件问题，例如错误的设备（包括固件）或电缆。
2. (1,2,3,4):这也是不同类型的主机控制器用来指示传输因设备断开而失败的几个代码之一。在集线器驱动程序开始断开处理之前的间隔期间，设备可能会接收到每个请求的此类故障报告。

### 由usbcore函数返回的错误代码

**注意**

也期望其他提交和传输状态代码。

usb\_register():

|  |  |
| --- | --- |
| -EINVAL | error during registering new driver |

usb\_get\_\*/usb\_set\_\*(), usb\_control\_msg(), usb\_bulk\_msg():

|  |  |
| --- | --- |
| -ETIMEDOUT | Timeout expired before the transfer completed. |

编写USB设备驱动程序

简介

Linux USB子系统已经从2.2.7内核中仅支持两种不同类型的设备（鼠标和键盘），增长到2.4内核中支持超过20种不同类型的设备。Linux目前支持几乎所有USB类设备（键盘、鼠标、调制解调器、打印机和扬声器等标准类型的设备）以及越来越多的厂商特定设备（例如USB串口转换器、数码相机、以太网设备和MP3播放器）。有关当前支持的不同USB设备的完整列表，请参见资源。

在Linux上没有支持的其余类型的USB设备几乎都是厂商特定的设备。每个供应商都决定实现一种自**定义**协议以与其设备通信，因此通常需要创建一个自**定义**驱动程序。一些供应商公开其USB协议并协助创建Linux驱动程序，而其他供应商则不公开它们，并且开发人员不得不进行逆向工程。有关一些有用的逆向工程工具的链接，请参见资源。

由于每种不同的协议都会导致创建新的驱动程序，因此我编写了一个通用的USB驱动程序框架，该框架是根据内核源代码树中的pci-skeleton.c文件模拟的，许多PCI网络驱动程序都是基于此文件创建的。这个USB框架可以在内核源代码树中的drivers/usb/usb-skeleton.c中找到。在本文中，我将介绍框架驱动程序的基础知识，解释不同的部分以及需要进行哪些操作才能将其自**定义**为特定设备。

Linux USB基础知识

如果您要编写Linux USB驱动程序，请熟悉USB协议规范。它可以在USB主页（请参见资源）上找到，以及许多其他有用的文档。在USB工作设备列表（请参见资源）中可以找到Linux USB子系统的优秀介绍。它解释了Linux USB子系统的结构，并向读者介绍了USB urbs（USB请求块）的概念，这对于USB驱动程序是必不可少的。

Linux USB驱动程序需要做的第一件事是向Linux USB子系统注册自己，提供一些与驱动程序支持的设备和插入或从系统中卸载支持驱动程序的设备时要调用的函数有关的信息。所有这些信息都在usb\_driver结构中传递给USB子系统。框架驱动程序声明一个usb\_driver如下:

static struct usb\_driver skel\_driver = {

.name = "skeleton",

.probe = skel\_probe,

.disconnect = skel\_disconnect,

.fops = &skel\_fops,

.minor = USB\_SKEL\_MINOR\_BASE,

.id\_table = skel\_table,

};

变量名称是**说明**驱动程序的字符串，用于打印到系统日志中的信息性消息。当看到或移除与id\_table变量提供的信息匹配的设备时，将调用probe和disconnect函数指针。

fops和minor变量是可选的。大多数USB驱动程序钩入其他内核子系统，如SCSI、网络或TTY子系统。这些类型的驱动程序在其他内核子系统中注册自己，并通过该接口提供任何用户空间交互。但是，对于没有匹配内核子系统的驱动程序，例如MP3播放器或扫描仪，需要一种与用户空间交互的方法。USB子系统提供了一种注册次要设备号和一组file\_operations函数指针的方法，以启用这种用户空间交互。骨架驱动程序需要这种接口，因此它提供了一个次要起始号和指向其file\_operations函数的指针。

然后，通过调用usb\_register()函数向USB驱动程序注册，通常在驱动程序的init函数中进行，如下所示:

static int \_\_init usb\_skel\_init(void)

{

int result;

/\* register this driver with the USB subsystem \*/

result = usb\_register(&skel\_driver);

if (result < 0) {

err("usb\_register failed for the "\_\_FILE\_\_ "driver."

"Error number %d", result);

return -1;

}

return 0;

}

module\_init(usb\_skel\_init);

当驱动程序从系统中卸载时，需要使用usb\_deregister()函数将其自身与USB子系统取消注册:

static void \_\_exit usb\_skel\_exit(void)

{

/\* deregister this driver with the USB subsystem \*/

usb\_deregister(&skel\_driver);

}

module\_exit(usb\_skel\_exit);

为了使linux-hotplug系统在插入设备时自动加载驱动程序，需要创建MODULE\_DEVICE\_TABLE。以下代码告诉热插拔脚本，该模块支持具有特定供应商和产品ID的单个设备:

/\* table of devices that work with this driver \*/

static struct usb\_device\_id skel\_table [] = {

{USB\_DEVICE(USB\_SKEL\_VENDOR\_ID,USB\_SKEL\_PRODUCT\_ID) },

{ } /\* Terminating entry \*/

};

MODULE\_DEVICE\_TABLE (usb, skel\_table);

还有其他可以用于说明支持整个USB驱动程序类别的struct usb\_device\_id的宏。有关此内容的更多信息，请参见usb.h。

### 设备操作

当插入与USB核心注册的设备ID模式匹配的设备时，将调用probe函数。将usb\_device结构、接口号和接口ID传递给函数:

static int skel\_probe(struct usb\_interface \*interface,

const struct usb\_device\_id \*id)

驱动程序现在需要验证这个设备是否实际上可以接受。如果是，它将返回0。如果不是，或者在初始化期间发生任何错误，则从probe函数返回错误代码(例如-ENOMEM或-ENODEV)。

在骨架驱动程序中，我们确定哪些端点被标记为批量输入和输出。我们创建缓冲区来容纳将要从设备发送和接收的数据，初始化用于将数据写入设备的USB urb。

相反，在从USB总线中移除设备时，将使用设备指针调用disconnect函数。此时，驱动程序需要清除分配的任何私有数据，并关闭在USB系统中未决的urb。

现在，设备已经插入系统并且驱动程序已经绑定到设备上，任何从用户程序尝试与设备交互的file\_operations结构的函数都将被调用。首先调用的函数是open，因为程序尝试打开设备进行I/O操作。我们增加了私有使用计数，并将指针保存在文件结构的内部结构中。这样做是为了使将来调用文件操作时，驱动程序能够确定用户正在处理的设备。所有这些都是使用以下代码完成的:

/\* increment our usage count for the device \*/

++skel->open\_count;

/\* save our object in the file's private structure \*/

file->private\_data = dev;

调用打开函数后，将调用读取和写入函数以接收和发送数据到设备。在skel\_write函数中，我们接收到一个指向用户想要发送到设备的数据的指针和数据的大小。该函数基于它创建的写urb的大小(这个大小取决于设备具有的批量输出端点的大小)确定它可以发送多少数据到设备。然后它将数据从用户空间复制到内核空间，将urb指向数据，并将urb提交给USB子系统。这可以在以下代码中看到:

/\* we can only write as much as 1 urb will hold \*/

bytes\_written = (count > skel->bulk\_out\_size) ? skel->bulk\_out\_size : count;

/\* copy the data from user space into our urb \*/

copy\_from\_user(skel->write\_urb->transfer\_buffer, buffer, bytes\_written);

/\* set up our urb \*/

usb\_fill\_bulk\_urb(skel->write\_urb,

skel->dev,

usb\_sndbulkpipe(skel->dev, skel->bulk\_out\_endpointAddr),

skel->write\_urb->transfer\_buffer,

bytes\_written,

skel\_write\_bulk\_callback,

skel);

/\* send the data out the bulk port \*/

result = usb\_submit\_urb(skel->write\_urb);

if (result) {

err("Failed submitting write urb, error %d", result);

}

当使用usb\_fill\_bulk\_urb（）函数将写urb填充了适当的信息后，我们将urb的完成回调指向调用我们自己的skel\_write\_bulk\_callback函数。当urb由USB子系统完成时，就会调用这个函数。回调函数在中断**上下文**中调用，因此在此时要小心不要做太多的处理。我们的skel\_write\_bulk\_callback的实现只是报告urb是否成功完成，然后返回。

读函数与写函数的工作方式略有不同，我们不使用urb从设备向驱动程序传输数据。相反，我们调用usb\_bulk\_msg（）函数，该函数可以用于从设备发送或接收数据，而无需创建urb并处理urb完成回调函数。我们调用usb\_bulk\_msg（）函数，将缓冲区指定为从设备接收任何数据的位置，并指定超时值。如果超时期限到期而没有从设备接收到任何数据，该函数将失败并返回错误消息。可以使用下面的代码进行演示:

/\* do an immediate bulk read to get data from the device \*/

retval = usb\_bulk\_msg (skel->dev,

usb\_rcvbulkpipe (skel->dev,

skel->bulk\_in\_endpointAddr),

skel->bulk\_in\_buffer,

skel->bulk\_in\_size,

&count, HZ\*10);

/\* if the read was successful, copy the data to user space \*/

if (!retval) {

if (copy\_to\_user (buffer, skel->bulk\_in\_buffer, count))

retval = -EFAULT;

else

retval = count;

}

usb\_bulk\_msg（）函数非常有用，可用于从设备进行单次读取或写入。但是，如果需要不断地读取或写入设备，则建议设置自己的urb并将它们提交给USB子系统。

当用户程序释放用于与设备通信的文件句柄时，驱动程序中的release函数将被调用。在此函数中，我们递减私有使用计数并等待可能的待处理写入:

/\* decrement our usage count for the device \*/

--skel->open\_count;

USB驱动程序必须顺利处理的更难的问题之一是USB设备随时可能从系统中移除，即使程序目前正在与它通信。它需要能够关闭任何当前的读写并通知用户空间程序该设备不再存在。以下代码（skel\_delete函数）是如何执行此操作的示例:

static inline void skel\_delete (struct usb\_skel \*dev)

{

kfree (dev->bulk\_in\_buffer);

if (dev->bulk\_out\_buffer != NULL)

usb\_free\_coherent (dev->udev, dev->bulk\_out\_size,

dev->bulk\_out\_buffer,

dev->write\_urb->transfer\_dma);

usb\_free\_urb (dev->write\_urb);

kfree (dev);

}

如果程序当前打开了设备句柄，我们将标志device\_present重置为false。对于每个读取、写入、释放和其他需要存在设备的功能，驱动程序首先检查此标志以查看设备是否仍然存在。如果不存在，则释放该设备已消失，并向用户空间程序返回-ENODEV错误。当最终调用释放函数时，它确定是否存在设备，如果没有，则执行清理工作，此情况下相当于没有打开设备（请参见列表5）。

### 同步数据

此usb-skeleton驱动程序没有示例展示如何发送中断或等时数据到设备或从设备接收数据。中断数据几乎与批量数据相同，有少许差异。等时数据通过连续流从设备发送到或接收数据的方式工作。音频和视频相机驱动程序是处理等时数据的很好的示例，如果您也需要处理等时数据，那么这些驱动程序会很有用。

### 结论

编写Linux USB设备驱动程序并不是一项困难的任务，正如usb-skeleton驱动程序所示。该驱动程序与其他当前的USB驱动程序相结合，应该足够提供足够的示例，以帮助初学者在最短的时间内创建一个工作驱动程序。linux-usb-devel邮件列表档案还包含许多有用的信息。

### 资源

Linux USB项目：http://www.linux-usb.org/

Linux 热插拔项目：http://linux-hotplug.sourceforge.net/

Linux USB 工作设备列表： <http://www.qbik.ch/usb/devices/>

linux-usb-devel 邮件列表档案： [http://marc.theaimsgroup.com/ ?l=linux-usb-devel](http://marc.theaimsgroup.com/?l=linux-usb-devel)

Linux USB 设备驱动程序编程指南： <http://lmu.web.psi.ch/docu/manuals/software_manuals/linux_sl/usb_linux_programming_guide.pdf>

USB主页https://www.usb.org

## Synopsys DesignWare Core超速USB 3.0控制器

### 介绍

Synopsys DesignWare Core超速USB 3.0控制器（以下简称DWC3）是一个符合USB超速标准的控制器，可以配置为以下四种方式之一：

1）仅外围设备配置

2）仅主机配置

3）双角色配置

4）集线器配置

Linux目前支持该控制器的多个版本。在此写作时，已知测试版本范围从2.02a到3.10a。一般来说，任何版本高于2.02a都应该可以可靠地工作。

目前，该驱动程序有许多已知的用户，按字母顺序排列

Cavium

Intel公司

高通

瑞芯微

ST

三星

德州仪器

赛灵思

### 功能概述

有关DWC3版本支持的功能的详细信息，请查阅您的IP团队和/或Synopsys DesignWare Core超速USB 3.0控制器数据手册。以下是驱动程序在此写作时支持的功能列表：

最多16个双向端点（包括控制管道- ep0）

灵活的端点配置

同时支持IN和OUT传输

分散列表支持

每个端点高达256个TRB[1]

支持所有传输类型（控制、块、中断和等时）

超速块流

链路电源管理

用于调试的跟踪事件

DebugFS[3]接口

这些功能都与许多内置的小工具驱动程序一起使用。我们已经验证了ConfigFS[4]和传统小工具驱动程序。

### 驱动程序设计

DWC3驱动程序位于drivers/usb/dwc3/目录下。与此驱动程序相关的所有文件都在此一个目录下。这使新手可以轻松阅读代码并了解其行为方式。

由于DWC3的配置灵活性，驱动程序在某些地方有点复杂，但应该非常直观易懂。

该驱动程序的最大部分涉及小工具API。

### 已知限制

像任何其他硬件一样，DWC3具有自己的一组限制。为避免关于此类问题的不断提问，我们决定在此文档中进行记录，并有单一位置供我们可以指向用户。

#### OUT传输大小要求

根据Synopsys的数据手册，所有OUT传输TRB[1]的大小字段必须设置为端点的wMaxPacketSize的整数倍。这意味着例如为接收Mass Storage CBW[5]，req->length必须设置为wMaxPacketSize的整数倍的值（超速为1024，高速为512等），或者DWC3驱动程序必须添加指向扔掉的缓冲区的链式TRB以用于剩余长度。没有这个，OUT传输将不会启动。

值得注意的是，截至此写作时，这不会成为问题，因为DWC3完全能够附加链接的TRB以用于剩余长度，并从小工具驱动程序完全隐藏此详细信息。仍然值得一提，因为这似乎是关于DWC3和非工作传输的最大查询来源。

#### TRB环大小限制

我们目前对每个端点有256个TRB[1]的硬限制，最后一个TRB是指向第一个的Link TRB 2。这个限制是任意的，但它有助于添加恰好4096字节或1页。

DWC3驱动程序将尽力应对超过255个请求，并且在大多数情况下，它应该正常工作。但是，这不是经常性练习的事情。如果您遇到任何问题，请参见下面的报告错误部分。

### 报告错误

每当您遇到DWC3的问题时，首先要确保：

您正在运行来自Linus的最新标签；

您可以在DWC3没有任何树外更改的情况下重现错误；

您已经检查了它不是主机机器的故障。

在验证了所有这些之后，以下是如何捕获足够的信息以便我们能够帮助您的方式。

#### 所需信息

DWC3完全依赖跟踪事件进行调试。一切都在那里公开，还会向DebugFS 3公开一些额外的位。

为了捕获DWC3的跟踪事件，您应在将USB电缆插入主机机器之前运行以下命令:

# mkdir -p /d

# mkdir -p /t

# mount -t debugfs none /d

# mount -t tracefs none /t

# echo 81920 > /t/buffer\_size\_kb

# echo 1 > /t/events/dwc3/enable

完成上述步骤后，您可以连接您的USB电缆并重现问题。在问题重现后，按照以下方式复制跟踪文件和寄存器转储:

# cp /t/trace /root/trace.txt

# cat /d/\*dwc3\*/regdump > /root/regdump.txt

请确保压缩trace.txt和regdump.txt到一个tar包中，并将邮件发送到我的邮箱，并抄送linux-usb。如果您想确保我会帮助您，可以在主题行中按照以下格式写

[BUG报告]USBdwc3在执行XYZ时出现Bug

在邮件正文中，请详细说明你所做的操作，使用了哪个gadget驱动程序，如何重现问题，使用了哪种SoC，主机机器上运行哪个操作系统（及其版本）。

有了所有这些信息，我们应该能够理解正在发生什么，并对您提供帮助。

### 调试

首先，声明一下

免责声明DebugFS和/或TraceFS中可用的信息可能会随着任何Linux核心主要版本的发布而随时更改。如果编写脚本，请勿假定当前格式中可用的信息存在。

话说回来，让我们继续进行。

如果您想要调试自己的问题，您就应该会受到掌声吧。

不管怎样，没有什么需要说的，除了跟踪事件在解决DWC3问题时非常有帮助外。此外，访问Synopsys Databook对此案件非常有价值。

USB信号分析器有时会有帮助，但并不是必需的，不看线路也可以理解很多内容。

如有需要，请随时向我发送电子邮件，并抄送linux-usb，我会提供帮助。

#### DebugFS

DebugFS非常适合收集DWC3和/或任何端点的快照。

在DWC3的DebugFS目录下，您将找到以下文件和目录:

ep[0..15] {in，out} / link\_state regdump testmode

**link\_state**

读取link\_state时，将打印出U0、U1、U2、U3、SS.Disabled、RX.Detect、SS.Inactive、Polling、Recovery、Hot Reset、Compliance、Loopback、Reset、Resume或UNKNOWN链路状态之一。

此文件也可以写入，以将链接强制为上述状态之一。

**regdump**

文件名不言自明。读取regdump时，将打印出DWC3的寄存器转储。请注意，可以使用grep查找所需的信息。

**testmode**

读取testmode时，将打印出指定的USB 2.0测试模式（test\_j、test\_k、test\_se0\_nak、test\_packet、test\_force\_enable）中的一个名称，或者在当前未执行任何测试的情况下输出字符串“no test”。

为此，可以将相同的字符串写入文件开始任何这些测试模式，DWC3将进入请求的测试模式。

**ep[0..15]{in,out}**

为每个端点，我们公开一个遵循命名约定ep$num$dir（ep0in，ep0out，ep1in，...）的目录。在每个这些目录中，您将找到以下文件

descriptor\_fetch\_queue event\_queue rx\_fifo\_queue rx\_info\_queue rx\_request\_queue transfer\_type trb\_ring tx\_fifo\_queue tx\_request\_queue

有访问Synopsys Databook，您可以对它们上面的信息进行解码。

**transfer\_type**

读取transfer\_type时，将根据端点说明符输出control、bulk、interrupt或isochronous之一。如果尚未启用端点，则将打印--。

**trb\_ring**

读取trb\_ring时，将打印有关环上所有TRB的详细信息。它还会告诉您我们的enqueue和dequeue指针在环中的位置:

buffer\_addr,size,type,ioc,isp\_imi,csp,chn,lst,hwo

000000002c754000,481,normal,1,0,1,0,0,0

000000002c75c000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c754000,481,normal,1,0,1,0,0,0

000000002c75c000,481,normal,1,0,1,0,0,0

000000002c784000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c784000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c754000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c784000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c784000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c754000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c75c000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c754000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c754000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c754000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c75c000,481,normal,1,0,1,0,0,0

000000002c780000,481,normal,1,0,1,0,0,0

000000002c784000,481,normal,1,0,1,0,0,0

000000002c788000,481,normal,1,0,1,0,0,0

000000002c78c000,481,normal,1,0,1,0,0,0

000000002c790000,481,normal,1,0,1,0,0,0

000000002c754000,481,normal,1,0,1,0,0,0

000000002c758000,481,normal,1,0,1,0,0,0

000000002c75c000,512,normal,1,0,1,0,0,1 D

0000000000000000,0,UNKNOWN,0,0,0,0,0,0 E

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0

0000000000000000,0,UNKNOWN,0,0,0,0,0,0
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#### 跟踪事件

DWC3 还提供了几个跟踪事件，可以帮助我们在运行时收集有关驱动程序行为的信息。

为了使用这些事件，您必须在内核配置中启用 CONFIG\_FTRACE。

有关如何启用 DWC3 事件的详细信息，请参见报告错误部分。

以下子节将提供有关 DWC3 定义的每个事件类和每个事件的详细信息。

**MMIO**

在寻找错误时，查看每个 MMIO 访问有时很有用。因此，DWC3 提供了两个跟踪事件（一个用于 dwc3\_readl()，一个用于 dwc3\_writel()）。TP\_printk 格式如下:

TP\_printk("addr %p value %08x", \_\_entry->base + \_\_entry->offset,

\_\_entry->value)

**中断事件**

每个 IRQ 事件都可以记录并解码为人类可读的字符串。因为每个事件都是不同的，我们不提供除 TP\_printk 格式（如下所示）之外的示例:

TP\_printk("event (%08x): %s", \_\_entry->event,

dwc3\_decode\_event(\_\_entry->event, \_\_entry->ep0state))

**控制请求**

每个 USB 控制请求都可以记录到跟踪缓冲区中。输出格式为:

TP\_printk("%s", dwc3\_decode\_ctrl(\_\_entry->bRequestType,

\_\_entry->bRequest, \_\_entry->wValue,

\_\_entry->wIndex, \_\_entry->wLength)

)

请注意，标准控制请求将被解码为相应参数的人类可读字符串。类和供应商请求将打印出一个16进制格式的8字节序列。

**struct usb\_request的生命周期**

struct usb\_request的整个生命周期可以在跟踪缓冲区中跟踪。我们为分配、释放、排队、出队和归还中的每一个事件都会有一个事件。输出格式为:

TP\_printk("%s: req %p length %u/%u %s%s%s ==> %d",

\_\_get\_str(name), \_\_entry->req, \_\_entry->actual, \_\_entry->length,

\_\_entry->zero ? "Z" : "z",

\_\_entry->short\_not\_ok ? "S" : "s",

\_\_entry->no\_interrupt ? "i" : "I",

\_\_entry->status

)

**通用命令**

我们可以记录和解码每个通用命令及其完成代码。格式为:

TP\_printk("cmd '%s' [%x] param %08x --> status: %s",

dwc3\_gadget\_generic\_cmd\_string(\_\_entry->cmd),

\_\_entry->cmd, \_\_entry->param,

dwc3\_gadget\_generic\_cmd\_status\_string(\_\_entry->status)

)

**端点命令**

端点命令也可以与完成代码一起记录。格式为:

TP\_printk("%s: cmd '%s' [%d] params %08x %08x %08x --> status: %s",

\_\_get\_str(name), dwc3\_gadget\_ep\_cmd\_string(\_\_entry->cmd),

\_\_entry->cmd, \_\_entry->param0,

\_\_entry->param1, \_\_entry->param2,

dwc3\_ep\_cmd\_status\_string(\_\_entry->cmd\_status)

)

**TRB的生命周期**

TRB的生命期很简单。我们要么准备TRB，要么完成它。通过这两个事件，我们可以看到一个TRB如何随时间而变化。格式为:

TP\_printk("%s: %d/%d trb %p buf %08x%08x size %s%d ctrl %08x (%c%c%c%c:%c%c:%s)",

\_\_get\_str(name), \_\_entry->queued, \_\_entry->allocated,

\_\_entry->trb, \_\_entry->bph, \_\_entry->bpl,

({char \*s;

int pcm = ((\_\_entry->size >> 24) & 3) + 1;

switch (\_\_entry->type) {

case USB\_ENDPOINT\_XFER\_INT:

case USB\_ENDPOINT\_XFER\_ISOC:

switch (pcm) {

case 1:

s = "1x ";

break;

case 2:

s = "2x ";

break;

case 3:

s = "3x ";

break;

}

default:

s = "";

} s; }),

DWC3\_TRB\_SIZE\_LENGTH(\_\_entry->size), \_\_entry->ctrl,

\_\_entry->ctrl & DWC3\_TRB\_CTRL\_HWO ? 'H' : 'h',

\_\_entry->ctrl & DWC3\_TRB\_CTRL\_LST ? 'L' : 'l',

\_\_entry->ctrl & DWC3\_TRB\_CTRL\_CHN ? 'C' : 'c',

\_\_entry->ctrl & DWC3\_TRB\_CTRL\_CSP ? 'S' : 's',

\_\_entry->ctrl & DWC3\_TRB\_CTRL\_ISP\_IMI ? 'S' : 's',

\_\_entry->ctrl & DWC3\_TRB\_CTRL\_IOC ? 'C' : 'c',

dwc3\_trb\_type\_string(DWC3\_TRBCTL\_TYPE(\_\_entry->ctrl))

)

**端点的生命期**

一个端点的生命周期由启用和禁用操作概括，两者都可以被跟踪。格式为:

TP\_printk("%s: mps %d/%d streams %d burst %d ring %d/%d flags %c:%c%c%c%c%c:%c:%c",

\_\_get\_str(name), \_\_entry->maxpacket,

\_\_entry->maxpacket\_limit, \_\_entry->max\_streams,

\_\_entry->maxburst, \_\_entry->trb\_enqueue,

\_\_entry->trb\_dequeue,

\_\_entry->flags & DWC3\_EP\_ENABLED ? 'E' : 'e',

\_\_entry->flags & DWC3\_EP\_STALL ? 'S' : 's',

\_\_entry->flags & DWC3\_EP\_WEDGE ? 'W' : 'w',

\_\_entry->flags & DWC3\_EP\_TRANSFER\_STARTED ? 'B' : 'b',

\_\_entry->flags & DWC3\_EP\_PENDING\_REQUEST ? 'P' : 'p',

\_\_entry->flags & DWC3\_EP\_END\_TRANSFER\_PENDING ? 'E' : 'e',

\_\_entry->direction ? '<' : '>'

)

### 结构体 、方法和定义

#### struct dwc3\_event\_buffer

软件事件缓冲区表示

**定义**

struct dwc3\_event\_buffer {

void \*buf;

void \*cache;

unsigned int length;

unsigned int lpos;

unsigned int count;

unsigned int flags;

#define DWC3\_EVENT\_PENDING BIT(0);

dma\_addr\_t dma;

struct dwc3 \*dwc;

};

**成员**

buf

该缓冲区

cache

线程中断中使用的缓存

length

缓冲区大小

lpos

事件偏移量

count

上一次读取事件计数器时的缓存

flags

与此事件缓冲区相关的标志

dma

dma\_addr\_t类型的地址

dwc

指向DWC控制器的指针

#### struct dwc3\_ep

设备端端点表示

**定义**

struct dwc3\_ep {

struct usb\_ep endpoint;

struct list\_head pending\_list;

struct list\_head started\_list;

wait\_queue\_head\_t wait\_end\_transfer;

spinlock\_t lock;

void \_\_iomem \*regs;

struct dwc3\_trb \*trb\_pool;

dma\_addr\_t trb\_pool\_dma;

struct dwc3 \*dwc;

u32 saved\_state;

unsigned flags;

#define DWC3\_EP\_ENABLED BIT(0);

#define DWC3\_EP\_STALL BIT(1);

#define DWC3\_EP\_WEDGE BIT(2);

#define DWC3\_EP\_TRANSFER\_STARTED BIT(3);

#define DWC3\_EP\_PENDING\_REQUEST BIT(5);

#define DWC3\_EP\_END\_TRANSFER\_PENDING BIT(7);

#define DWC3\_EP0\_DIR\_IN BIT(31);

u8 trb\_enqueue;

u8 trb\_dequeue;

u8 number;

u8 type;

u8 resource\_index;

u32 frame\_number;

u32 interval;

char name[20];

unsigned direction:1;

unsigned stream\_capable:1;

};

**成员**

endpoint

USB端点

pending\_list

该端点的挂起请求列表

started\_list

该端点上已开始的请求列表

wait\_end\_transfer

等待完成的wait\_queue\_head\_t

lock

用于端点请求队列遍历的自旋锁

regs

指向第一个端点寄存器的指针

trb\_pool

事务缓冲区数组

trb\_pool\_dma

TRB\_POOL的DMA地址

dwc

指向DWC控制器的指针

saved\_state

保存在休眠期间的端点状态

flags

端点标志（wedged, stalled, ...）

trb\_enqueue

将“指针”加入TRB数组

trb\_dequeue

将“指针”从TRB数组中删除

number

端点编号（1-15）

type

设置为bmAttributes＆USB\_ENDPOINT\_XFERTYPE\_MASK

resource\_index

资源传输索引

frame\_number

设置我们要开始这个传输的帧编号（ISOC）

interval

启动ISOC传输的间隔

name

可读性强的名称，例如ep1out-bulk

direction

TX为真，RX为假

stream\_capable

启用流时为真

#### struct dwc3\_trb

传输请求块（硬件格式）

**定义**

struct dwc3\_trb {

u32 bpl;

u32 bph;

u32 size;

u32 ctrl;

};

**成员**

bpl

DW0-3

bph

DW4-7

size

DW8-B

ctrl

DWC-F

#### struct dwc3\_hwparams

HWPARAMS寄存器的副本

**定义**

struct dwc3\_hwparams {

u32 hwparams0;

u32 hwparams1;

u32 hwparams2;

u32 hwparams3;

u32 hwparams4;

u32 hwparams5;

u32 hwparams6;

u32 hwparams7;

u32 hwparams8;

};

**成员**

hwparams0

GHWPARAMS0

hwparams1

GHWPARAMS1

hwparams2

GHWPARAMS2

hwparams3

GHWPARAMS3

hwparams4

GHWPARAMS4

hwparams5

GHWPARAMS5

hwparams6

GHWPARAMS6

hwparams7

GHWPARAMS7

hwparams8

GHWPARAMS8

#### struct dwc3\_request

传输请求的表示

**定义**

struct dwc3\_request {

struct usb\_request request;

struct list\_head list;

struct dwc3\_ep \*dep;

struct scatterlist \*sg;

struct scatterlist \*start\_sg;

unsigned num\_pending\_sgs;

unsigned int num\_queued\_sgs;

unsigned remaining;

u8 epnum;

struct dwc3\_trb \*trb;

dma\_addr\_t trb\_dma;

unsigned unaligned:1;

unsigned direction:1;

unsigned mapped:1;

unsigned started:1;

unsigned zero:1;

};

**成员**

request

待传输的 usb\_request 结构

list

用于请求排队的 list\_head

dep

拥有该请求的 dwc3\_ep 结构

sg

指向第一个未完成的 scatterlist

start\_sg

指向下一个将要排队的 scatterlist

num\_pending\_sgs

待处理 scatterlist 的计数器

num\_queued\_sgs

已排队的 scatterlist 的计数器

remaining

剩余数据量

epnum

该请求所涉及的端点号

trb

指向 struct dwc3\_trb 的指针

trb\_dma

trb 的 DMA 地址

unaligned

如果是长度不被 maxp 整除的 OUT 端点，则为 true

direction

IN 或 OUT 方向标志

mapped

如果请求已进行 DMA 映射，则为 true

started

已启动请求

zero

需要零长度数据包

#### struct dwc3

控制器的表示

**定义**

struct dwc3 {

struct work\_struct drd\_work;

struct dwc3\_trb \*ep0\_trb;

void \*bounce;

void \*scratchbuf;

u8 \*setup\_buf;

dma\_addr\_t ep0\_trb\_addr;

dma\_addr\_t bounce\_addr;

dma\_addr\_t scratch\_addr;

struct dwc3\_request ep0\_usb\_req;

struct completion ep0\_in\_setup;

spinlock\_t lock;

struct device \*dev;

struct device \*sysdev;

struct platform\_device \*xhci;

struct resource xhci\_resources[DWC3\_XHCI\_RESOURCES\_NUM];

struct dwc3\_event\_buffer \*ev\_buf;

struct dwc3\_ep \*eps[DWC3\_ENDPOINTS\_NUM];

struct usb\_gadget gadget;

struct usb\_gadget\_driver \*gadget\_driver;

struct clk\_bulk\_data \*clks;

int num\_clks;

struct reset\_control \*reset;

struct usb\_phy \*usb2\_phy;

struct usb\_phy \*usb3\_phy;

struct phy \*usb2\_generic\_phy;

struct phy \*usb3\_generic\_phy;

bool phys\_ready;

struct ulpi \*ulpi;

bool ulpi\_ready;

void \_\_iomem \*regs;

size\_t regs\_size;

enum usb\_dr\_mode dr\_mode;

u32 current\_dr\_role;

u32 desired\_dr\_role;

struct extcon\_dev \*edev;

struct notifier\_block edev\_nb;

enum usb\_phy\_interface hsphy\_mode;

u32 fladj;

u32 irq\_gadget;

u32 otg\_irq;

u32 current\_otg\_role;

u32 desired\_otg\_role;

bool otg\_restart\_host;

u32 nr\_scratch;

u32 u1u2;

u32 maximum\_speed;

u32 revision;

#define DWC3\_REVISION\_173A 0x5533173a;

#define DWC3\_REVISION\_175A 0x5533175a;

#define DWC3\_REVISION\_180A 0x5533180a;

#define DWC3\_REVISION\_183A 0x5533183a;

#define DWC3\_REVISION\_185A 0x5533185a;

#define DWC3\_REVISION\_187A 0x5533187a;

#define DWC3\_REVISION\_188A 0x5533188a;

#define DWC3\_REVISION\_190A 0x5533190a;

#define DWC3\_REVISION\_194A 0x5533194a;

#define DWC3\_REVISION\_200A 0x5533200a;

#define DWC3\_REVISION\_202A 0x5533202a;

#define DWC3\_REVISION\_210A 0x5533210a;

#define DWC3\_REVISION\_220A 0x5533220a;

#define DWC3\_REVISION\_230A 0x5533230a;

#define DWC3\_REVISION\_240A 0x5533240a;

#define DWC3\_REVISION\_250A 0x5533250a;

#define DWC3\_REVISION\_260A 0x5533260a;

#define DWC3\_REVISION\_270A 0x5533270a;

#define DWC3\_REVISION\_280A 0x5533280a;

#define DWC3\_REVISION\_290A 0x5533290a;

#define DWC3\_REVISION\_300A 0x5533300a;

#define DWC3\_REVISION\_310A 0x5533310a;

#define DWC3\_REVISION\_IS\_DWC31 0x80000000;

#define DWC3\_USB31\_REVISION\_110A (0x3131302a | DWC3\_REVISION\_IS\_DWC31);

#define DWC3\_USB31\_REVISION\_120A (0x3132302a | DWC3\_REVISION\_IS\_DWC31);

enum dwc3\_ep0\_next ep0\_next\_event;

enum dwc3\_ep0\_state ep0state;

enum dwc3\_link\_state link\_state;

u16 u2sel;

u16 u2pel;

u8 u1sel;

u8 u1pel;

u8 speed;

u8 num\_eps;

struct dwc3\_hwparams hwparams;

struct dentry \*root;

struct debugfs\_regset32 \*regset;

u8 test\_mode;

u8 test\_mode\_nr;

u8 lpm\_nyet\_threshold;

u8 hird\_threshold;

u8 rx\_thr\_num\_pkt\_prd;

u8 rx\_max\_burst\_prd;

u8 tx\_thr\_num\_pkt\_prd;

u8 tx\_max\_burst\_prd;

const char \*hsphy\_interface;

unsigned connected:1;

unsigned delayed\_status:1;

unsigned ep0\_bounced:1;

unsigned ep0\_expect\_in:1;

unsigned has\_hibernation:1;

unsigned sysdev\_is\_parent:1;

unsigned has\_lpm\_erratum:1;

unsigned is\_utmi\_l1\_suspend:1;

unsigned is\_fpga:1;

unsigned pending\_events:1;

unsigned pullups\_connected:1;

unsigned setup\_packet\_pending:1;

unsigned three\_stage\_setup:1;

unsigned usb3\_lpm\_capable:1;

unsigned disable\_scramble\_quirk:1;

unsigned u2exit\_lfps\_quirk:1;

unsigned u2ss\_inp3\_quirk:1;

unsigned req\_p1p2p3\_quirk:1;

unsigned del\_p1p2p3\_quirk:1;

unsigned del\_phy\_power\_chg\_quirk:1;

unsigned lfps\_filter\_quirk:1;

unsigned rx\_detect\_poll\_quirk:1;

unsigned dis\_u3\_susphy\_quirk:1;

unsigned dis\_u2\_susphy\_quirk:1;

unsigned dis\_enblslpm\_quirk:1;

unsigned dis\_rxdet\_inp3\_quirk:1;

unsigned dis\_u2\_freeclk\_exists\_quirk:1;

unsigned dis\_del\_phy\_power\_chg\_quirk:1;

unsigned dis\_tx\_ipgap\_linecheck\_quirk:1;

unsigned tx\_de\_emphasis\_quirk:1;

unsigned tx\_de\_emphasis:2;

unsigned dis\_metastability\_quirk:1;

u16 imod\_interval;

};

**成员**

drd\_work

用于角色交换的工作队列

ep0\_trb

trb 用于 ctrl\_req

bounce

反弹缓冲区的地址

scratchbuf

暂存缓冲区的地址

setup\_buf

在处理 STD USB 请求时使用

ep0\_trb\_addr

ep0\_trb的 DMA 地址

bounce\_addr

反弹的DMA地址

scratch\_addr

scratchbuf 的 DMA 地址

ep0\_usb\_req

处理 STD USB 请求时使用的虚拟请求

ep0\_in\_setup

一次控制交接完成，进入设置阶段

lock

用于同步

dev

指向我们的结构设备的指针

sysdev

指向支持 DMA 的设备的指针

xhci

指向我们的 xHCI 孩子的指针

xhci\_resources

为我们的xhci孩子构建资源

ev\_buf

结构 dwc3\_event\_buffer 指针

eps

端点数组

gadget

外围控制器的设备端表示

gadget\_driver

指向小工具驱动程序的指针

clks

时钟阵列

num\_clks

时钟数量

reset

重置控制

usb2\_phy

指向 USB2 PHY 的指针

usb3\_phy

指向 USB3 PHY 的指针

usb2\_generic\_phy

指向 USB2 PHY 的指针

usb3\_generic\_phy

指向 USB3 PHY 的指针

phys\_ready

指示 PHY 已准备就绪的标志

ulpi

指向 ulpi 接口的指针

ulpi\_ready

指示 ULPI 已初始化的标志

regs

我们寄存器的基地址

regs\_size

地址空间大小

dr\_mode

请求的操作模式

current\_dr\_role

在双角色模式下操作的当前角色

desired\_dr\_role

在双角色模式下所需的操作角色

edev

分机句柄

edev\_nb

外部通知程序

hsphy\_mode

UTMI phy 模式，以下之一： - USBPHY\_INTERFACE\_MODE\_UTMI - USBPHY\_INTERFACE\_MODE\_UTMIW

fladj

帧长调整

irq\_gadget

外围控制器的 IRQ 号

otg\_irq

OTG IRQ 的 IRQ 号

current\_otg\_role

使用 OTG 块时的当前操作角色

desired\_otg\_role

使用 OTG 块时所需的操作角色

otg\_restart\_host

OTG 控制器需要重启主机的标志

nr\_scratch

临时缓冲区的数量

u1u2

仅用于版本 <1.83a 的解决方法

maximum\_speed

请求的最大速度（主要用于测试目的）

revision

修订登记内容

ep0\_next\_event

举办下一个预期活动

ep0state

端点零状态

link\_state

链接状态

u2sel

来自 Set SEL 请求的参数。

u2pel

来自 Set SEL 请求的参数。

u1sel

来自 Set SEL 请求的参数。

u1pel

来自 Set SEL 请求的参数。

speed

设备速度（超、高、全、低）

num\_eps

端点数

hwparams

hwparams 寄存器的副本

root

debugfs 根文件夹指针

regset

指向 regdump 文件的 debugfs 指针

test\_mode

当我们进入 USB 测试模式时为真

test\_mode\_nr

测试特征选择器

lpm\_nyet\_threshold

LPM NYET 响应阈值

hird\_threshold

HIRD 阈值

rx\_thr\_num\_pkt\_prd

定期 ESS 接收数据包计数

rx\_max\_burst\_prd

最大周期性 ESS 接收突发大小

tx\_thr\_num\_pkt\_prd

周期性 ESS 传输数据包计数

tx\_max\_burst\_prd

最大周期性 ESS 传输突发大小

hsphy\_interface

“utmi”或“ulpi”

connected

当我们连接到主机时为真，否则为假

delayed\_status

当小工具驱动程序请求延迟状态时为真

ep0\_bounced

当我们使用反弹缓冲区时为真

ep0\_expect\_in

当我们期望 DATA IN 传输时为真

has\_hibernation

当 dwc3 配置为休眠时为真

sysdev\_is\_parent

当 dwc3 设备具有父驱动程序时为真

has\_lpm\_erratum

当内核配置有 LPM Erratum 时为真。请注意，现在软件可以在运行时检测到这一点。

is\_utmi\_l1\_suspend

内核断言输出信号 0 - utmi\_sleep\_n 1 - utmi\_l1\_suspend\_n

is\_fpga

当我们使用 FPGA 板时为真

pending\_events

当我们有待处理的 IRQ 需要处理时为真

pullups\_connected

设置运行/停止位时为真

setup\_packet\_pending

当 FIFO 中有设置数据包时为真。解决方法

three\_stage\_setup

如果我们执行三相设置，请设置

usb3\_lpm\_capable

设置 hadrware 是否支持链路电源管理

disable\_scramble\_quirk

如果我们启用禁用加扰怪癖，请设置

u2exit\_lfps\_quirk

设置我们是否启用 u2exit lfps 怪癖

u2ss\_inp3\_quirk

设置我们是否为 U2/SS Inactive quirk 启用 P3 OK

req\_p1p2p3\_quirk

设置我们是否启用请求 p1p2p3 怪癖

del\_p1p2p3\_quirk

设置是否启用延迟 p1p2p3 怪癖

del\_phy\_power\_chg\_quirk

设置是否启用延迟 phy 电源更改怪癖

lfps\_filter\_quirk

设置是否启用 LFPS 过滤器怪癖

rx\_detect\_poll\_quirk

设置我们是否启用 rx\_detect 以轮询 lfps 怪癖

dis\_u3\_susphy\_quirk

设置我们是否禁用 usb3 挂起 phy

dis\_u2\_susphy\_quirk

设置我们是否禁用 usb2 挂起 phy

dis\_enblslpm\_quirk

如果我们清除 GUSB2PHYCFG 中的 enblslpm，则设置，禁用对 PHY 的挂起信号。

dis\_rxdet\_inp3\_quirk

如果我们在 P3 中禁用 Rx.Detect，则设置

dis\_u2\_freeclk\_exists\_quirk

如果我们清除 GUSB2PHYCFG 中的 u2\_freeclk\_exists，则设置 USB2 PHY 不提供自由运行的 PHY 时钟。

dis\_del\_phy\_power\_chg\_quirk

如果我们禁用延迟 phy 电源更改怪癖，请设置。

dis\_tx\_ipgap\_linecheck\_quirk

设置我们是否在 HS 传输期间禁用 u2mac 线路状态检查。

tx\_de\_emphasis\_quirk

如果我们启用 Tx 去加重怪癖则设置

tx\_de\_emphasis

Tx 去加重值 0 - -6dB 去加重 1 - -3.5dB 去加重 2 - 无去加重 3 - 保留

dis\_metastability\_quirk

设置为禁用亚稳态怪癖。

imod\_interval

以 250ns 的增量设置中断调节间隔或 0 禁用。

#### struct dwc3\_event\_depevt

设备端点事件

**定义**

struct dwc3\_event\_depevt {

u32 one\_bit:1;

u32 endpoint\_number:5;

u32 endpoint\_event:4;

u32 reserved11\_10:2;

u32 status:4;

#define DEPEVT\_STATUS\_TRANSFER\_ACTIVE BIT(3);

#define DEPEVT\_STATUS\_BUSERR BIT(0);

#define DEPEVT\_STATUS\_SHORT BIT(1);

#define DEPEVT\_STATUS\_IOC BIT(2);

#define DEPEVT\_STATUS\_LST BIT(3) ;

#define DEPEVT\_STATUS\_MISSED\_ISOC BIT(3) ;

#define DEPEVT\_STREAMEVT\_FOUND 1;

#define DEPEVT\_STREAMEVT\_NOTFOUND 2;

#define DEPEVT\_STATUS\_CONTROL\_DATA 1;

#define DEPEVT\_STATUS\_CONTROL\_STATUS 2;

#define DEPEVT\_STATUS\_CONTROL\_PHASE(n) ((n) & 3);

#define DEPEVT\_TRANSFER\_NO\_RESOURCE 1;

#define DEPEVT\_TRANSFER\_BUS\_EXPIRY 2;

u32 parameters:16;

#define DEPEVT\_PARAMETER\_CMD(n) (((n) & (0xf << 8)) >> 8);

};

**成员**

vone\_bit

指示这是端点事件（未使用）

endpoint\_number

端点数量

endpoint\_event

我们的事件0x00 - 保留0x01 - XferComplete 0x02 - XferInProgress 0x03 - XferNotReady 0x04 - RxTxFifoEvt（IN->Underrun，OUT->Overrun）0x05 - 保留0x06 - StreamEvt 0x07 - EPCmdCmplt

reserved11\_10

保留，请勿使用。

status

指示事件的状态。有关更多信息，请参阅数据手册。

parameters

当前事件的参数。有关更多信息，请参阅数据手册。

#### struct dwc3\_event\_devt

设备事件

**定义**

struct dwc3\_event\_devt {

u32 one\_bit:1;

u32 device\_event:7;

u32 type:4;

u32 reserved15\_12:4;

u32 event\_info:9;

u32 reserved31\_25:7;

};

**成员**

one\_bit

指示这是非端点事件（未使用）

device\_event

指示它是设备事件。应该读取为0x00

type

指示设备事件的类型。0 - DisconnEvt 1 - USBRst 2 - ConnectDone 3 - ULStChng 4 - WkUpEvt 5 - 保留6 - 暂停（在2.10a及以前版本上为EOPF）7 - SOF 8 - 保留9 - ErrticErr 10 - CmdCmplt 11 - EvntOverflow 12 - VndrDevTstRcved

reserved15\_12

保留，未使用

event\_info

关于此事件的信息

reserved31\_25

保留，未使用

#### struct dwc3\_event\_gevt

其他核心事件

**定义**

struct dwc3\_event\_gevt {

u32 one\_bit:1;

u32 device\_event:7;

u32 phy\_port\_number:4;

u32 reserved31\_12:20;

};

**成员**

one\_bit

表示这是非端点事件（未使用）

device\_event

表示它是（0x03）Carkit或（0x04）I2C事件。

phy\_port\_number

不言自明

reserved31\_12

保留，未使用。

#### union dwc3\_event

事件缓冲区内容的表示

**定义**

union dwc3\_event {

u32 raw;

struct dwc3\_event\_type type;

struct dwc3\_event\_depevt depevt;

struct dwc3\_event\_devt devt;

struct dwc3\_event\_gevt gevt;

};

**成员**

raw

原始的32位事件

type

事件的类型

depevt

设备端点事件

devt

设备事件

gevt

全局事件

#### struct dwc3\_gadget\_ep\_cmd\_params

端点命令参数的表示

**定义**

struct dwc3\_gadget\_ep\_cmd\_params {

u32 param2;

u32 param1;

u32 param0;

};

**成员**

param2

第三个参数

param1

第二个参数

param0

第一个参数

#### struct dwc3\_request \*next\_request(struct list\_head \*list)

获取给定列表中的下一个请求

**参数**

struct list\_head \*list

要操作的请求列表

**说明**

调用方应该注意加锁。此函数返回NULL或列表中可用的第一个请求。

#### void dwc3\_gadget\_move\_started\_request(struct dwc3\_request \*req)

将req移动到已启动列表

**参数**

struct dwc3\_request \*req

要移动的请求

**说明**

调用方应该注意加锁。此函数将req从其当前列表中移动到端点的已启动列表。

#### void dwc3\_gadget\_ep\_get\_transfer\_index(struct dwc3\_ep \*dep)

从HW获取传输资源索引

**参数**

struct dwc3\_ep \*dep

dwc3端点

**说明**

调用方应该注意加锁。返回给定端点的传输资源索引。

#### int dwc3\_gadget\_set\_test\_mode(struct dwc3 \*dwc, int mode)

启用USB2测试模式

**参数**

struct dwc3 \*dwc

指向我们的上下文struct 的指针

int mode

要设置的模式（J、K SE0 NAK、Force Enable）

**说明**

调用方应该注意加锁。此函数将在成功时返回0或在传递错误的测试选择器时返回-EINVAL。

#### int dwc3\_gadget\_get\_link\_state(struct dwc3 \*dwc)

获取USB链接的当前状态

**参数**

struct dwc3 \*dwc

指向我们的上下文struct 的指针

**说明**

调用方应该注意加锁。此函数将在成功时返回链接状态（> = 0），或在超时时返回-ETIMEDOUT。

#### int dwc3\_gadget\_set\_link\_state(struct dwc3 \*dwc, enum dwc3\_link\_state state)

将USB链接设置为特定状态

**参数**

struct dwc3 \*dwc

指向我们的上下文struct 的指针

enum dwc3\_link\_state state

要将链接设置为的状态

**说明**

调用方应该注意加锁。此函数将在成功时返回0或在超时时返回-ETIMEDOUT。

#### void dwc3\_ep\_inc\_trb(u8 \*index)

增加trb索引

**参数**

u8 \*index

要增加的TRB索引的指针。

**说明**

索引永远不应指向链接TRB。增加后，如果其指向链接TRB，则回到开头。链接TRB始终位于最后一个TRB条目。

#### void dwc3\_ep\_inc\_enq(struct dwc3\_ep \*dep)

增加端点的入队指针

**参数**

struct dwc3\_ep \*dep

我们正在增加其入队指针的端点

#### void dwc3\_ep\_inc\_deq(struct dwc3\_ep \*dep)

增加端点的出队指针

**参数**

struct dwc3\_ep \*dep

我们正在增加其出队指针的端点

#### void dwc3\_gadget\_giveback(struct dwc3\_ep \*dep, struct dwc3\_request \*req, int status)

调用struct usb\_request的->complete回调

**参数**

struct dwc3\_ep \*dep

请求所属的端点

struct dwc3\_request \*req

我们正在回传的请求

int status

请求的完成状态代码

**说明**

必须在控制器的锁保持和中断禁用的情况下调用。此函数将取消映射req并调用其->complete（）回调以通知上层它已经完成。

#### int dwc3\_send\_gadget\_generic\_command(struct dwc3 \*dwc, unsigned int cmd, u32 param)

为控制器发出通用命令

**参数**

struct dwc3 \*dwc

指向控制器上下文的指针

unsigned int cmd

要发出的命令

u32 param

命令参数

**说明**

调用方应该注意加锁。使用给定的param向dwc发出cmd并等待其完成。

#### int dwc3\_send\_gadget\_ep\_cmd(struct dwc3\_ep \*dep, unsigned int cmd, struct dwc3\_gadget\_ep\_cmd\_params \*params)

发出端点命令

**参数**

struct dwc3\_ep \*dep

要发出命令的端点

unsigned int cmd

要发出的命令

struct dwc3\_gadget\_ep\_cmd\_params \*params

命令的参数

**说明**

调用方应该注意加锁。此函数将使用给定的参数cmd向dep发出命令并等待其完成。

#### int dwc3\_gadget\_start\_config(struct dwc3\_ep \*dep)

配置端点资源

**参数**

struct dwc3\_ep \*dep

正在启用的端点

**说明**

向dep发出DWC3\_DEPCMD\_DEPSTARTCFG命令。在命令完成后，它将为所有可用的端点设置传输资源。

传输资源的分配不能完全遵循数据手册，因为控制器驱动程序并没有所有先见之明的配置知识。复合设备框架会分别在每个SET\_CONFIGURATION和SET\_INTERFACE后将此信息分散给它。在此情况下尝试遵循数据手册编程模型可能会导致错误。由于两个原因

数据手册表示，对于每个USB\_REQ\_SET\_CONFIGURATION和USB\_REQ\_SET\_INTERFACE（8.1.5），都要执行DWC3\_DEPCMD\_DEPSTARTCFG。在多个接口的情况下，这是不正确的。数据手册未提及为新端点上的alt设置执行更多的DWC3\_DEPCMD\_DEPXFERCFG（8.1.6）。

使用以下简化方法：

所有硬件端点都可以分配传输资源，并且此设置将保持持久状态，直到核心重置或休眠。因此，每当我们执行“DWC3\_DEPCMD\_DEPSTARTCFG”（0）时，我们可以继续为每个硬件端点执行“DWC3\_DEPCMD\_DEPXFERCFG”。我们保证有与端点一样多的传输资源。每当启用一个端点时，就会调用这个函数，但只有在EP0-out被调用时才会触发，这总是首先发生的，并且只应在上述条件之一下发生。

#### int \_\_dwc3\_gadget\_ep\_enable（struct dwc3\_ep \* dep，unsigned int action）

初始化硬件端点

**参数**

struct dwc3\_ep \* dep

要初始化的端点

unsigned int action

INIT，MODIFY或RESTORE之一

**说明**

调用程序应注意锁定。执行所有必要的命令以初始化HW端点，以便可以由gadget驱动程序使用。

#### int \_\_dwc3\_gadget\_ep\_disable（struct dwc3\_ep \* dep）

禁用hw端点

**参数**

struct dwc3\_ep \* dep

要禁用的端点

**说明**

此函数撤消\_\_dwc3\_gadget\_ep\_enable的操作，并删除当前由硬件处理的请求以及尚未调度的请求。调用程序应注意锁定。

#### struct dwc3\_trb \*dwc3\_ep\_prev\_trb（struct dwc3\_ep \* dep，u8 index）

返回环中的上一个TRB

**参数**

struct dwc3\_ep \* dep

带有TRB环的端点

u8 index

环中当前的TRB的索引

**说明**

返回索引指向的TRB前面的TRB。如果索引为0，我们将向后回卷，跳过链路TRB，并返回它之前的TRB。

#### void dwc3\_prepare\_one\_trb（struct dwc3\_ep \* dep，struct dwc3\_request \* req，unsigned chain，unsigned node）

为一个请求设置一个TRB

**参数**

struct dwc3\_ep \* dep

准备此请求的端点

struct dwc3\_request \* req

dwc3\_request指针

unsigned int chain

这个TRB是否链接到下一个？

unsigned int node

仅适用于等时端点。第一个TRB需要不同类型。

#### void dwc3\_gadget\_setup\_nump（struct dwc3 \* dwc）

计算并初始化DWC3\_DCFG的NUMP字段

**参数**

struct dwc3 \* dwc

指向我们的上下文结构的指针

**说明**

以下看起来很复杂，但实际上非常简单。为了计算我们可以一次在OUT传输中突发的数据包数量，我们将使用RxFIFO大小。

为了计算RxFIFO大小，我们需要两个数字MDWIDTH =内存总线RAM2\_DEPTH的大小，以位为单位，内部RAM2的MDWIDTH（RxFIFO位于其中的深度）

给定这两个数字，公式很简单：

 RxFIFO 大小 = (RAM2\_DEPTH \* MDWIDTH / 8) - 24 - 16；

24字节是3个SETUP数据包

16字节是时钟域过渡容限

给定RxFIFO大小，

#### int dwc3\_gadget\_init（struct dwc3 \* dwc）

初始化与gadget相关的寄存器

**参数**

struct dwc3 \* dwc

指向我们的控制器上下文结构的指针

**说明**

成功返回0，否则返回负的errno。

#### DWC3\_DEFAULT\_AUTOSUSPEND\_DELAY()

DesignWare USB3 DRD控制器Core文件

#### int dwc3\_get\_dr\_mode（struct dwc3 \* dwc）

验证并设置dr\_mode

**参数**

struct dwc3 \* dwc

指向我们的上下文结构的指针

#### int dwc3\_core\_soft\_reset（struct dwc3 \* dwc）

发出核心软重置和PHY重置

**参数**

struct dwc3 \* dwc

指向我们的上下文结构的指针

#### void dwc3\_ref\_clk\_period（struct dwc3 \* dwc）

参考时钟周期配置默认参考时钟周期取决于硬件配置。对于参考时钟与默认值不同的系统，这将在DWC3\_GUCTL寄存器中设置时钟周期。

**参数**

struct dwc3 \* dwc

指向我们的控制器上下文结构的指针

#### void dwc3\_free\_one\_event\_buffer（struct dwc3 \* dwc，struct dwc3\_event\_buffer \* evt）

释放一个事件缓冲区

**参数**

struct dwc3 \* dwc

指向我们的控制器上下文结构的指针

struct dwc3\_event\_buffer \* evt

要释放的事件缓冲区的指针

#### struct dwc3\_event\_buffer \* dwc3\_alloc\_one\_event\_buffer（struct dwc3 \* dwc，unsigned int length）

分配一个事件缓冲区结构

**参数**

struct dwc3 \* dwc

指向我们的控制器上下文结构的指针

unsigned int length

事件缓冲区的大小

**说明**

在成功的情况下返回指向分配的事件缓冲区结构的指针，否则返回ERR\_PTR（errno）。

#### void dwc3\_free\_event\_buffers（struct dwc3 \* dwc）

释放所有已分配的事件缓冲区

**参数**

struct dwc3 \* dwc

指向我们的控制器上下文结构的指针

#### int dwc3\_alloc\_event\_buffers（struct dwc3 \* dwc，unsigned int length）

分配长度为length的num事件缓冲区

**参数**

struct dwc3 \* dwc

指向我们的控制器上下文结构的指针

unsigned int length

事件缓冲区的大小

**说明**

成功返回0，否则返回负的errno。在错误情况下，dwc可能包含已分配但未请求的某些缓冲区。

#### int dwc3\_event\_buffers\_setup（struct dwc3 \*dwc）

设置已分配的事件缓冲区

**参数**

struct dwc3 \*dwc

指向控制器上下文结构的指针

**说明**

成功返回0，否则返回负的错误号。

#### int dwc3\_phy\_setup(struct dwc3 \*dwc)

配置DWC3核的USB PHY接口

**参数**

struct dwc3 \*dwc

指向控制器上下文结构的指针

**说明**

成功返回0。 USB PHY接口已配置但未初始化。 PHY接口和PHY与核心一起在dwc3\_core\_init中初始化。

#### int dwc3\_core\_init(struct dwc3 \*dwc)

DWC3核的低级别初始化

**参数**

struct dwc3 \*dwc

指向控制器上下文结构的指针

**说明**

成功返回0，否则返回负的错误号。

1. （1、2、3）传输请求块
2. 传输请求块指向另一个传输请求块。
3. （1、2）调试文件系统
4. 配置文件系统
5. 命令块包装器

## 编写MUSB胶水层

### 介绍

Linux MUSB子系统是更大的Linux USB子系统的一部分。 它提供了对不使用通用主机控制器接口（UHCI）或开放主机控制器接口（OHCI）的嵌入式USB设备控制器（UDC）的支持。

相反，这些嵌入式UDC依赖于它们至少部分实现的USB On-the-Go（OTG）规范。 在大多数情况下使用的硅参考设计是Mentor Graphics Inventra™设计中找到的多点USB高速双重控制器（MUSB HDRC）。

作为一种自学练习，我编写了Ingenic JZ4740 SoC的MUSB胶水层，模仿内核源树中的许多MUSB胶水层。 此层可以在drivers / usb / musb / jz4740.c中找到。 在本文档中，我将讲解jz4740.c胶水层的基础知识，解释不同的部分以及编写自己的设备胶水层所需的内容。

### Linux MUSB基础知识

要开始学习主题，请阅读USB On-the-Go Basics（参见资源），该资源提供了USB OTG在硬件级别上的操作简介。 德州仪器和模拟器件的一些维基页面还提供了Linux内核MUSB配置的概述，尽管侧重于这些公司提供的一些特定设备。 最后，熟悉USB规范并提供通过编写USB设备驱动程序文档的实际示例可能会有所帮助（再次见资源）。

Linux USB堆栈是一种分层体系结构，在其中MUSB控制器硬件位于最低层。 MUSB控制器驱动程序将MUSB控制器硬件抽象到Linux USB堆栈:

------------------------

| | <------- drivers/usb/gadget

| Linux USB Core Stack | <------- drivers/usb/host

| | <------- drivers/usb/core

------------------------

⬍

--------------------------

| | <------ drivers/usb/musb/musb\_gadget.c

| MUSB Controller driver | <------ drivers/usb/musb/musb\_host.c

| | <------ drivers/usb/musb/musb\_core.c

--------------------------

⬍

---------------------------------

| MUSB Platform Specific Driver |

| | <-- drivers/usb/musb/jz4740.c

| aka "Glue Layer" |

---------------------------------

⬍

---------------------------------

| MUSB Controller Hardware |

---------------------------------

如上所述，胶水层实际上是控制器驱动程序和控制器硬件之间的平台特定代码。

就像Linux USB驱动程序需要向Linux USB子系统注册一样，MUSB胶水层首先需要向MUSB控制器驱动程序注册。这将使控制器驱动程序知道胶水层支持的设备及其检测到或释放支持的设备时调用的哪些函数；请记住，我们在这里谈论的是嵌入式控制器芯片，因此没有运行时插入或拔出。

所有这些信息都通过在胶水层中定义的platform\_driver结构传递给MUSB控制器驱动程序:

static struct platform\_driver jz4740\_driver = {

.probe = jz4740\_probe,

.remove = jz4740\_remove,

.driver = {

.name = "musb-jz4740",

},

};

在检测到匹配的设备时，将调用探测和删除函数指针，分别释放。名称字符串说明此胶水层支持的设备。在当前情况下，它与在arch / mips / jz4740 / platform.c中声明的platform\_device结构匹配。请注意，我们在这里没有使用设备树绑定。

为了向控制器驱动程序注册自己，胶水层需要经过几个步骤，基本上是分配控制器硬件资源并初始化几个电路。为此，它需要跟踪在这些步骤中使用的信息。这是通过定义一个私有的jz4740\_glue结构来完成的:

struct jz4740\_glue {

struct device \*dev;

struct platform\_device \*musb;

struct clk \*clk;

};

dev和musb成员都是设备结构变量。第一个保持有关设备的常规信息，因为它是基本设备结构，而后者保持与注册到的子系统更密切相关的信息。 clk变量保留与设备时钟操作有关的信息。

让我们通过领先胶水层向控制器驱动程序注册自己的探测函数的步骤。

**注意事项**

为了易读性，每个函数将被分为逻辑部分，每个部分都显示为与其他部分独立的部分。

static int jz4740\_probe(struct platform\_device \*pdev){

struct platform\_device \*musb;

struct jz4740\_glue \*glue;

struct clk \*clk;

int ret;

glue = devm\_kzalloc(&pdev->dev, sizeof(\*glue), GFP\_KERNEL);

if (!glue)

return -ENOMEM;

musb=platform\_device\_alloc("musb-hdrc", PLATFORM\_DEVID\_AUTO);

if (!musb) {

dev\_err(&pdev->dev, "failed to allocate musb device\n");

return -ENOMEM;

}

clk = devm\_clk\_get(&pdev->dev, "udc");

if (IS\_ERR(clk)) {

dev\_err(&pdev->dev, "failed to get clock\n");

ret = PTR\_ERR(clk);

goto err\_platform\_device\_put;

}

ret = clk\_prepare\_enable(clk);

if (ret) {

dev\_err(&pdev->dev, "failed to enable clock\n");

goto err\_platform\_device\_put;

}

musb->dev.parent = &pdev->dev;

glue->dev = &pdev->dev;

glue->musb = musb;

glue->clk = clk;

return 0;

err\_platform\_device\_put:

platform\_device\_put(musb);

return ret;

}

probe function的前几行分配并分配了黏合，musb和clk变量。GFP\_KERNEL标志（第8行）允许分配过程休眠并等待内存，因此可用于锁定情况。PLATFORM\_DEVID\_AUTO标志（第12行）允许自动分配和管理设备ID，以避免显式ID与设备命名空间冲突。使用devm\_clk\_get（）（第18行），黏合层分配时钟，并启用它，devm\_前缀表示由clk\_get（）管理当设备释放时，它会自动释放分配的时钟资源数据。

接下来是注册步骤:

static int jz4740\_probe(struct platform\_device \*pdev)

{

struct musb\_hdrc\_platform\_data \*pdata = &jz4740\_musb\_platform\_data;

pdata->platform\_ops = &jz4740\_musb\_ops;

platform\_set\_drvdata(pdev, glue);

ret = platform\_device\_add\_resources(musb, pdev->resource, pdev->num\_resources);

if (ret) {

dev\_err(&pdev->dev, "failed to add resources\n");

goto err\_clk\_disable;

}

ret = platform\_device\_add\_data(musb, pdata, sizeof(\*pdata));

if (ret) {

dev\_err(&pdev->dev, "failed to add platform\_data\n"); goto err\_clk\_disable;

}

return 0;

err\_clk\_disable:

clk\_disable\_unprepare(clk);

err\_platform\_device\_put:

platform\_device\_put(musb);

return ret;

}

第一步是通过platform\_set\_drvdata（）（第7行）将黏合层私有持有的设备数据传递给控制器驱动程序。接下来是通过platform\_device\_add\_resources（）（第9行）传递设备资源信息，同样在那一点上私有持有。

最后是通过platform\_device\_add\_data（）（第16行）将平台特定数据传递给控制器驱动程序（第5行的platform\_ops函数指针在musb\_hdrc\_platform\_data结构中（第3行））。这个函数指针允许MUSB控制器驱动程序知道要调用哪个函数进行设备操作。

static const struct musb\_platform\_ops jz4740\_musb\_ops = {

.init = jz4740\_musb\_init,

.exit = jz4740\_musb\_exit,

};

这里我们只有最小的情况，只有在需要时控制器驱动程序才调用init和exit函数。实际上，JZ4740 MUSB控制器是一个基本控制器，缺少其他控制器中找到的一些功能，否则我们也可能有几个其他函数的指针，例如功率管理函数或在OTG和非OTG模式之间切换的函数。

在注册过程的那一点上，控制器驱动程序实际上调用了init函数:

static int jz4740\_musb\_init(struct musb \*musb)

{

musb->xceiv = usb\_get\_phy(USB\_PHY\_TYPE\_USB2);

if (!musb->xceiv) {

pr\_err("HS UDC: no transceiver configured\n");

return -ENODEV; }

/\* Silicon does not implement ConfigData register.

\* Set dyn\_fifo to avoid reading EP config from hardware.

\*/

musb->dyn\_fifo = true;

musb->isr = jz4740\_musb\_interrupt;

return 0;

}

jz4740\_musb\_init的目的是获取MUSB控制器硬件的变送器驱动程序数据，并像往常一样将其传递给MUSB控制器驱动程序。变送器是负责发送/接收USB数据的控制器硬件内部电路。由于它是OSI模型的物理层的实现，因此变送器也称为PHY。

通过usb\_get\_phy（）获取MUSB PHY驱动程序数据，该函数返回包含驱动程序实例数据的结构的指针。下一对指令（第12行和第14行）用作小故障和设置IRQ处理。故障转移和IRQ处理将在后面讨论。

static int jz4740\_musb\_exit(struct musb \*musb)

{

usb\_put\_phy(musb->xceiv);

return 0;

}

作为init的反向，exit函数在控制器硬件本身即将被释放时释放MUSB PHY驱动程序。

再次注意，由于JZ4740控制器硬件的基本设备功能集，因此在这种情况下，init和exit相对简单。当为更复杂的控制器硬件编写musb黏合层时，您可能需要在这两个函数中进行更多处理。

从init函数返回,MUSB控制器驱动程序跳回到probe函数:

static int jz4740\_probe(struct platform\_device \*pdev)

{

ret = platform\_device\_add(musb);

if (ret) {

dev\_err(&pdev->dev, "failed to register musb device\n");

goto err\_clk\_disable;

}

return 0;

err\_clk\_disable:

clk\_disable\_unprepare(clk);

err\_platform\_device\_put:

platform\_device\_put(musb);

return ret;

}

这是设备注册过程的最后一部分，其中粘合层将控制器硬件设备添加到Linux内核设备层次结构中。在此阶段，有关设备的所有已知信息都被传递给了Linux USB核心堆栈:

static int jz4740\_remove(struct platform\_device \*pdev)

{

struct jz4740\_glue \*glue = platform\_get\_drvdata(pdev);

platform\_device\_unregister(glue->musb); clk\_disable\_unprepare(glue->clk);

return 0;

}

作为探测的对应部分，remove函数注销了MUSB控制器硬件（第5行），并禁用了时钟（第6行），从而使其处于关闭状态。

### 处理IRQs

除了对MUSB控制器硬件进行基本设置和注册外，粘合层还负责处理IRQs:

static irqreturn\_t jz4740\_musb\_interrupt(int irq, void \*\_\_hci)

{

unsigned long flags;

irqreturn\_t retval = IRQ\_NONE;

struct musb \*musb = \_\_hci;

spin\_lock\_irqsave(&musb->lock, flags);

musb->int\_usb = musb\_readb(musb->mregs, MUSB\_INTRUSB); musb->int\_tx = musb\_readw(musb->mregs, MUSB\_INTRTX); musb->int\_rx = musb\_readw(musb->mregs, MUSB\_INTRRX);

/\*

\* The controller is gadget only, the state of the host mode IRQ bits is \* undefined. Mask them to make sure that the musb driver core will \* never see them set

\*/

musb->int\_usb &= MUSB\_INTR\_SUSPEND | MUSB\_INTR\_RESUME | MUSB\_INTR\_RESET | MUSB\_INTR\_SOF;

if (musb->int\_usb || musb->int\_tx || musb->int\_rx)

retval = musb\_interrupt(musb);

spin\_unlock\_irqrestore(&musb->lock, flags);

return retval;

}

在这里，粘合层主要需要读取相关硬件寄存器的值，并将其传递给控制器驱动程序，以便处理触发IRQ的实际事件。

中断处理程序关键部分受到spin\_lock\_irqsave（）和相应的spin\_unlock\_irqrestore（）函数的保护（第7行和第24行），它们防止中断处理程序代码同时由两个不同的线程运行。

接着读取相关的中断寄存器（第9-11行）：

MUSB\_INTRUSB表示当前活动的USB中断，

MUSB\_INTRTX表示当前活动的TX端点中断中有哪些，

MUSB\_INTRRX表示当前活动的TX端点中断中有哪些。

注意，musb\_readb（）用于读取最多8位寄存器，而musb\_readw（）允许我们最多读取16位寄存器。根据您的设备寄存器的大小，还可以使用其他函数。有关更多信息，请参见musb\_io.h。

第18行的指令是JZ4740 USB设备控制器的另一个特殊性，稍后将在设备特殊性中讨论。

尽管这样，粘合层仍需注册IRQ处理程序。请记得在init函数的第14行的指令:

static int jz4740\_musb\_init(struct musb \*musb)

{

musb->isr = jz4740\_musb\_interrupt;

return 0;

}

此指令将指向粘合层IRQ处理程序函数的指针设置为控制器硬件，以便当来自控制器硬件的IRQ时，控制器硬件调用处理程序回调处理程序。中断处理程序现已实现和注册。

### 设备平台数据

为了编写MUSB粘合层，您需要拥有说明控制器硬件硬件能力的一些数据，这称为平台数据。

平台数据是特定于您的硬件的，尽管它可能涵盖广泛的设备，并且通常在arch/目录中找到，具体取决于您的设备架构。

例如，JZ4740 SoC的平台数据可在arch/mips/jz4740/platform.c中找到。在platform.c文件中，每个JZ4740 SoC的设备都通过一组结构说明。

这是覆盖USB设备控制器（UDC）的arch/mips/jz4740/platform.c的一部分:

/\* USB Device Controller \*/

struct platform\_device jz4740\_udc\_xceiv\_device = {

.name = "usb\_phy\_gen\_xceiv",

.id = 0,

};

static struct resource jz4740\_udc\_resources[] = {

[0] = {

.start = JZ4740\_UDC\_BASE\_ADDR,

.end = JZ4740\_UDC\_BASE\_ADDR + 0x10000 - 1,

.flags = IORESOURCE\_MEM,

},

[1]= {

.start = JZ4740\_IRQ\_UDC,

.end = JZ4740\_IRQ\_UDC,

.flags = IORESOURCE\_IRQ,

.name = "mc",

},

};

struct platform\_device jz4740\_udc\_device = {

.name = "musb-jz4740",

.id = -1,

.dev = {

.dma\_mask= &jz4740\_udc\_device.dev.coherent\_dma\_mask,

.coherent\_dma\_mask = DMA\_BIT\_MASK(32),

},

.num\_resources = ARRAY\_SIZE(jz4740\_udc\_resources),

.resource = jz4740\_udc\_resources,

};

jz4740\_udc\_xceiv\_device平台设备结构（第2行）通过名称和ID号说明了UDC转换器。

请注意，此编写时，usb\_phy\_gen\_xceiv是要用于所有转换器的特定名称，这些转换器或者使用参考USB IP内置或自主并且不需要任何PHY编程。您需要设置CONFIG\_NOP\_USB\_XCEIV=y在内核配置中，以使用相应的转换器驱动程序。ID字段可以设置为-1（等同于PLATFORM\_DEVID\_NONE）、-2（等同于PLATFORM\_DEVID\_AUTO）或从0开始，用于此类设备的第一个设备，如果我们想要特定的ID号。

jz4740\_udc\_resources资源结构（第7行）定义UDC寄存器的基址。

第一个数组（第9到11行）定义了UDC寄存器的基本内存地址start指向第一个寄存器内存地址，end指向最后一个寄存器内存地址，而flags成员定义了我们正在处理的资源类型。因此，IORESOURCE\_MEM用于定义寄存器内存地址。第二个数组（第14到17行）定义了UDC IRQ寄存器地址。由于JZ4740 UDC仅有一个IRQ寄存器可用，因此开始和结束都指向相同的地址。 IORESOURCE\_IRQ指示我们正在处理IRQ资源，并且mc名称实际上编码在MUSB核心中，以便控制器驱动程序通过名称查询此IRQ资源。

最后，jz4740\_udc\_device平台设备结构（第21行）说明了UDC本身。

musb-jz4740名称（第22行）定义了用于该设备的MUSB驱动程序；请记住，这实际上是我们在Linux MUSB Basics中在jz4740\_driver平台驱动程序结构中使用的名称。id字段（第23行）设置为-1（等同于PLATFORM\_DEVID\_NONE），因为我们不需要设备IDMUSB控制器驱动程序已设置在Linux MUSB Basics中分配自动ID。在此，我们关心DMA相关信息。 dma\_mask字段（第25行）定义要使用的DMA掩码的宽度，而coherent\_dma\_mask（第26行）具有相同的目的，但是针对alloc\_coherent DMA映射在这两种情况下，我们都使用32位掩码。然后，resource字段（第29行）只是一个指向先前定义的resource结构的指针，而num\_resources字段（第28行）跟踪在resource结构中定义的数组数（在这种情况下，在之前定义了两个资源数组）。

现在，完成了关于arch /级别的UDC平台数据的快速概述，让我们回到在drivers/usb/musb/jz4740.c中特定于MUSB粘合层的平台数据:

static struct musb\_hdrc\_config jz4740\_musb\_config = {

/\* Silicon does not implement USB OTG. \*/

.multipoint = 0,

/\* Max EPs scanned, driver will decide which EP can be used. \*/

.num\_eps = 4,

/\* RAMbits needed to configure EPs from table \*/

.ram\_bits = 9,

.fifo\_cfg = jz4740\_musb\_fifo\_cfg,

.fifo\_cfg\_size = ARRAY\_SIZE(jz4740\_musb\_fifo\_cfg),

};

static struct musb\_hdrc\_platform\_data jz4740\_musb\_platform\_data = {

.mode = MUSB\_PERIPHERAL,

.config = &jz4740\_musb\_config,

};

首先，粘合层配置与控制器驱动程序操作相关的控制器硬件特定方面。这是通过jz4740\_musb\_config musb\_hdrc\_config结构完成的。

定义控制器硬件的OTG能力，将multipoint成员（第3行）设置为0（相当于false），因为JZ4740 UDC不兼容OTG。然后num\_eps（第5行）定义控制器硬件的USB端点数，包括端点0这里我们有3个端点+端点0。接下来是ram\_bits（第7行），它是MUSB控制器硬件RAM地址总线的宽度。当控制器驱动程序无法通过读取相关的控制器硬件寄存器自动配置端点时，需要这些信息。在设备Quirks中将讨论此问题。最后两个字段（第8行和第9行）也与设备Quirks相关fifo\_cfg指向USB端点配置表，fifo\_cfg\_size则跟踪在该配置表中的条目数。稍后在设备Quirks中了解更多。

然后，此配置被嵌入在jz4740\_musb\_platform\_data musb\_hdrc\_platform\_data结构（第11行）中配置是指向配置结构本身的指针，而mode告诉控制器驱动程序，控制器硬件是否可以仅用作MUSB\_HOST、MUSB\_PERIPHERAL或MUSB\_OTG的双模式。

请记住，然后在Linux MUSB Basics中将jz4740\_musb\_platform\_data用于传递平台数据信息的探测功能。

### 设备怪癖

为了完成特定于设备的平台数据，您可能还需要编写一些代码在黏合层中解决某些设备特定限制的问题。这些奇怪之处可能是由于某些硬件错误，或仅仅是由于USB On-the-Go规范的不完整实现而产生的结果。

JZ4740 UDC展示了这样的怪癖，其中一些将在这里讨论，为了洞察力，即使这些在您正在处理的控制器硬件中可能不存在。

首先先回到init函数:

static int jz4740\_musb\_init(struct musb \*musb){

musb->xceiv = usb\_get\_phy(USB\_PHY\_TYPE\_USB2);

if (!musb->xceiv) {

pr\_err("HS UDC: no transceiver configured\n"); return -ENODEV;

}

/\* Silicon does not implement ConfigData register.

\* Set dyn\_fifo to avoid reading EP config from hardware.

\*/

musb->dyn\_fifo = true;

musb->isr = jz4740\_musb\_interrupt;

return 0;

}

第12行的指令帮助MUSB控制器驱动程序解决了控制器硬件缺少用于USB端点配置的寄存器的事实。

没有这些寄存器，控制器驱动程序无法从硬件中读取端点配置，因此我们使用第12行的指令来绕过从硅读取配置，并依靠一个说明端点配置的硬编码表:

static struct musb\_fifo\_cfg jz4740\_musb\_fifo\_cfg[] = {

{ .hw\_ep\_num = 1, .style = FIFO\_TX, .maxpacket = 512, },

{ .hw\_ep\_num = 1, .style = FIFO\_RX, .maxpacket = 512, },

{ .hw\_ep\_num = 2, .style = FIFO\_TX, .maxpacket = 64, },

};

查看上面的配置表，我们可以看到每个端点由三个字段说明hw\_ep\_num是端点号，样式是其方向（FIFO\_TX为控制器驱动程序在控制器硬件中发送数据包，而FIFO\_RX则从硬件接收数据包），而maxpacket定义每个可以在该端点上传输的数据包的最大大小。从表中读取，控制器驱动程序知道端点1可以用于发送和接收512字节的USB数据包（这实际上是一个批量输入/输出端点），而端点2可以用于发送64字节的数据包（这实际上是一个中断端点）。

请注意，此处没有有关端点0的信息每个硅设计都默认实现该端点，并根据USB规范预定义配置。有关端点配置表的更多示例，请参见musb\_core.c。

现在让我们回到中断处理程序功能:

static irqreturn\_t jz4740\_musb\_interrupt(int irq, void \*\_\_hci)

{

unsigned long flags;

irqreturn\_t retval = IRQ\_NONE;

struct musb \*musb = \_\_hci;

spin\_lock\_irqsave(&musb->lock, flags);

musb->int\_usb = musb\_readb(musb->mregs, MUSB\_INTRUSB);

musb->int\_tx = musb\_readw(musb->mregs, MUSB\_INTRTX);

musb->int\_rx = musb\_readw(musb->mregs, MUSB\_INTRRX);

/\*

\* The controller is gadget only, the state of the host mode IRQ bits is

\* undefined. Mask them to make sure that the musb driver core will

\* never see them set

\*/

musb->int\_usb &= MUSB\_INTR\_SUSPEND | MUSB\_INTR\_RESUME | MUSB\_INTR\_RESET | MUSB\_INTR\_SOF;

if (musb->int\_usb || musb->int\_tx || musb->int\_rx)

retval = musb\_interrupt(musb);

spin\_unlock\_irqrestore(&musb->lock, flags);

return retval;

}

第18行的指令是控制器驱动程序解决问题的一种方式，即由于MUSB\_INTRUSB寄存器中缺少用于USB主机模式操作的一些中断位，因此处于未定义的硬件状态，因为此MUSB控制器硬件仅以外围模式使用。因此，胶层层层掩盖了这些缺失的位，以避免通过在从MUSB\_INTRUSB读取的值和实际实现在寄存器中的位之间执行逻辑AND操作来产生寄生中断。

这些只是在JZ4740 USB设备控制器中发现的一些奇怪情况。一些其他情况直接在MUSB核心中处理，因为修复够通用，最终提供了更好的问题处理，以供其他控制器硬件使用。

### 结论

编写Linux MUSB粘合层应该是一项更易于访问的任务，因为此文档尝试展示此练习的内部和外部。JZ4740 USB设备控制器相当简单，希望它的粘合层能为好奇心提供良好的示例。与当前MUSB粘合层一起使用，此文档应提供足够的指导以开始工作。如果出了问题，Linux-USB邮件列表存档是另一个有用的浏览资源。
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USB On-the-Go基础知识https://www.maximintegrated.com/app-notes/index.mvp/id/1822

编写USB设备驱动程序

德州仪器USB配置Wiki页面http://processors.wiki.ti.com/index.php/Usbgeneralpage

## USB Type-C连接器类

### 介绍

typec类用于以统一方式向用户空间说明系统中的USB Type-C端口。该类旨在仅提供用户空间接口实现，希望它可以在尽可能多的平台上利用。

期望在平台上注册每个USB Type-C端口。在正常情况下，注册将由USB Type-C或PD PHY驱动程序完成，但它可能是用于固件接口的驱动程序（例如UCSI），用于USB PD控制器的驱动程序，甚至用于Thunderbolt3控制器的驱动程序。本文档将使用将注册USB Type-C端口的组件称为“端口驱动程序”。

除了显示功能以外，该类还在其驱动程序支持这些功能的情况下，提供用户空间对端口、伙伴和电缆插头的角色和备用模式的控制。

该类提供了本文档中说明的端口驱动程序的API。这些属性在Documentation / ABI / testing / sysfs-class-typec中说明。

### 用户空间界面

每个端口都将在/sys/class/typec/下呈现为自己的设备。第一个端口将被命名为“port0”，第二个将被命名为“port1”，依此类推。

连接时，合作伙伴还将作为其自己的设备呈现在/sys/class/typec/下。合作伙伴设备的父代始终是其连接的端口。连接到端口“port0”的合作伙伴将被命名为“port0-partner”。设备的完整路径将是/sys/class/typec/port0/port0-partner/。

电缆和其中的两个插头也可以作为自己的设备（可选）呈现在/sys/class/typec/下。连接到端口“port0”的电缆将被命名为port0-cable，SOP Prime端（请参见USB功率传递规范ch.2.4）上的插头将被命名为“port0-plug0”，SOP双重主要端上的插头为“port0-plug1”。电缆的父类始终是端口，电缆插头的父类始终是电缆。

如果端口、伙伴或电缆插头支持备用模式，那么每个支持的备用模式SVID都将有其自己的设备来说明它们。请注意，备用模式设备将不会附加到typec类别上。备用模式的父级将是支持它的设备，例如port0-partner的备用模式将在/sys/class/typec/port0-partner/下呈现。每个支持的模式都将在备用模式设备下的“mode<index>”命名的组中拥有自己的组，例如/sys/class/typec/port0/<alternate mode>/mode1/。进入/退出模式的请求可以使用该组中的“active”属性文件完成。

### 驱动程序API

#### 注册端口

端口驱动程序将使用struct typec\_capability数据结构来说明它们控制的每个Type-C端口，并使用以下API进行注册

**struct typec\_port \*typec\_register\_port（struct device \*parent，const struct typec\_capability \* cap）**

注册USB Type-C端口

1）参数

struct device \*parent

父设备

const struct typec\_capability \* cap

端口说明

2）说明

注册说明为cap的USB Type-C端口的设备。

成功时返回端口句柄或失败时返回ERR\_PTR。

**void typec\_unregister\_port（struct typec\_port \*port）**

取消注册USB Type-C端口

1）参数

struct typec\_port \*port

要取消注册的端口

2）说明

取消使用typec\_register\_port（）创建的设备。

在注册端口时，struct typec\_capability中的prefer\_role成员值得特别注意。如果要注册的端口没有初始角色偏好设置，这意味着该端口默认情况下不执行Try.SNK或Try.SRC，则该成员必须具有VALUEC\_NO\_PREFERRED\_ROLE的值。否则，如果端口默认执行Try.SNK，则成员必须具有TYPEC\_DEVICE的值，并且使用Try.SRC值必须为TYPEC\_HOST。

#### 注册合作伙伴

连接合作伙伴成功后，端口驱动程序需要向类注册合作伙伴。需要在struct typec\_partner\_desc中说明有关合作伙伴的详细信息。类在注册期间复制合作伙伴的详细信息。该类提供了用于注册/取消注册合作伙伴的以下API。

**struct typec\_partner \*typec\_register\_partner（struct typec\_port \*port，struct typec\_partner\_desc \*desc）**

注册USB Type-C伙伴

1）参数

struct typec\_port \*port

连接合作伙伴的USB Type-C端口

struct typec\_partner\_desc \*desc

合作伙伴的说明

2）说明

注册说明为desc的USB Type-C合作伙伴设备。

成功时返回合作伙伴句柄或失败时返回ERR\_PTR。

**void typec\_unregister\_partner（struct typec\_partner \*partn**er）

取消注册USB Type-C合作伙伴

1）参数

struct typec\_partner \*partner

要取消注册的合作伙伴

2）说明

取消使用typec\_register\_partner（）创建的设备。

如果注册成功，则该类将提供一个struct typec\_partner句柄，否则为NULL。

如果合作伙伴能够支持USB电源传递命令的“Discover Identity”，并且端口驱动程序能够显示其结果，则合作伙伴说明符结构应包括对struct usb\_pd\_identity实例的句柄。然后，该类将为合作伙伴设备下的标识创建sysfs目录。可以使用以下API报告“Discover Identity”命令的结果。

**int typec\_partner\_set\_identity（struct typec\_partner \*partner）**

报告“Discover Identity”命令的结果

1）参数

struct typec\_partner \*partner

合作伙伴更新的标识值

2）说明

此例程用于报告“Discover Identity USB电源传递命令”的结果已可用。

#### 注册电缆

成功连接支持USB电源传递结构VDM“Discover Identity”的电缆后，端口驱动程序需要注册电缆和一个或两个插头，这取决于电缆中是否存在CC Double Prime控制器。因此，仅具有SOP Prime通信功能但不具有SOP Double Prime通信功能的电缆应仅注册一个插头。有关SOP通信的更多信息，请阅读最新的USB电源传递规范中有关它的章节。

插头代表其自己的设备。首先注册电缆，然后注册电缆插头。电缆将是插头的父设备。需要在struct typec\_cable\_desc中说明有关电缆的详细信息，在struct typec\_plug\_desc中说明插头的详细信息。该类在注册期间复制详细信息。该类提供用于注册/取消注册电缆及其插头的以下API

**struct typec\_plug \*typec\_register\_plug（struct typec\_cable \*cable，struct typec\_plug\_desc \*desc）**

注册USB Type-C电缆插头

1）参数

struct typec\_cable \*cable

带有插头的USB Type-C电缆

struct typec\_plug\_desc \*desc

电缆插头的说明

2）说明

为desc中说明的USB Type-C电缆插头注册设备。 USB Type-C电缆插头代表具有电子元件的插头，可以响应USB电源传递SOP Prime或SOP Double Prime包。

成功时返回电缆插头的句柄，失败则返回ERR\_PTR。

**void typec\_unregister\_plug（struct typec\_plug \*plug）**

注销USB Type-C电缆插头

1）参数

struct typec\_plug \*plug

要注销的电缆插头

2）说明

注销使用typec\_register\_plug()创建的设备。

**struct typec\_cable \*typec\_register\_cable（struct typec\_port \*port，struct typec\_cable\_desc \*desc）**

注册USB Type-C电缆

1）参数

struct typec\_port \*port

电缆连接的USB Type-C端口

struct typec\_cable\_desc \*desc

电缆的说明

2）说明

注册在desc中说明的USB Type-C电缆设备。电缆将是可选电缆插头设备的父设备。

成功时返回电缆的句柄，失败则返回ERR\_PTR。

**void typec\_typetryc\_unregister\_cable(struct typec\_cable \*cable)**

注销USB Type-C电缆

1）参数

struct typec\_cable \*cable

要注销的电缆

2）说明

注销使用typec\_register\_cable()创建的设备。

如果注册成功，该类将为struct typec\_cable和struct typec\_plug提供句柄；如果注册失败，则返回NULL。

如果电缆具有USB Power Delivery功能，并且端口驱动程序能够显示Discover Identity命令的结果，则电缆说明符结构应包括对struct usb\_pd\_identity实例的句柄。然后，该类将创建标识的sysfs目录，位于电缆设备下。可以使用以下API报告Discover Identity命令的结果

**int typec\_cable\_set\_identity（struct typec\_cable \*cable）**

报告Discover Identity命令的结果

1）参数

struct typec\_cable \*cable

已更新的电缆标识值

2）说明

此例程用于报告Discover Identity USB电源传递命令的结果已经可用。

#### 通知

当伙伴执行角色更变或在连接伙伴或电缆期间默认角色更变时，端口驱动程序必须使用以下API向类报告

**void typec\_set\_data\_role（struct typec\_port \*port，enum typec\_data\_role role）**

报告数据角色更变

1）参数

struct typec\_port \*port

更改角色的USB Type-C端口

enum typec\_data\_role role

新的数据角色

2）说明

端口驱动程序使用此例程报告数据角色更改。

**void typec\_set\_pwr\_role（struct typec\_port \*port，enum typec\_role role）**

报告电源角色更变

1）参数

struct typec\_port \*port

更改角色的USB Type-C端口

enum typec\_role role

新的数据角色

2）说明

端口驱动程序使用此例程报告电源角色更改。

**void typec\_set\_vconn\_role（struct typec\_port \*port，enum typec\_role role）**

报告VCONN源更变

1）参数

struct typec\_port \*port

VCONN角色更改的USB Type-C端口

enum typec\_role role

在端口提供VCONN时为Source，否则为Sink

2）说明

端口驱动程序使用此例程报告VCONN源是否更改。

**void typec\_set\_pwr\_opmode（struct typec\_port \*port，enum typec\_pwr\_opmode opmode）**

报告电源操作模式更变

1）参数

struct typec\_port \*port

模式更改的USB Type-C端口

enum typec\_pwr\_opmode opmode

新的电源操作模式

2）说明

端口驱动程序使用此API报告端口上的电源操作模式更变。模式为USB（默认）、1.5A、3.0A，如USB Type-C规格中所定义，以及使用USB Power Delivery规格中定义的方法协商电源级别时的“USB Power Delivery”。

#### 备用模式

USB Type-C端口、伙伴和电缆插头可能支持备用模式。每个备用模式都会有一个称为SVID的标识符，该标识符是由USB-IF或供应商ID给出的标准ID，并且每个支持的SVID可以有1-6种模式。该类为说明SVID的单个模式提供struct typec\_mode\_desc，而struct typec\_altmode\_desc则是所有支持的模式的容器。

支持备用模式的端口需要使用以下API注册它们支持的每个SVID

**struct typec\_altmode \*typec\_port\_register\_altmode（struct typec\_port \*port，const struct typec\_altmode\_desc \*desc）**

注册USB Type-C端口备用模式

1）参数

struct typec\_port \*port

支持备用模式的USB Type-C端口

const struct typec\_altmode\_desc \*desc

备用模式的说明

2）说明

此例程用于注册端口能够支持的备用模式。

成功时返回备用模式的句柄，失败则返回ERR\_PTR。

如果伙伴或电缆插头响应USB Power Delivery结构化VDM Discover SVIDs消息提供SVID列表，则需要注册每个SVID。

用于伙伴的API

**struct typec\_altmode \*typec\_partner\_register\_altmode（struct typec\_partner \*partner，const struct typec\_altmode\_desc \*desc）**

注册USB Type-C伙伴备用模式

1）参数

struct typec\_partner \*partner

支持备用模式的USB Type-C伙伴

const struct typec\_altmode\_desc \*desc

备用模式说明

2）说明

此例程用于独立注册合作伙伴响应Discover SVIDs命令中列出的每个备用模式。需要在desc中的数组中列出响应Discover Modes命令的SVID的模式。

成功返回备选模式的句柄，失败返回ERR\_PTR。

电缆插头的API

**struct typec\_altmode \*typec\_plug\_register\_altmode（struct typec\_plug \* plug，const struct typec\_altmode\_desc \* desc）**

注册USB Type-C电缆插头备用模式

1）参数

struct typec\_plug \* plug

支持备用模式的USB Type-C电缆插头

const struct typec\_altmode\_desc \* desc

备用模式的说明

2）说明

此例程用于独立注册插头响应Discover SVIDs命令中列出的每个备用模式。需要在desc中的数组中列出插头响应Discover Modes命令中列出的SVID的模式。

成功返回备选模式的句柄，失败返回ERR\_PTR。

因此，端口，合作伙伴和电缆插头将使用各自的功能注册备用模式，但是注册始终会在成功时返回struct typec\_altmode的句柄，或在失败时返回NULL。注销将使用相同的功能完成

**void typec\_unregister\_altmode（struct typec\_altmode \* adev）**

注销备用模式

1）参数

struct typec\_altmode \* adev

要注销的备用模式

2）说明

注销使用typec\_partner\_register\_altmode（），typec\_plug\_register\_altmode（）或typec\_port\_register\_altmode（）创建的设备。

如果合作伙伴或电缆插头进入或退出模式，则端口驱动程序需要使用以下API通知类

**void typec\_altmode\_update\_active（struct typec\_altmode \* adev，bool active）**

报告进入/退出模式

1）参数

struct typec\_altmode \* adev

备用模式的句柄

bool active

模式已进入时为True

2）说明

如果合作伙伴或电缆插头成功执行进入/退出模式命令，则驱动程序使用此例程报告模式的更新状态。

#### 复用器/解复用器开关

USB Type-C连接器可能在其后面有一个或多个复用器/解复用器开关。由于插头可以右面朝上或朝下插入，因此需要一个开关将连接器上的正确数据对从连接器路由到USB控制器。如果支持备用或配件模式，则需要另一个开关，可以将连接器上的引脚路由到除USB以外的其他组件。 USB Type-C Connector Class提供了用于注册这些开关的API。

**int typec\_switch\_register（struct typec\_switch \* sw）**

注册USB Type-C方向开关

1）参数

struct typec\_switch \* sw

USB Type-C方向开关

2）说明

此函数注册可以用于根据电缆插头方向从USB Type-C连接器将正确的数据对路由到USB控制器的开关。 USB Type-C插头可以右面朝上或朝下插入。

**void typec\_switch\_unregister（struct typec\_switch \* sw）**

注销USB Type-C方向开关

1）参数

struct typec\_switch \* sw

USB Type-C方向开关

2）说明

注销使用typec\_switch\_register（）注册的开关。

**int typec\_mux\_register（struct typec\_mux \* mux）**

注册多路复用器路由USB Type-C引脚

1）参数

struct typec\_mux \* mux

USB Type-C连接器多路复用器/解复用器

2）说明

当支持配件/备用模式时，USB Type-C连接器可用于除USB以外的操作的备用模式。对于其中一些模式，需要重新配置连接器上的引脚。此函数注册多路复用器开关，以路由连接器上的引脚。

**void typec\_mux\_unregister（struct typec\_mux \* mux）**

注销复用器开关

1）参数

struct typec\_mux \* mux

USB Type-C连接器多路复用器/解复用器

2）说明

注销使用typec\_mux\_register（）注册的mux。

在大多数情况下，同一个物理复用器将处理方向和模式。但是，由于端口驱动程序负责方向，备用模式驱动程序负责模式，因此始终将两者分成自己的逻辑组件“mux”用于模式，“switch”用于方向。

注册端口时，USB Type-C Connector Class请求端口的复用器和开关。然后，驱动程序可以使用以下API来控制它们

**int typec\_set\_orientation（struct typec\_port \* port，enum typec\_orientation orientation）**

设置USB Type-C电缆插头方向

1）参数

struct typec\_port \* port

USB Type-C端口

enum typec\_orientation orientation

USB Type-C电缆插头方向

2）说明

设置端口的电缆插头方向。

**int typec\_set\_mode（struct typec\_port \* port，int mode）**

设置USB Type-C连接器的操作模式

1）参数

struct typec\_port \* port

USB Type-C连接器

int mode

配件模式，USB操作或安全状态

2）说明

为配件模式配置端口。此函数将为模式配置所需的复用器。

如果连接器具有双重角色能力，则可能还有用于数据角色的开关。 USB Type-C Connector Class不提供它们的单独API。端口驱动程序可以与它们一起使用USB Role Class API。

支持替代模式的连接器后面的muxes的示意图
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## USB3 调试端口

### 概述

本文介绍了如何在x86系统上使用USB3调试端口。

在使用基于USB3调试端口的任何内核调试功能之前，您需要：

检查系统中是否有可用的USB3调试端口；

检查用于调试目的的端口；

拥有一个USB 3.0超速A到A调试电缆。

### 介绍

xHCI调试功能(DbC)是xHCI主机控制器提供的一个可选但独立的功能。xHCI规范在第7.6节中说明了DbC。

当初始化并启用DbC时，它会通过调试端口(通常是第一个USB3超速端口)提供一个调试设备。调试设备完全符合USB框架，并提供了相当于调试目标(正在调试的系统)和调试主机之间的非常高性能的全双工串行链接的等效物。

### 早期印刷品

DbC已经设计好记录早期的printk消息。这个特性的一个用途是内核调试。例如，当您的机器在常规控制台代码初始化之前崩溃时。其他用途包括简单的、无锁日志记录，而不是一个完整的printk控制台驱动程序和klogd。

在调试目标系统上，您需要使用启用了CONFIG\_EARLY\_PRINTK\_USB\_XDBC的自定义调试内核。然后，添加以下内核引导参数

"earlyprintk=xdbc"

如果系统中有多个xHCI控制器，则可以将主机控制器索引附加到内核参数中。该索引从0开始。

当前的设计不支持DbC运行时暂停/恢复。因此，您最好通过添加以下内核引导参数来禁用USB子系统的运行时电源管理

"usbcore.autosuspend=-1"

在启动调试目标之前，您应该将调试端口连接到调试主机上的一个USB端口(根端口或任何外部集线器端口)。连接这两个端口使用的电缆应该是一个USB 3.0超速A到A调试电缆。

在调试目标的早期引导期间，DbC将被检测并初始化。初始化后，调试主机应该能够enum调试目标中的调试设备。调试主机将随后将调试设备绑定到usb\_debug驱动程序模块，并创建/dev/ttyUSB设备。

如果调试设备enum顺利，那么您应该能够在调试主机上看到以下内核消息:

# tail -f /var/log/kern.log

[ 1815.983374] usb 4-3: new SuperSpeed USB device number 4 using xhci\_hcd

[ 1815.999595] usb 4-3: LPM exit latency is zeroed, disabling LPM.

[ 1815.999899] usb 4-3: New USB device found, idVendor=1d6b, idProduct=0004

[ 1815.999902] usb 4-3: New USB device strings: Mfr=1, Product=2, SerialNumber=3

[ 1815.999903] usb 4-3: Product: Remote GDB

[ 1815.999904] usb 4-3: Manufacturer: Linux

[ 1815.999905] usb 4-3: SerialNumber: 0001

[ 1816.000240] usb\_debug 4-3:1.0: xhci\_dbc converter detected

[ 1816.000360] usb 4-3: xhci\_dbc converter now attached to ttyUSB0

您可以使用任何通信程序，例如minicom，来读取和查看消息。以下简单的bash脚本可以帮助您检查设置的正确性。

===== start of bash scripts =============

#!/bin/bash

while true ; do

while [ ! -d /sys/class/tty/ttyUSB0 ] ; do

:

done

cat /dev/ttyUSB0

done

===== end of bash scripts ===============

### 串行TTY

DbC支持已添加到xHCI驱动程序中。您可以在运行时获取由DbC提供的调试设备。

为了使用它，您需要确保您的内核已配置为支持USB\_XHCI\_DBGCAP。xHCI设备节点下的一个sysfs属性用于启用或禁用DbC。默认情况下，DbC被禁用:

root@target:/sys/bus/pci/devices/0000:00:14.0# cat dbc

disabled

使用以下命令启用DbC:

root@target:/sys/bus/pci/devices/0000:00:14.0# echo enable > dbc

您可以随时检查DbC状态

root@target:/sys/bus/pci/devices/0000:00:14.0# cat dbc

enabled

使用USB 3.0超速A到A调试电缆将调试目标连接到调试主机。您将在调试目标上看到创建/dev/ttyDBC0。您将看到以下内核信息:

root@target: tail -f /var/log/kern.log

[ 182.730103] xhci\_hcd 0000:00:14.0: DbC connected

[ 191.169420] xhci\_hcd 0000:00:14.0: DbC configured

[ 191.169597] xhci\_hcd 0000:00:14.0: DbC now attached to /dev/ttyDBC0

因此，DbC状态已更新为:

root@target:/sys/bus/pci/devices/0000:00:14.0# cat dbc

configured

在调试主机上，您将看到已列举出调试设备。您将看到以下内核消息行:

root@host: tail -f /var/log/kern.log

[ 79.454780] usb 2-2.1: new SuperSpeed USB device number 3 using xhci\_hcd

[ 79.475003] usb 2-2.1: LPM exit latency is zeroed, disabling LPM.

[ 79.475389] usb 2-2.1: New USB device found, idVendor=1d6b, idProduct=0010

[ 79.475390] usb 2-2.1: New USB device strings: Mfr=1, Product=2, SerialNumber=3

[ 79.475391] usb 2-2.1: Product: Linux USB Debug Target

[ 79.475392] usb 2-2.1: Manufacturer: Linux Foundation

[ 79.475393] usb 2-2.1: SerialNumber: 0001

调试设备现在可以正常使用。您可以使用任何通信或调试程序在主机和目标之间进行通讯或调试。

# PCI 支持库

## unsigned char pci\_bus\_max\_busnr(struct pci\_bus \*bus)

返回给定总线子级的最大PCI总线编号

**参数**

struct pci\_bus \*bus

要搜索的PCI总线结构的指针

**说明**

给定一个PCI总线，返回包括给定PCI总线及其子PCI总线列表在内的集合中存在的最高PCI总线号。

## int pci\_find\_capability（struct pci\_dev \*dev，int cap）

查询设备的功能

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int cap

能力代码

**说明**

告诉设备是否支持给定的PCI功能。返回设备的PCI配置空间中所请求的能力结构的地址，或者在设备不支持它的情况下返回0。cap的可能值包括

PCI\_CAP\_ID\_PM 电源管理PCI\_CAP\_ID\_AGP 加速图形端口PCI\_CAP\_ID\_VPD 关键产品数据PCI\_CAP\_ID\_SLOTID 插槽识别PCI\_CAP\_ID\_MSI 消息信号中断

PCI\_CAP\_ID\_CHSWP CompactPCI HotSwapPCI\_CAP\_ID\_PCIX PCI-XPCI\_CAP\_ID\_EXP PCI Express

## int pci\_bus\_find\_capability（struct pci\_bus \*bus，unsigned int devfn，int cap）

查询设备的功能

**参数**

struct pci\_bus \*bus

要查询的PCI总线

unsigned int devfn

要查询的PCI设备

int cap

能力代码

**说明**

与pci\_find\_capability（）类似，但适用于尚未设置pci\_dev结构的PCI设备。

返回设备的PCI配置空间中所请求的能力结构的地址，或者在设备不支持它的情况下返回0。

## int pci\_find\_next\_ext\_capability（struct pci\_dev \*dev，int start，int cap）

查找扩展功能

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int start

开始查找的地址（如果从列表开头开始，则为0）

int cap

能力代码

**说明**

返回设备的PCI配置空间中下一个匹配扩展功能结构的地址，如果设备不支持它，则返回0。某些功能可以多次出现，例如，特定于供应商的功能，这提供了一种找到它们所有的方法。

## int pci\_find\_ext\_capability（struct pci\_dev \*dev，int cap）

查找扩展功能

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int cap

功能代码

**说明**

返回设备的PCI配置空间中所请求的扩展功能结构的地址，或者在设备不支持它的情况下返回0。cap的可能值包括

PCI\_EXT\_CAP\_ID\_ERR高级错误报告PCI\_EXT\_CAP\_ID\_VC虚拟通道PCI\_EXT\_CAP\_ID\_DSN设备序列号PCI\_EXT\_CAP\_ID\_PWR电源预算

## int pci\_find\_next\_ht\_capability（struct pci\_dev \*dev，int pos，int ht\_cap）

查询设备的HyperTransport功能

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int pos

从哪里开始搜索

int ht\_cap

HyperTransport能力代码

**说明**

与pci\_find\_ht\_capability（）结合使用，以搜索匹配ht\_cap的所有功能。 pos应始终是从pci\_find\_ht\_capability（）返回的值。

注意。为了对抗损坏的PCI设备，调用者应采取措施避免无限循环。

## int pci\_find\_ht\_capability（struct pci\_dev \*dev，int ht\_cap）

查询设备的HyperTransport功能

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int ht\_cap

HyperTransport能力代码

**说明**

告知设备是否支持给定的HyperTransport功能。返回设备的PCI配置空间中一个地址，或者在设备不支持请求功能的情况下返回0。地址指向PCI功能，类型为PCI\_CAP\_ID\_HT，具有与ht\_caps匹配的HyperTransport功能。

## struct resource \*pci\_find\_parent\_resource（const struct pci\_dev \*dev，struct resource \*res）

返回给定区域所在的父总线的资源区域

**参数**

const struct pci\_dev \*dev

PCI设备结构包含要搜索的资源

struct resource \*res

要查找父项的子资源记录

**说明**

对于给定设备的给定资源区域，请返回包含给定区域的父总线的资源区域。

## struct resource \*pci\_find\_resource（struct pci\_dev \*dev，struct resource \*res）

返回匹配的PCI设备资源

**参数**

struct pci\_dev \*dev

要查询的PCI设备

struct resource \*res

要查找的资源

**说明**

遍历标准PCI资源（BAR），检查给定的资源是否部分或完全包含在其中。如果是，则返回匹配的资源，否则返回NULL。

## struct pci\_dev \* pci\_find\_pcie\_root\_port（struct pci\_dev \* dev）

返回PCIe根端口

**参数**

struct pci\_dev \* dev

要查询的PCI设备

**说明**

遍历父链，并返回给定PCI设备的PCIe根端口PCI设备。

## int \_\_pci\_complete\_power\_transition(struct pci\_dev \* dev，pci\_power\_t state)

完成PCI设备的电源转换

**参数**

struct pci\_dev \* dev

要处理的PCI设备。

pci\_power\_t state

要将设备放入的状态。

**说明**

设备驱动程序不应直接调用此函数。

## int pci\_set\_power\_state(struct pci\_dev \* dev，pci\_power\_t state)

设置PCI设备的电源状态

**参数**

struct pci\_dev \* dev

要处理的PCI设备。

pci\_power\_t state

要将设备置于的PCI电源状态（D0，D1，D2，D3hot）。

**说明**

使用平台固件和/或设备的PCI PM寄存器将设备转换到新的电源状态。

返回如果请求的状态无效，则为-EINVAL。如果设备不支持PCI PM或其PM功能寄存器具有错误版本，或者设备不支持请求的状态，则为-EIO。如果状态转换为D1或D2但不支持D1和D2，则为0。如果设备已经处于请求的状态，则为0。如果过渡到D3但不支持D3，则为0。如果已成功更改设备的电源状态，则为0。

## pci\_power\_t pci\_choose\_state(struct pci\_dev \* dev，pm\_message\_t state)

选择PCI设备的电源状态

**参数**

struct pci\_dev \* dev

要挂起的PCI设备

pm\_message\_t state

整个系统的目标睡眠状态。这是传递给suspend（）函数的值。

**说明**

返回适合给定设备和给定系统消息的PCI电源状态。

## int pci\_save\_state(struct pci\_dev \* dev)

挂起前保存设备的PCI配置空间

**参数**

struct pci\_dev \* dev

我们正在处理的PCI设备

## void pci\_restore\_state(struct pci\_dev \* dev)

恢复PCI设备的保存状态

**参数**

struct pci\_dev \* dev

我们正在处理的PCI设备

## struct pci\_saved\_state \* pci\_store\_saved\_state（struct pci\_dev \* dev）

分配并返回包含设备保存状态的不透明结构。

**参数**

struct pci\_dev \* dev

我们正在处理的PCI设备

**说明**

如果没有状态或错误，则返回NULL。

## int pci\_load\_saved\_state（struct pci\_dev \* dev，struct pci\_saved\_state \* state）

重新加载提供的保存状态到结构pci\_dev中。

**参数**

struct pci\_dev \* dev

我们正在处理的PCI设备

struct pci\_saved\_state \* state

从pci\_store\_saved\_state（）返回的保存状态

## int pci\_load\_and\_free\_saved\_state（struct pci\_dev \* dev，struct pci\_saved\_state \*\* state）

重新加载由state指向的保存状态，并释放为其分配的内存。

**参数**

struct pci\_dev \* dev

我们正在处理的PCI设备

struct pci\_saved\_state \*\* state

从pci\_store\_saved\_state（）返回的指针保存状态

## int pci\_reenable\_device(struct pci\_dev \* dev)

恢复废弃的设备

**参数**

struct pci\_dev \* dev

要恢复的PCI设备

注意

此功能是pci\_default\_resume（）的后端，不应由正常代码调用，请编写适当的恢复处理程序并使用它。

## int pci\_enable\_device\_io(struct pci\_dev \* dev)

使用IO空间初始化设备

**参数**

struct pci\_dev \* dev

要初始化的PCI设备

**说明**

在驱动程序使用设备之前对其进行初始化。要求低级代码启用I / O资源。如果设备已处于挂起状态，请将其唤醒。请注意，此功能可能会失败。

## int pci\_enable\_device\_mem(struct pci\_dev \* dev)

初始化用于Memory空间的设备

**参数**

struct pci\_dev \* dev

要初始化的PCI设备

**说明**

在驱动程序使用设备之前对其进行初始化。要求低级代码启用Memory资源。如果设备已处于挂起状态，请将其唤醒。请注意，此功能可能会失败。

## int pci\_enable\_device(struct pci\_dev \* dev)

在驱动程序使用设备之前对其进行初始化。

**参数**

struct pci\_dev \* dev

要初始化的PCI设备

**说明**

在驱动程序使用设备之前对其进行初始化。要求低级代码启用I / O和Memory。如果设备已处于挂起状态，请将其唤醒。请注意，此功能可能会失败。

请注意，如果我们重复调用此函数，实际上不会多次启用设备（我们只会增加计数）。

## int pcim\_enable\_device(struct pci\_dev \* pdev)

管理pci\_enable\_device()

**参数**

struct pci\_dev \* pdev

要初始化的PCI设备

**说明**

管理pci\_enable\_device（）。

## void pcim\_pin\_device(struct pci\_dev \* pdev)

引脚管理的PCI设备

**参数**

struct pci\_dev \* pdev

要固定的PCI设备

**说明**

固定受管PCI设备pdev。 固定的设备不会在驱动程序分离时被禁用。 pdev必须已使用pcim\_enable\_device（）启用。

## void pci\_disable\_device(struct pci\_dev \*dev)

在使用完PCI设备后禁用它

**参数**

struct pci\_dev \*dev

要禁用的PCI设备

**说明**

向系统发出信号，表明PCI设备不再被系统使用。这只涉及到禁用PCI总线主控（如果已激活）。

请注意，直到所有的pci\_enable\_device()调用者都调用pci\_disable\_device()，我们才会真正地禁用设备。

## int pci\_set\_pcie\_reset\_state(struct pci\_dev \*dev, enum pcie\_reset\_state state)

为设备dev设置复位状态

**参数**

struct pci\_dev \*dev

要复位的PCIe设备

enum pcie\_reset\_state state

要进入的复位状态

**说明**

设置设备的PCIe复位状态。

## bool pci\_pme\_capable(struct pci\_dev \*dev, pci\_power\_t state)

检查PCI设备生成可屏蔽中断(PME#)的能力。

**参数**

struct pci\_dev \*dev

要处理的PCI设备。

pci\_power\_t state

设备将发出PME#的PCI状态。

## void pci\_pme\_active(struct pci\_dev \*dev, bool enable)

启用或禁用PCI设备的PME#功能

**参数**

struct pci\_dev \*dev

要处理的PCI设备。

bool enable

“true”以启用PME#生成；“false”为禁用它。

**说明**

在调用此函数之前，调用者必须验证设备是否能够生成PME#，并使enable等于‘true’。

## int pci\_enable\_wake(struct pci\_dev \*pci\_dev, pci\_power\_t state, bool enable)

更改PCI设备的唤醒设置

**参数**

struct pci\_dev \*pci\_dev

目标设备

pci\_power\_t state

设备将发出唤醒事件的PCI状态

bool enable

是否启用事件生成

**说明**

如果启用，则在对其调用\_\_pci\_enable\_wake()之前，检查设备的device\_may\_wakeup()。

## int pci\_wake\_from\_d3(struct pci\_dev \*dev, bool enable)

启用/禁用设备从D3\_hot或D3\_cold唤醒

**参数**

struct pci\_dev \*dev

要准备的PCI设备

bool enable

“True”以启用唤醒事件生成；“False”为禁用。

**说明**

许多驱动程序希望设备从D3\_hot或D3\_cold唤醒系统，此函数允许它们清理地设置 - 不应连续两次调用pci\_enable\_wake()以启用PCI PM vs ACPI排序约束的唤醒。

如果设备不允许从睡眠中唤醒系统，或者它不能从D3\_hot和D3\_cold同时生成PME#，并且平台无法为其启用唤醒电源，则此函数仅返回错误代码。

## int pci\_prepare\_to\_sleep(struct pci\_dev \*dev)

为进入睡眠状态的系统为PCI设备做准备

**参数**

struct pci\_dev \*dev

要处理的设备。

**说明**

根据设备是否能够唤醒系统和/或由平台管理（PCI\_D3hot是默认值），选择适当的电源状态，并将设备放入该状态。

## int pci\_back\_from\_sleep(struct pci\_dev \*dev)

在系统进入工作状态的过程中打开PCI设备

**参数**

struct pci\_dev \*dev

要处理的设备。

**说明**

禁用设备的系统唤醒功能，并将其放入D0。

## bool pci\_dev\_run\_wake(struct pci\_dev \*dev)

检查设备是否能够生成运行时唤醒事件。

**参数**

struct pci\_dev \*dev

要检查的设备。

**说明**

如果设备本身能够通过平台或使用本机PCIe PME生成唤醒事件，或者如果设备支持PME并且其上游桥能够生成唤醒事件，则返回真。

## void pci\_d3cold\_enable(struct pci\_dev \*dev)

为设备启用D3cold

**参数**

struct pci\_dev \*dev

要处理的PCI设备

**说明**

可以在驱动程序中使用此功能，以从处理的设备启用D3cold。 它还相应地更新上游PCI桥PM功能。

## void pci\_d3cold\_disable(struct pci\_dev \*dev)

为设备禁用D3cold

**参数**

struct pci\_dev \*dev

要处理的PCI设备

**说明**

可以在驱动程序中使用这个函数来禁用来自他们处理的设备的D3cold。 它还相应地更新上游PCI桥PM功能。

## int pci\_enable\_atomic\_ops\_to\_root(struct pci\_dev \*dev, u32 cap\_mask)

启用原子操作请求到根端口

**参数**

struct pci\_dev \*dev

PCI设备

u32 cap\_mask

所需原子操作大小掩码，包括一个或多个PCI\_EXP\_DEVCAP2\_ATOMIC\_COMP32、PCI\_EXP\_DEVCAP2\_ATOMIC\_COMP64 PCI\_EXP\_DEVCAP2\_ATOMIC\_COMP128

**说明**

如果所有上游桥都支持原子操作路由、所有上游端口的出口阻塞都被禁用，并且根端口支持所请求的完成能力（32位、64位和/或128位AtomicOp完成），则返回0；否则返回负数。

## u8 pci\_common\_swizzle(struct pci\_dev \*dev, u8 \*pinp)

将INTx全程打上特定的数据扰动

**参数**

struct pci\_dev \*dev

PCI设备

u8 \*pinp

指向INTx引脚值的指针（1 = INTA，2 = INTB，3 = INTD，4 = INTD）

**说明**

为设备执行INTx扰动。 这会穿过所有PCI到PCI桥，直到PCI根总线。

## void pci\_release\_region(struct pci\_dev \*pdev, int bar)

释放PCI某个编号区域

**参数**

struct pci\_dev \*pdev

之前通过pci\_request\_region()保留资源的PCI设备

整型bar

要释放的BAR

**说明**

释放之前通过成功调用pci\_request\_region()保留的PCI I/O和内存资源。仅在PCI区域的所有使用已停止后调用此函数。

## int pci\_request\_region(struct pci\_dev \*pdev，int bar，const char \*res\_name)

保留PCI I/O和内存资源

**参数**

struct pci\_dev \*pdev

要保留资源的PCI设备

int bar

要保留的BAR

const char \*res\_name

与资源关联的名称

**说明**

将与PCI设备pdev BAR bar关联的PCI区域标记为资源名称所有者所拥有。除非此调用成功返回，否则不要访问PCI区域内的任何地址。

成功返回0或错误时返回EBUSY。失败时还会打印警告消息。

独占性的主要区别在于，用户空间明确不允许通过/dev/mem或sysfs映射资源。

## void pci\_release\_selected\_regions(struct pci\_dev \*pdev，int bars)

释放选定的PCI I/O和内存资源

**参数**

struct pci\_dev \*pdev

以前预留资源的PCI设备

int bars

要释放的BAR的位掩码

**说明**

释放以前保留的选定PCI I/O和内存资源。仅在PCI区域的所有使用已停止后调用此函数。

## int pci\_request\_selected\_regions(struct pci\_dev \*pdev，int bars，const char \*res\_name)

保留选定的PCI I/O和内存资源

**参数**

struct pci\_dev \*pdev

要保留资源的PCI设备

int bars

要请求的BAR的位掩码

const char \*res\_name

与资源关联的名称

## void pci\_release\_regions(struct pci\_dev \*pdev)

释放以前通过pci\_request\_regions()成功保留的PCI I/O和内存资源

**参数**

struct pci\_dev \*pdev

以前预留资源的PCI设备

**说明**

释放以前通过pci\_request\_regions()成功保留的所有PCI I/O和内存资源。仅在PCI区域的所有使用已停止后调用此函数。

## int pci\_request\_regions(struct pci\_dev \*pdev，const char \*res\_name)

保留PCI I/O和内存资源

**参数**

struct pci\_dev \*pdev

要保留资源的PCI设备

const char \*res\_name

与资源相关联的名称。

**说明**

将PCI设备pdev的所有PCI区域标记为资源名称所有者所拥有。除非此调用成功返回，否则不要访问PCI区域内的任何地址。

成功返回0或错误时返回EBUSY。失败时还会打印警告消息。

## int pci\_request\_regions\_exclusive(struct pci\_dev \*pdev，const char \*res\_name)

保留PCI I/O和内存资源

**参数**

struct pci\_dev \*pdev

要保留资源的PCI设备

const char \*res\_name

与资源相关联的名称。

**说明**

将PCI设备pdev的所有PCI区域标记为资源名称所有者所拥有。除非此调用成功返回，否则不要访问PCI区域内的任何地址。

pci\_request\_regions\_exclusive()会标记该区域，使/dev/mem和sysfs MMIO访问不被允许。

成功返回0或错误时返回EBUSY。失败时还会打印警告消息。

## int pci\_remap\_iospace(const struct resource \*res，phys\_addr\_t phys\_addr)

重新映射内存映射的I/O空间

**参数**

const struct resource \*res

**说明**I/O空间的资源

phys\_addr\_t phys\_addr

要映射的范围的物理地址

**说明**

将由res和CPU物理地址phys\_addr说明的内存映射的I/O空间重新映射到虚拟地址空间。只有定义了内存映射IO函数（和定义了PCI\_IOBASE值）的架构才应调用此函数。

## void pci\_unmap\_iospace(struct resource \*res)

取消映射内存映射的I/O空间

**参数**

struct resource \*res

要取消映射的资源

**说明**

从虚拟地址空间中取消映射CPU虚拟地址res。只有定义了内存映射IO函数（和定义了PCI\_IOBASE值）的架构才应调用此函数。

## int devm\_pci\_remap\_iospace(struct device \*dev，const struct resource \*res，phys\_addr\_t phys\_addr)

托管pci\_remap\_iospace()

**参数**

struct device \*dev

要为之重新映射IO地址的通用设备

const struct resource \*res

说明I/O空间的资源

phys\_addr\_t phys\_addr

要映射的范围的物理地址

**说明**

托管pci\_remap\_iospace()。在驱动程序分离时自动取消映射。

## void \_\_iomem \* devm\_pci\_remap\_cfgspace(struct device \*dev，resource\_size\_t offset，resource\_size\_t size)

托管pci\_remap\_cfgspace()

**参数**

struct device \*dev

要为之重新映射IO地址的通用设备

resource\_size\_t offset

要映射的资源地址

resource\_size\_t size

映射大小

**说明**

托管pci\_remap\_cfgspace()。在驱动程序分离时自动取消映射。

void \_\_iomem \* devm\_pci\_remap\_cfg\_resource(struct device \*dev，struct resource \*res)

检查、请求区域和ioremap cfg资源

**参数**

struct device \*dev

要处理资源的通用设备

struct resource \*res

要处理的配置空间资源

**说明**

检查资源是否为有效的内存区域，请求内存区域并使用pci\_remap\_cfgspace() API ioremaps，该API确保保证了正确的PCI配置空间内存属性。

所有操作都由驱动程序管理，当驱动程序解除附着时将被撤消。

返回重新映射内存的指针或一个编码错误代码的ERR\_PTR()。用法示例：

res = platform\_get\_resource(pdev, IORESOURCE\_MEM, 0);

base = devm\_pci\_remap\_cfg\_resource(&pdev->dev, res);

if (IS\_ERR(base))

return PTR\_ERR(base);

## void pci\_set\_master(struct pci\_dev \*dev)

启用设备dev的总线主控

**参数**

struct pci\_dev \*dev

要启用的PCI设备

**说明**

在设备上启用总线主控，并调用pcibios\_set\_master()执行所需的特定于体系结构的设置。

## void pci\_clear\_master(struct pci\_dev \*dev)

禁用设备dev的总线主控

**参数**

struct pci\_dev \*dev

要禁用的PCI设备

## int pci\_set\_cacheline\_size(struct pci\_dev \*dev)

确保CACHE\_LINE\_SIZE寄存器已编程

**参数**

struct pci\_dev \*dev

需要启用MWI的PCI设备

**说明**

pci\_set\_mwi的辅助功能。最初从drivers/net/acenic.c中复制。版权所有1998-2001年Jes Sorensen，<jes\*\*trained\*\*-monkey.org>。

**返回**

出现错误时相应的-ERRNO错误值，成功时为零。

## int pci\_set\_mwi(struct pci\_dev \*dev)

启用内存写入使PCI事务失效

**参数**

struct pci\_dev \*dev

要启用MWI的PCI设备

**说明**

在PCI\_COMMAND中启用内存写入使事务失效。

**返回**

出现错误时相应的-ERRNO错误值，成功时为零。

## int pcim\_set\_mwi(struct pci\_dev \*dev)

设备管理的pci\_set\_mwi()

**参数**

struct pci\_dev \*dev

要启用MWI的PCI设备

**说明**

受管pci\_set\_mwi()。

**返回**

出现错误时相应的-ERRNO错误值，成功时为零。

## int pci\_try\_set\_mwi(struct pci\_dev \*dev)

启用内存写入使PCI事务失效

**参数**

struct pci\_dev \*dev

要启用MWI的PCI设备

**说明**

在PCI\_COMMAND中启用内存写入使事务失效。调用者无需检查返回。

**返回**

出现错误时相应的-ERRNO错误值，成功时为零。

## void pci\_clear\_mwi(struct pci\_dev \*dev)

禁用设备dev的内存写入使事务失效

**参数**

struct pci\_dev \*dev

要禁用的PCI设备

**说明**

在设备上禁用PCI Memory-Write-Invalidate事务

## void pci\_intx(struct pci\_dev \*pdev, int enable)

启用/禁用设备dev的PCI INTx

**参数**

struct pci\_dev \*pdev

要操作的PCI设备

int enable

布尔值是否启用或禁用PCI INTx

**说明**

启用/禁用设备pdev的PCI INTx

## bool pci\_check\_and\_mask\_intx(struct pci\_dev \*dev)

屏蔽待处理中断上的INTx

**参数**

struct pci\_dev \*dev

要操作的PCI设备

**说明**

检查设备dev是否已断开其INTx线路，如果是，则屏蔽该线路并返回true。如果没有挂起的中断，则返回false。

## bool pci\_check\_and\_unmask\_intx(struct pci\_dev \*dev)

如果没有挂起的中断，请解除屏蔽INTx

**参数**

struct pci\_dev \*dev

要操作的PCI设备

**说明**

检查设备dev是否已断开其INTx线路，如果没有，则解除该线路的屏蔽并返回true。如果仍然有中断挂起，则返回false并保留掩码。

## int pci\_wait\_for\_pending\_transaction(struct pci\_dev \*dev)

等待挂起的事务

**参数**

struct pci\_dev \*dev

要操作的PCI设备

**说明**

如果事务挂起，则返回0；否则返回1。

## bool pcie\_has\_flr(struct pci\_dev \* dev)

检查设备是否支持功能级别重置

**参数**

struct pci\_dev \* dev

检查设备

**描述**

如果设备宣传支持 PCIe 功能级别重置，则返回 true。

## int pcie\_flr(struct pci\_dev \*dev)

启动PCIe功能级别复位

**参数**

struct pci\_dev \*dev

要重置的设备

**说明**

无条件地在dev上启动函数级别复位，而不检查任何标志和DEVCAP

### int pci\_bridge\_secondary\_bus\_reset(struct pci\_dev \*dev)

重置PCI桥上的次要总线。

**参数**

struct pci\_dev \*dev

桥设备

**说明**

使用桥控制寄存器在次要总线上断开重置。次要总线上的设备处于通电状态。

### int \_\_pci\_reset\_function\_locked(struct pci\_dev \*dev)

在持有dev互斥锁的情况下重置PCI设备函数。

**参数**

struct pci\_dev \*dev

要重置的PCI设备

**说明**

某些设备允许单独重置一个函数，而不影响同一设备中的其他函数。为了使用此函数，PCI设备必须对PCI配置空间做出响应。

在调用此函数时，设备函数被假定未使用，并且调用者正在持有设备互斥锁。

重置设备将使PCI配置空间的内容随机，因此调用该程序的任何调用程序都必须准备重新初始化设备，包括MSI、总线主控、BAR、解码IO和内存空间等。

如果设备不支持重置单个函数，则返回0，否则返回负数。

## int pci\_reset\_function(struct pci\_dev \*dev)

静置并重置PCI设备函数

**参数**

struct pci\_dev \*dev

要重置的PCI设备

**说明**

某些设备允许单个函数被重置，而不影响同一设备中的其他函数。为了使用此函数，PCI设备必须对PCI配置空间做出响应。

此函数不仅重置设备的PCI部分，还清除与设备关联的所有状态。该函数与\_\_pci\_reset\_function\_locked()的区别在于它保存并恢复设备状态，并使用PCI设备锁。

如果设备函数成功重置，则返回0，否则返回负值，如果设备不支持重置单个函数。

## int pci\_reset\_function\_locked(struct pci\_dev \*dev)

暂停和重置PCI设备函数

**参数**

struct pci\_dev \*dev

要重置的PCI设备

**说明**

某些设备允许单独重置一个函数，而不影响同一设备中的其他函数。PCI设备必须响应PCI配置空间，才能使用此功能。

此函数不仅重置设备的PCI部分，还清除与设备关联的所有状态。这个函数与\_\_pci\_reset\_function\_locked()不同的是它在重置时保存并恢复设备状态。它也不同于pci\_reset\_function()，因为它需要持有PCI设备锁。

如果设备函数成功重置，则返回0，否则返回负值，如果设备不支持重置单个函数。

## int pci\_try\_reset\_function(struct pci\_dev \*dev)

暂停和重置PCI设备函数

**参数**

struct pci\_dev \*dev

要重置的PCI设备

**说明**

与上面相同，只是如果无法锁定设备，则返回-EAGAIN。

## int pci\_probe\_reset\_slot(struct pci\_slot \*slot)

探测PCI插槽是否可重置

**参数**

struct pci\_slot \*slot

要探测的PCI插槽

**说明**

如果可以重置插槽，则返回0；否则返回负值。

## int pci\_probe\_reset\_bus(struct pci\_bus \*bus)

探测PCI总线是否可重置

**参数**

struct pci\_bus \*bus

要探测的PCI总线

**说明**

如果可以重置总线，则返回0；否则返回负值。

## int pci\_reset\_bus(struct pci\_dev \*pdev)

尝试重置PCI总线

**参数**

struct pci\_dev \*pdev

通过插槽/总线重置的顶级PCI设备

**说明**

与上面相同，只是如果无法锁定总线，则返回-EAGAIN。

## int pcix\_get\_max\_mmrbc(struct pci\_dev \*dev)

获取PCI-X的最大设计内存读取字节计数

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

返回最大设计内存读取字节计数（以字节为单位）或适当的错误值。

## int pcix\_get\_mmrbc(struct pci\_dev \*dev)

获取PCI-X的最大内存读取字节计数

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

返回最大内存读取字节计数（以字节为单位）或适当的错误值。

## int pcix\_set\_mmrbc(struct pci\_dev \*dev, int mmrbc)

设置PCI-X的最大内存读取字节计数

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int mmrbc

以字节为单位的最大内存读取计数，有效值为512、1024、2048、4096。

**说明**

如果可能，设置最大内存读取字节计数，某些桥接器存在错误，无法实现此功能。

## int pcie\_get\_readrq(struct pci\_dev \*dev)

获取PCI Express读请求大小

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

返回最大内存读取请求（以字节为单位）或适当的错误值。

## int pcie\_set\_readrq(struct pci\_dev \*dev, int rq)

设置PCI Express最大内存读取请求

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int rq

以字节为单位的最大内存读取计数，有效值为128、256、512、1024、2048、4096。

**说明**

如果可能，设置最大内存读取请求（以字节为单位）。

## int pcie\_get\_mps(struct pci\_dev \*dev)

获取PCI Express最大有效负载大小

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

返回以字节为单位的最大有效负载大小

## int pcie\_set\_mps(struct pci\_dev \*dev, int mps)

设置PCI Express最大有效负载大小

**参数**

struct pci\_dev \*dev

要查询的PCI设备

int mps

最大有效负载大小（以字节为单位），有效值为128、256、512、1024、2048、4096。

**说明**

如果可能，设置最大有效负载大小。

## u32 pcie\_bandwidth\_available(struct pci\_dev \*dev, struct pci\_dev \*\*limiting\_dev, enum pci\_bus\_speed \*speed, enum pcie\_link\_width \*width)

确定PCIe设备和其带宽限制的最小链接设置

**参数**

struct pci\_dev \*dev

要查询的PCI设备

struct pci\_dev \*\*limiting\_dev

存储导致带宽限制的设备

enum pci\_bus\_speed \*speed

存储限制设备的速度

enum pcie\_link\_width \*width

存储限制设备的宽度

**说明**

向上遍历PCI设备链，并找到可用的最小带宽点。返回该点的可用带宽以及（如果提供限制\_dev、速度和宽度指针）该点的信息。返回的带宽以Mb/s为单位，即原始带宽的百万位/秒。

## enum pci\_bus\_speed pcie\_get\_speed\_cap(struct pci\_dev \*dev)

查询PCI设备的链接速度能力

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

查询PCI设备速度能力。返回设备支持的最大链接速度。

## enum pcie\_link\_width pcie\_get\_width\_cap(struct pci\_dev \*dev)

查询PCI设备的链接宽度能力

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

查询PCI设备宽度能力。返回设备支持的最大链接宽度。

## void pcie\_print\_link\_status(struct pci\_dev \*dev)

报告PCI设备的链接速度和宽度

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

报告设备可用的带宽。

## int pci\_select\_bars(struct pci\_dev \*dev, unsigned long flags)

从资源类型制作BAR掩码

**参数**

struct pci\_dev \*dev

制作BAR掩码的PCI设备

unsigned long flags

要选择的资源类型掩码

**说明**

该辅助例程从资源类型中制作bar掩码。

## int pci\_add\_dynid(struct pci\_driver \*drv, unsigned int vendor, unsigned int device, unsigned int subvendor, unsigned int subdevice, unsigned int class, unsigned int class\_mask, unsigned long driver\_data)

向该驱动程序添加新的PCI设备ID并重新检测设备

**参数**

struct pci\_driver \*drv

目标PCI驱动程序

unsigned int vendor

PCI供应商ID

unsigned int device

PCI设备ID

unsigned int subvendor

PCI副厂商ID

unsigned int subdevice

PCI副设备ID

unsigned int class

PCI类

unsigned int class\_mask

PCI类掩码

unsigned long driver\_data

私有驱动程序数据

**说明**

向该驱动程序添加新的动态PCI设备ID，并导致该驱动程序重新检测所有设备。 在调用此函数之前，drv必须已经被注册。

**上下文**

执行GFP\_KERNEL分配。

**返回**

成功返回0，失败返回-errno。

## const struct pci\_device\_id \*pci\_match\_id(const struct pci\_device\_id \*ids, struct pci\_dev \*dev)

查看PCI设备是否与给定的pci\_id表匹配

**参数**

const struct pci\_device\_id \*ids

要搜索的PCI设备ID结构数组

struct pci\_dev \*dev

要匹配的PCI设备结构。

**说明**

由驱动程序用于检查是否有PCI设备在其支持设备列表中。 如果没有匹配项，则返回匹配的pci\_device\_id结构或NULL。

已弃用；请勿使用此功能，因为它将无法捕获驱动程序可能想要检查的任何动态ID。

## int \_\_pci\_register\_driver(struct pci\_driver \*drv, struct module \*owner, const char \*mod\_name)

注册新的pci驱动程序

**参数**

struct pci\_driver \*drv

要注册的驱动程序结构

struct module \*owner

drv的所有者模块

const char \*mod\_name

模块名称字符串

**说明**

将驱动程序结构添加到已注册驱动程序的列表中。 发生错误时返回负值，否则返回0。 如果没有发生错误，则即使在注册期间未声明任何设备，该驱动程序仍然保持注册状态。

## void pci\_unregister\_driver(struct pci\_driver \*drv)

注销PCI驱动程序

**参数**

struct pci\_driver \*drv

要注销的驱动程序结构

**说明**

从已注册的PCI驱动程序列表中删除驱动程序结构，并通过调用其remove()函数为它负责的每个设备进行清理，并将这些设备标记为没有驱动程序。

## struct pci\_driver \*pci\_dev\_driver(const struct pci\_dev \*dev)

获取设备的pci\_driver

**参数**

const struct pci\_dev \*dev

要查询的设备

**说明**

返回适当的pci\_driver结构或NULL，如果没有为设备注册驱动程序。

## struct pci\_dev \*pci\_dev\_get(struct pci\_dev \*dev)

增加PCI设备结构的引用计数

**参数**

struct pci\_dev \*dev

被引用的设备

**说明**

每个对设备的活动引用都应该有一个引用计数。

PCI设备的驱动程序通常应该在其探测()方法中记录这些引用，并通过调用pci\_dev\_put()释放它们，在其断开()方法中。

返回增加了引用计数的设备指针。

## void pci\_dev\_put(struct pci\_dev \*dev)

释放PCI设备结构的使用

**参数**

struct pci\_dev \*dev

已断开的设备

**说明**

当设备的使用者完成对其的使用时必须调用。当设备的最后一个使用者调用此函数时，会释放设备的内存。

## void pci\_stop\_and\_remove\_bus\_device(struct pci\_dev \*dev)

删除PCI设备及其子级

**参数**

struct pci\_dev \*dev

要删除的设备

**说明**

从设备列表中删除PCI设备，通知驱动程序该设备已被删除。 我们还以深度优先的方式删除任何下级总线和子元素。

对于我们删除的每个设备，从设备列表中删除设备结构，删除/proc条目，并通知用户空间(/sbin/hotplug)。

## struct pci\_bus \*pci\_find\_bus(int domain, int busnr)

从给定的域和总线号查找PCI总线

**参数**

int domain

要搜索的PCI域的数目

int busnr

所需的PCI总线号

**说明**

给定PCI总线号和域号，该全局PCI总线列表中的所需PCI总线被定位。 如果找到总线，则返回其数据结构的指针。 如果找不到总线，则返回NULL。

## struct pci\_bus \*pci\_find\_next\_bus(const struct pci\_bus \*from)

开始或继续搜索PCI总线

**参数**

const struct pci\_bus \*from

找到的先前PCI总线，或NULL以开始新的搜索。

**说明**

遍历已知PCI总线的列表。 通过将NULL作为from参数来启动新搜索。 否则，如果from不为NULL，则从全局列表上的下一个设备开始搜索。

## struct pci\_dev \*pci\_get\_slot(struct pci\_bus \*bus, unsigned int devfn)

寻找给定 PCI 插槽的 PCI 设备

**参数**

struct pci\_bus \*bus

所需 PCI 设备所在的 PCI 总线

unsigned int devfn

编码为 PCI 插槽编号以及多功能设备中逻辑设备编号

**说明**

根据给定的 PCI 总线和插槽/功能号，从 PCI 设备列表中找到需要的 PCI 设备。如果找到设备，则增加其引用计数并返回其数据结构的指针。调用者必须通过调用 pci\_dev\_put() 来减少引用计数。如果没有找到设备，则返回 NULL。

## struct pci\_dev \*pci\_get\_domain\_bus\_and\_slot(int domain, unsigned int bus, unsigned int devfn)

寻找给定 PCI 域（段）、总线和插槽的 PCI 设备

**参数**

int domain

所需的 PCI 设备所在的 PCI 域/段

unsigned int bus

所需的 PCI 设备所在的 PCI 总线

unsigned int devfn

编码为 PCI 插槽编号以及多功能设备中逻辑设备编号

**说明**

根据给定的 PCI 域、总线和插槽/功能号，从 PCI 设备列表中找到需要的 PCI 设备。如果找到设备，则增加其引用计数并返回其数据结构的指针。调用者必须通过调用 pci\_dev\_put() 来减少引用计数。如果没有找到设备，则返回 NULL。

## struct pci\_dev \*pci\_get\_subsys(unsigned int vendor, unsigned int device, unsigned int ss\_vendor, unsigned int ss\_device, struct pci\_dev \*from)

通过卖方/子卖方/设备/子设备 ID 开始或继续搜索 PCI 设备

**参数**

unsigned int vendor

匹配的 PCI 卖方 ID，或 PCI\_ANY\_ID 匹配所有卖方 ID

unsigned int device

匹配的 PCI 设备 ID，或 PCI\_ANY\_ID 匹配所有设备 ID

unsigned int ss\_vendor

匹配的 PCI 子系统卖方 ID，或 PCI\_ANY\_ID 匹配所有子系统卖方 ID

unsigned int ss\_device

匹配的 PCI 子系统设备 ID，或 PCI\_ANY\_ID 匹配所有子系统设备 ID

struct pci\_dev \*from

先前已在搜索中找到的 PCI 设备，或对于新搜索为 NULL。

**说明**

遍历已知的 PCI 设备列表。如果找到具有匹配的销售方、设备、ss\_vendor 和 ss\_device 的 PCI 设备，则增加对该设备的引用计数并返回其设备结构的指针。否则，返回 NULL。通过将 NULL 作为 from 参数传递，初始化新的搜索。否则，如果 from 不为 NULL，则搜索继续从全局列表中的下一个设备开始。如果 from 不为 NULL，则始终将其引用计数减少。

## struct pci\_dev \*pci\_get\_device(unsigned int vendor, unsigned int device, struct pci\_dev \*from)

通过卖方/设备 ID 开始或继续搜索 PCI 设备

**参数**

unsigned int vendor

匹配的 PCI 卖方 ID，或 PCI\_ANY\_ID 匹配所有卖方 ID

unsigned int device

匹配的 PCI 设备 ID，或 PCI\_ANY\_ID 匹配所有设备 ID

struct pci\_dev \*from

先前已在搜索中找到的 PCI 设备，或对于新搜索为 NULL。

**说明**

遍历已知的 PCI 设备列表。如果找到带有匹配的销售方和设备的 PCI 设备，则增加对该设备的引用计数并返回其设备结构的指针。否则，返回 NULL。通过将 NULL 作为 from 参数传递，初始化新的搜索。否则，如果 from 不为 NULL，则搜索继续从全局列表中的下一个设备开始。如果 from 不为 NULL，则始终将其引用计数减少。

## struct pci\_dev \*pci\_get\_class(unsigned int class, struct pci\_dev \*from)

通过类开始或继续搜索 PCI 设备

**参数**

unsigned int class

搜索具有此类别指定的 PCI 设备

struct pci\_dev \*from

先前已在搜索中找到的 PCI 设备，或对于新搜索为 NULL。

说明

遍历已知的 PCI 设备列表。如果找到具有匹配类别的 PCI 设备，则增加对该设备的引用计数并返回其设备结构的指针。否则，返回 NULL。通过将 NULL 作为 from 参数传递，初始化新的搜索。否则，如果 from 不为 NULL，则搜索继续从全局列表中的下一个设备开始。如果 from 不为 NULL，则始终将其引用计数减少。

## int pci\_dev\_present(const struct pci\_device\_id \*ids)

如果存在与设备列表匹配的设备，则返回 1，否则返回 0。

**参数**

const struct pci\_device\_id \*ids

一个指向 null 终止的 struct pci\_device\_id 结构列表的指针，它说明了调用者想要查找的 PCI 设备的类型。

**说明**

显而易见的事实您没有任何设备的引用可以由此函数找到，因此，如果该设备在此函数完成后从系统中移除，该值将过时。使用此函数以查找通常内置于系统中的设备，或者有关另一个设备在特定时刻是否存在的一般提示。

## void pci\_msi\_mask\_irq（struct irq\_data \* data）

用于屏蔽PCI / MSI中断的通用IRQ芯片回调

**参数**

struct irq\_data \* data

指向与该中断相关联的irqdata的指针

## void pci\_msi\_unmask\_irq（struct irq\_data \* data）

用于取消屏蔽PCI / MSI中断的通用IRQ芯片回调

**参数**

struct irq\_data \* data

指向与该中断相关联的irqdata的指针

## int pci\_msi\_vec\_count（struct pci\_dev \* dev）

返回设备可以发送的MSI向量数

**参数**

struct pci\_dev \* dev

要报告的设备

**说明**

此函数通过多消息能力寄存器返回设备请求的MSI向量数。如果该设备无法发送MSI中断，则返回负的errno。否则，调用成功并返回2^n（最大为2^5（32）），根据MSI规范。

## int pci\_msix\_vec\_count（struct pci\_dev \* dev）

返回设备的MSI-X表条目数

**参数**

struct pci\_dev \* dev

指向MSI-X设备函数的pci\_dev数据结构的指针

此函数返回设备的MSI-X表条目数，因此设备能够发送的MSI-X向量数。如果该设备无法发送MSI-X中断，则返回负值errno。

## int pci\_msi\_enabled（void）

是否启用MSI？

**参数**

void

没有参数

**说明**

如果命令行选项pci = nomsi没有禁用MSI，则返回true。

## int pci\_enable\_msix\_range（struct pci\_dev \* dev，struct msix\_entry \* entries，int minvec，int maxvec）

配置设备的MSI-X能力结构

**参数**

struct pci\_dev \* dev

指向MSI-X设备函数的pci\_dev数据结构的指针

struct msix\_entry \* entries

指向MSI-X条目数组的指针

int minvec

请求的最小MSI-X IRQ数

int maxvec

请求的最大MSI-X IRQ数

**说明**

在其软件驱动程序调用以请求在其硬件设备函数上启用MSI-X模式时，使用最大可能的中断数在minvec和maxvec之间的范围内设置设备函数的MSI-X能力结构。如果发生错误，它将返回负的errno。如果成功，则返回分配的中断实际数并指示分配新的分配的MSI-X中断的MSI-X能力结构的成功配置。

## int pci\_alloc\_irq\_vectors\_affinity（struct pci\_dev \* dev，unsigned int min\_vecs，unsigned int max\_vecs，unsigned int flags，struct irq\_affinity \* affd）

为设备分配多个IRQ

**参数**

struct pci\_dev \* dev

要操作的PCI设备

unsigned int min\_vecs

所需向量的最小数量（必须> = 1）

unsigned int max\_vecs

向量的最大（期望）数量

unsigned int flags

分配的标志或缺陷

struct irq\_affinity \* affd

关于亲和力要求的可选说明

**说明**

为dev分配最多max\_vecs个中断向量，如果可用则使用MSI-X或MSI向量，并在无法使用时退回到单个传统向量。成功时返回分配的向量数（可能小于max\_vecs），如果出现错误，则返回负错误代码。如果dev的中断向量少于min\_vecs，则函数将失败并带有-ENOSPC。

要获取用于传递给request\_irq（）的向量使用的Linux IRQ号，请使用pci\_irq\_vector（）助手。

## void pci\_free\_irq\_vectors（struct pci\_dev \* dev）

为设备释放先前分配的IRQ

**参数**

struct pci\_dev \* dev

要操作的PCI设备

**说明**

在pci\_alloc\_irq\_vectors（）中释放分配和启用。

## int pci\_irq\_vector（struct pci\_dev \* dev，unsigned int nr）

返回设备向量的Linux IRQ编号

**参数**

struct pci\_dev \* dev

要操作的PCI设备

unsigned int nr

中断向量索引（从0开始）

## const struct cpumask \* pci\_irq\_get\_affinity（struct pci\_dev \* dev，int nr）

返回特定MSI向量的亲和性

**参数**

struct pci\_dev \* dev

要操作的PCI设备

int nr

设备相关的中断向量索引（从0开始）。

## int pci\_irq\_get\_node（struct pci\_dev \* pdev，int vec）

返回特定MSI向量的NUMA节点

**参数**

struct pci\_dev \* pdev

要操作的PCI设备

int vec

设备相关中断向量索引（从0开始）。

## struct irq\_domain \*pci\_msi\_create\_irq\_domain(struct fwnode\_handle \*fwnode, struct msi\_domain\_info \*info, struct irq\_domain \*parent)

创建MSI中断域

**参数**

struct fwnode\_handle \*fwnode

中断控制器的可选fwnode

struct msi\_domain\_info \*info

MSI域信息

struct irq\_domain \*parent

父irq域

**说明**

更新域和芯片操作，并创建MSI中断域。

**返回**

一个域指针或失败时为空。

## int pci\_bus\_alloc\_resource(struct pci\_bus \*bus, struct resource \*res, resource\_size\_t size, resource\_size\_t align, resource\_size\_t min, unsigned long type\_mask, resource\_size\_t (\*alignf)(void \*, const struct resource \*, resource\_size\_t, resource\_size\_t), void \*alignf\_data)

从父总线中分配资源

**参数**

struct pci\_bus \*bus

PCI总线

struct resource \*res

要分配的资源

resource\_size\_t size

要分配的资源大小

resource\_size\_t align

要分配的资源对齐方式

resource\_size\_t min

分配的最小/proc/iomem地址

unsigned long type\_mask

IORESOURCE\_\*类型标志

resource\_size\_t (\*alignf)(void \*, const struct resource \*, resource\_size\_t, resource\_size\_t)

资源对齐函数

void \*alignf\_data

资源对齐函数的数据参数

**说明**

给定设备所在的PCI总线、大小、最小地址、对齐和类型，尝试为特定设备资源寻找可接受的资源分配。

## void pci\_bus\_add\_device(struct pci\_dev \*dev)

为单个设备启动驱动程序

**参数**

struct pci\_dev \*dev

要添加的设备

**说明**

这将添加sysfs条目并启动设备驱动程序

## void pci\_bus\_add\_devices(const struct pci\_bus \*bus)

启动PCI设备的驱动程序

**参数**

const struct pci\_bus \*bus

检查新设备的总线

**说明**

启动PCI设备的驱动程序并添加一些sysfs条目。

## struct pci\_ops \*pci\_bus\_set\_ops(struct pci\_bus \*bus, struct pci\_ops \*ops)

设置pci总线的原始操作

**参数**

struct pci\_bus \*bus

pci总线结构

struct pci\_ops \*ops

新的原始操作

**说明**

返回以前的原始操作

## void pci\_cfg\_access\_lock(struct pci\_dev \*dev)

锁定PCI配置读/写

**参数**

struct pci\_dev \*dev

pci设备结构

**说明**

当访问被锁定时，任何用户空间读取或写入配置空间和并发锁请求将睡眠，直到再次允许通过pci\_cfg\_access\_unlock()访问。

## bool pci\_cfg\_access\_trylock(struct pci\_dev \*dev)

尝试锁定PCI配置读写

**参数**

struct pci\_dev \*dev

pci设备结构

**说明**

与pci\_cfg\_access\_lock相同，但如果访问已被锁定，则返回0，否则返回1。此函数可从原子上下文中使用。

## void pci\_cfg\_access\_unlock(struct pci\_dev \*dev)

解锁PCI配置读/写

**参数**

struct pci\_dev \*dev

pci设备结构

**说明**

此函数允许PCI配置访问继续。

## enum pci\_lost\_interrupt\_reason pci\_lost\_interrupt(struct pci\_dev \*pdev)

报告丢失的PCI中断

**参数**

struct pci\_dev \*pdev

中断丢失的设备

**说明**

此程序的主要功能是以用户可以识别的标准方式报告丢失的中断（而不是责怪驱动程序）。

**返回**

修复它的建议（虽然驱动程序不必对此采取行动）。

## int pci\_request\_irq(struct pci\_dev \*dev, unsigned int nr, irq\_handler\_t handler, irq\_handler\_t thread\_fn, void \*dev\_id, const char \*fmt, ...)

为PCI设备分配中断线

**参数**

struct pci\_dev \*dev

要操作的PCI设备

unsigned int nr

设备相对中断向量索引（从0开始）。

irq\_handler\_t handler

当发生IRQ时要调用的函数。线程中断的主处理程序。如果为NULL且thread\_fn !=NULL，将安装默认的主处理程序。

irq\_handler\_t thread\_fn

从IRQ处理线程调用的函数，如果为NULL，则不创建IRQ线程

void \*dev\_id

传回处理程序函数的cookie

const char \*fmt

命名处理程序的类似于Printf的格式字符串

...

可变参数

**说明**

此调用分配中断资源并启用中断线和IRQ处理。从调用此函数开始，处理程序和thread\_fn可能会被调用。所有使用此函数请求的中断均可能被共享。

dev\_id不能为空且必须是全局唯一的。

## void pci\_free\_irq(struct pci\_dev \*dev, unsigned int nr, void \*dev\_id)

释放使用pci\_request\_irq分配的中断

**参数**

struct pci\_dev \*dev

要操作的PCI设备

unsigned int nr

设备相对中断向量索引（从0开始）。

void \*dev\_id

要释放的设备标识

**说明**

删除中断处理程序。处理程序被删除，如果中断线不再由任何驱动程序使用，则被禁用。调用者必须确保在调用此函数之前在设备上禁用中断。该函数在IRQ执行此IRQ的所有执行中也不会返回。

不得从中断上下文中调用此函数。

## bool pcie\_relaxed\_ordering\_enabled(struct pci\_dev \*dev)

探测PCIe宽松排序使能

**参数**

struct pci\_dev \*dev

要查询的PCI设备

**说明**

如果设备启用了宽松排序属性，则返回true。

## int pci\_scan\_slot(struct pci\_bus \*bus, int devfn)

扫描PCI总线上的插槽以查找设备

**参数**

struct pci\_bus \*bus

要扫描的PCI总线

int devfn

要扫描的插槽号（必须为零函数）

**说明**

在指定的PCI总线上扫描PCI插槽以查找设备，并将发现的设备添加到总线->设备列表中。新设备将不会有设置is\_added。

返回发现的新设备数量。

## unsigned int pci\_scan\_child\_bus（struct pci\_bus \* bus）

扫描总线下的设备

**参数**

struct pci\_bus \* bus

要扫描设备的总线

**说明**

扫描总线下的设备，包括从属总线。返回包括所有发现设备的新从属编号。

## unsigned int pci\_rescan\_bus（struct pci\_bus \* bus）

扫描PCI总线以查找设备

**参数**

struct pci\_bus \* bus

要扫描的PCI总线

**说明**

扫描PCI总线和子总线以查找新设备，添加并启用它们。

返回发现的从属总线的最大数量。

## struct pci\_slot \* pci\_create\_slot（struct pci\_bus \* parent，int slot\_nr，const char \* name，struct hotplug\_slot \* hotplug）

创建物理PCI插槽或增加引用计数

**参数**

struct pci\_bus \* parent

父桥的pci\_bus

int slot\_nr

PCI\_SLOT（pci\_dev -> devfn）或占位符-1

const char \* name

以/sys/bus/pci/slots/<name>呈现给用户的可见字符串

struct hotplug\_slot \* hotplug

设置为调用方是热插拔驱动程序，否则为NULL

**说明**

PCI插槽具有地址、速度、宽度等一流属性，使用struct pci\_slot来管理它们。此接口将返回一个新的struct pci\_slot给调用者，或者如果pci\_slot已经存在，则其引用计数将被增加。

插槽由pci\_bus、slot\_nr元组唯一标识。

已知存在固件存在问题的平台将同一个名称分配给多个插槽。通过代表调用方为插槽重命名来解决这些错误的平台。如果固件将名称N分配给多个插槽

第一个插槽被分配为N

第二个插槽被分配为N-1

第三个插槽分配为N-2等等。

占位符插槽在大多数情况下，pci\_bus、slot\_nr将足以唯一标识一个插槽。有一个引人注目的例外-pSeries（rpaphp），在其中无法确定slot\_nr，直到实际将设备插入插槽中。在这种情况下，调用者可以为slot\_nr传递-1。

当调用方传递slot\_nr == -1时，强制施加以下语义首先，我们不再检查现有的struct pci\_slot，因为可能有许多slot\_nr为-1的插槽。语义的另一个变化是用户可见的，在sysfs中呈现的“地址”参数仅由ddddbb元组组成，其中dddd是struct pci\_bus的PCI域号，bb是总线号。换句话说，“占位符”插槽的devfn将不会显示。

## void pci\_destroy\_slot（struct pci\_slot \* slot）

减少物理PCI插槽的引用计数

**参数**

struct pci\_slot \* slot

要减少的struct pci\_slot

**说明**

struct pci\_slot进行了引用计数，因此销毁它们非常容易；我们只需在其kobj上调用kobject\_put，让我们的释放方法来完成其余工作。

## void pci\_hp\_create\_module\_link（struct pci\_slot \* pci\_slot）

创建到热插拔驱动程序模块的符号链接

**参数**

struct pci\_slot \* pci\_slot

struct pci\_slot

**说明**

用于pci\_hotplug\_core.c的辅助函数，用于创建到热插拔驱动程序模块的符号链接。

## void pci\_hp\_remove\_module\_link（struct pci\_slot \* pci\_slot）

删除与热插拔驱动程序模块的符号链接。

**参数**

struct pci\_slot \* pci\_slot

struct pci\_slot

**说明**

用于pci\_hotplug\_core.c的辅助函数，用于删除与热插拔驱动程序模块的符号链接。

## int pci\_enable\_rom（struct pci\_dev \* pdev）

启用PCI设备的ROM解码

**参数**

struct pci\_dev \* pdev

要启用的PCI设备

**说明**

在pdev上启用ROM解码。这仅涉及打开PCI ROM BAR的最后一位。请注意，某些卡可能会在ROM和其他资源之间共享地址解码器，因此启用它可能会禁用对MMIO寄存器或其他卡存储器的访问。

## void pci\_disable\_rom（struct pci\_dev \* pdev）

禁用PCI设备的ROM解码

**参数**

struct pci\_dev \* pdev

要禁用的PCI设备

**说明**

通过关闭ROM BAR中的最后一位来禁用PCI设备上的ROM解码。

## void \_\_iomem \* pci\_map\_rom（struct pci\_dev \* pdev，size\_t \* size）

将PCI ROM映射到内核空间

**参数**

struct pci\_dev \* pdev

指向pci设备struct 的指针

size\_t \* size

指向覆盖ROM的PCI窗口大小的指针

**返回**

指向ROM映像的内核虚拟指针

**说明**

将PCI ROM映射到内核空间。如果ROM是引导视频ROM，则将返回阴影BIOS副本而不是实际ROM。

## void pci\_unmap\_rom（struct pci\_dev \* pdev，void \_\_iomem \* rom）

从内核空间中取消映射ROM

**参数**

struct pci\_dev \* pdev

指向pci设备struct 的指针

void \_\_iomem \* rom

以前映射的虚拟地址

**说明**

删除以前映射的ROM的映射

## void \_\_iomem \* pci\_platform\_rom（struct pci\_dev \* pdev，size\_t \* size）

提供平台提供的任何ROM映像的指针

**参数**

struct pci\_dev \* pdev

指针到 PCI 设备struct

大小为 size\_t \* 的指针

指针以接收 ROM 上 PCI 窗口的大小

## int pci\_enable\_sriov(struct pci\_dev \*dev, int nr\_virtfn)

启用 SR-IOV 能力

**参数**

struct pci\_dev \*dev

PCI 设备

int nr\_virtfn

启用的虚拟功能数量

**说明**

成功返回 0，失败返回负数。

## void pci\_disable\_sriov(struct pci\_dev \*dev)

禁用 SR-IOV 能力

**参数**

struct pci\_dev \*dev

PCI 设备

## int pci\_num\_vf(struct pci\_dev \*dev)

返回与 PF 设备关联的 VF 数

**参数**

struct pci\_dev \*dev

PCI 设备

**说明**

返回 VF 的数量，如果未启用 SR-IOV，则返回 0。

## int pci\_vfs\_assigned(struct pci\_dev \*dev)

返回分配给客户端的 VF 数量

**参数**

struct pci\_dev \*dev

PCI 设备

**说明**

返回分配给客户端的 VF 数量。如果设备不是物理功能，则返回 0。

## int pci\_sriov\_set\_totalvfs(struct pci\_dev \*dev, u16 numvfs)

减少可用的 TotalVFs

**参数**

struct pci\_dev \*dev

PCI PF 设备

u16 numvfs

应使用的 TotalVFs 支持的数量

**说明**

应从 PF 驱动程序的探测例程中使用该设备的互斥锁调用。

如果 PF 是 SRIOV-capable 设备并且 numvfs 有效，则返回 0。如果不是 PF，则返回 -ENOSYS；如果 numvfs 无效，则返回 -EINVAL；如果 VFs 已启用，则返回 -EBUSY。

## int pci\_sriov\_get\_totalvfs(struct pci\_dev \*dev)

获取此设备支持的 TotalVFs 总数

**参数**

struct pci\_dev \*dev

PCI PF 设备

**说明**

对于支持 SRIOV 的 PCIe 设备，请返回 TotalVFs 的 PCIe SRIOV 能力值或 driver\_max\_VFs 的值（如果驱动程序将其减小）。否则返回 0。

## int pci\_sriov\_configure\_simple(struct pci\_dev \*dev, int nr\_virtfn)

配置 SR-IOV 的辅助程序

**参数**

struct pci\_dev \*dev

PCI 设备

int nr\_virtfn

要启用的虚拟功能数，0 以禁用

**说明**

启用或禁用 SR-IOV，对于不需要在启用 SR-IOV 之前进行任何 PF 设置的设备。返回在出现错误时为负数，在成功时分配的 VF 数量。

## ssize\_t pci\_read\_legacy\_io(struct file \*filp, struct kobject \*kobj, struct bin\_attribute \*bin\_attr, char \*buf, loff\_t off, size\_t count)

从遗留的 I/O 端口空间读取字节

**参数**

struct file \*filp

打开的 sysfs 文件

struct kobject \*kobj

对应于要从中读取的文件的 kobject

struct bin\_attribute \*bin\_attr

此文件的 struct bin\_attribute

char \*buf

用于存储结果的缓冲区

loff\_t off

偏移量到遗留的 I/O 端口空间

size\_t count

要读取的字节数

**说明**

使用架构特定的回调例程 (pci\_legacy\_read) 从遗留的 I/O 端口空间读取 1、2 或 4 字节。

## ssize\_t pci\_write\_legacy\_io(struct file \*filp, struct kobject \*kobj, struct bin\_attribute \*bin\_attr, char \*buf, loff\_t off, size\_t count)

将字节写入遗留的 I/O 端口空间

**参数**

struct file \*filp

打开的 sysfs 文件

struct kobject \*kobj

对应于要从中写入的文件的 kobject

struct bin\_attribute \*bin\_attr

此文件的 struct bin\_attribute

char \*buf

包含要写入的值的缓冲区

loff\_t off

偏移量到遗留的 I/O 端口空间

size\_t count

要写入的字节数

**说明**

使用架构特定的回调例程（pci\_legacy\_write）从遗留的 I/O 端口空间写入 1、2 或 4 字节。

## int pci\_mmap\_legacy\_mem(struct file \*filp, struct kobject \*kobj, struct bin\_attribute \*attr, struct vm\_area\_struct \*vma)

将遗留的 PCI 内存映射到用户内存空间

**参数**

struct file \*filp

打开的 sysfs 文件

struct kobject \*kobj

要映射的设备对应的 kobject

struct bin\_attribute \*attr

此文件的 struct bin\_attribute

struct vm\_area\_struct \*vma

传递给 mmap 的 struct vm\_area\_struct

**说明**

使用架构特定的回调 pci\_mmap\_legacy\_mem\_page\_range 将遗留内存空间（总线空间的第一个兆字节）映射到应用程序虚拟内存空间中。

## int pci\_mmap\_legacy\_io(struct file \*filp, struct kobject \*kobj, struct bin\_attribute \*attr, struct vm\_area\_struct \*vma)

将遗留的 PCI IO 映射到用户内存空间中

**参数**

struct file \*filp

打开的 sysfs 文件

struct kobject \*kobj

要映射的设备对应的 kobject

struct bin\_attribute \*attr

此文件的 struct bin\_attribute

struct vm\_area\_struct \*vma

传递给 mmap 的 struct vm\_area\_struct

**说明**

使用架构特定的回调 pci\_mmap\_legacy\_io\_page\_range 将遗留的 IO 空间（总线空间的第一个兆字节）映射到应用程序虚拟内存空间中。如果不支持该操作，则返回 -ENOSYS。

## void pci\_adjust\_legacy\_attr(struct pci\_bus \*b, enum pci\_mmap\_state mmap\_type)

调整遗留文件属性

**参数**

struct pci\_bus \*b

要在其下创建文件的总线

enum pci\_mmap\_state mmap\_type

I/O 端口或内存

**说明**

存根实现。如果必要，可以被架构覆盖。

## void pci\_create\_legacy\_files(struct pci\_bus \*b)

创建遗留的 I/O 端口和内存文件

**参数**

struct pci\_bus \*b

要在其下创建文件的总线

**说明**

某些平台允许按总线访问遗留 I/O 端口和 ISA 内存空间。此例程创建文件并将其绑定到 pci-sysfs.c 中的相关读取、写入和 mmap 文件。

在错误展开时，不要将错误传播给调用者，因为即使没有这些文件，设置PCI总线也可以正常运作。

## int pci\_mmap\_resource(struct kobject \*kobj, struct bin\_attribute \*attr, struct vm\_area\_struct \*vma, int write\_combine)

将PCI资源映射到用户内存空间中。

**参数**

struct kobject \*kobj

用于映射的kobject

struct bin\_attribute \*attr

要映射的文件的bin\_attribute

struct vm\_area\_struct \*vma

传递到mmap的vm\_area\_struct

int write\_combine

1表示写组合映射

**说明**

使用常规PCI映射例程将PCI资源映射到用户空间。

## void pci\_remove\_resource\_files(struct pci\_dev \*pdev)

清理资源文件

**参数**

struct pci\_dev \*pdev

要清理的设备

**说明**

如果我们为pdev创建了资源文件，请将它们从sysfs中删除并释放它们的资源。

## int pci\_create\_resource\_files(struct pci\_dev \*pdev)

在sysfs中为设备创建资源文件

**参数**

struct pci\_dev \*pdev

要创建资源文件的设备

**说明**

遍历pdev中的资源，为每个可用资源创建文件。

## ssize\_t pci\_write\_rom(struct file \*filp, struct kobject \*kobj, struct bin\_attribute \*bin\_attr, char \*buf, loff\_t off, size\_t count)

用于启用对PCI ROM显示的访问

**参数**

struct file \*filp

sysfs文件

struct kobject \*kobj

内核对象句柄

struct bin\_attribute \*bin\_attr

此文件的bin\_attribute

char \*buf

用户输入

loff\_t off

文件偏移

size\_t count

输入中的字节数量

**说明**

写入除0以外的任何内容都会启用它

## ssize\_t pci\_read\_rom(struct file \*filp, struct kobject \*kobj, struct bin\_attribute \*bin\_attr, char \*buf, loff\_t off, size\_t count)

读取PCI ROM

**参数**

struct file \*filp

sysfs文件

struct kobject \*kobj

内核对象句柄

struct bin\_attribute \*bin\_attr

此文件的bin\_attribute

char \*buf

要将从ROM中读取的数据放置的位置

loff\_t off

文件偏移

size\_t count

要读取的字节数

**说明**

从与kobj对应的PCI设备中的ROM开始，将count字节从off开始放入buf中。

## void pci\_remove\_sysfs\_dev\_files(struct pci\_dev \*pdev)

清理PCI特定的sysfs文件

**参数**

struct pci\_dev \*pdev

我们应该释放它的设备条目

**说明**

当pdev从sysfs中删除时清除。

# PCI 热插拔支持库

## int \_\_pci\_hp\_register(struct hotplug\_slot \*slot, struct pci\_bus \*bus, int devnr, const char \*name, struct module \*owner, const char \*mod\_name)

使用PCI热插拔子系统注册热插插槽

**参数**

struct hotplug\_slot \*slot

要注册的struct hotplug\_slot的指针

struct pci\_bus \*bus

此插槽所在的总线

int devnr

设备号

const char \*name

在kobject core中注册的名称

struct module \*owner

调用者模块所有者

const char \*mod\_name

调用者模块名称

**说明**

准备一个热插拔槽供内核使用，同时立即将其发布到用户空间。驱动程序可以通过调用pci\_hp\_initialize()和pci\_hp\_add()单独执行这两个步骤。如果成功返回0，否则返回其他。

## int \_\_pci\_hp\_initialize(struct hotplug\_slot \*slot,struct pci\_bus \*bus,int devnr,const char \*name,struct module \*owner,const char \*mod\_name)

为内核使用准备热插槽

**参数**

struct hotplug\_slot \*slot

要初始化的struct hotplug\_slot的指针

struct pci\_bus \*bus

此插槽所在的总线

int devnr

插槽号

const char \*name

在kobject core中注册的名称

struct module \*owner

调用者模块所有者

const char \*mod\_name

调用者模块名称

**说明**

为热插驱动程序分配和填充PCI插槽。调用此后，驱动程序可以调用hotplug\_slot\_name（）以获取插槽的唯一名称。驱动程序必须准备好从此时开始处理->reset\_slot回调。成功返回0，否则返回负int。

## int pci\_hp\_add(struct hotplug\_slot \*slot)

将热插槽发布到用户空间

**参数**

struct hotplug\_slot \*slot

要发布的struct hotplug\_slot的指针

**说明**

使热插插槽的sysfs接口可用，并通过发送uevent将其添加到用户空间。此时，热插驱动程序必须准备好处理所有struct hotplug\_slot\_ops回调。成功返回0，否则返回负int。

## void pci\_hp\_deregister(struct hotplug\_slot \*slot)

从PCI热插拔子系统注销一个热插槽

**参数**

struct hotplug\_slot \*slot

要注销的struct hotplug\_slot的指针

**说明**

该插槽必须先使用调用pci\_hp\_register（）注册到pci热插拔子系统中。如果成功，返回0，否则返回其他。

## void pci\_hp\_del(struct hotplug\_slot \*slot)

从用户空间中删除热插槽

**参数**

struct hotplug\_slot \*slot

要取消发布的struct hotplug\_slot的指针

**说明**

删除热插槽的sysfs接口。成功返回0，否则返回负int。

## void pci\_hp\_destroy(struct hotplug\_slot \*slot)

从内核中删除热插槽

**参数**

struct hotplug\_slot \*slot

要销毁的struct hotplug\_slot的指针

**说明**

销毁热插驱动程序使用的PCI插槽。调用此后，驱动程序不再能够调用hotplug\_slot\_name（）以获取插槽的唯一名称。从此时开始，驱动程序不再需要处理->reset\_slot回调。

成功返回0，错误返回负整数。

## int pci\_hp\_change\_slot\_info(struct hotplug\_slot \* slot, struct hotplug\_slot\_info \* info)

在核心中更改插槽的信息结构

**参数**

struct hotplug\_slot \* slot

指向信息已更改的插槽的指针

struct hotplug\_slot\_info \* info

指向要复制到插槽信息结构的信息的指针

**说明**

插槽必须先用调用 pci\_hp\_register() 的pci热插拔子系统注册。

如果成功则返回0，否则返回其他任何错误。

# 串行外设接口 (SPI)

SPI是“串行外设接口”，在嵌入式系统中被广泛使用，因为它是一个简单而高效的接口基本上是一个多路复用的移位寄存器。它的三个信号线保持一个时钟（SCK，通常在1-20 MHz范围内），一个“主出从入”（MOSI）数据线和一个“主入从出”（MISO）数据线。SPI是一个全双工协议；对于每个从MOSI线移出的比特（每个时钟一个），另一个比特在MISO线上移入。这些比特在从系统内存到达和离开时被组合成不同大小的单词。通常，一个额外的片选线是低电位（nCS）；通常每个外设使用四个信号，有时还会有一个中断。

这里列出的SPI总线设施提供了一个通用接口来声明SPI总线和设备，根据标准的Linux驱动程序模型来管理它们，并执行输入/输出操作。目前，仅支持“主”端接口，其中Linux与SPI外围设备通信，而不实现这样的外围设备本身。 （支持实现SPI从设备的接口必然看起来不同。）

编程接口围绕两种驱动程序和两种设备类型构建。一个“控制器驱动程序”抽象了控制器硬件，它可以很简单，比如一组GPIO引脚，也可以很复杂，比如连接到SPI移位寄存器另一侧的双FIFO和双DMA引擎（最大化吞吐量）。这种驱动程序在它们所在的任何总线（通常是平台总线）和SPI之间建立桥梁，并将其设备的SPI端暴露为一个struct spi\_master。 SPI设备是该主设备的子级，由struct spi\_board\_info说明符制成，这些说明符通常由特定于板的初始化代码提供。struct spi\_driver称为“协议驱动程序”，并使用正常的驱动程序模型调用绑定到spi\_device。

I / O模型是一组排队的消息。协议驱动程序提交一个或多个struct spi\_message对象，这些对象被异步处理和完成。（然而，有同步包装器。）消息是从一个或多个struct spi\_transfer对象构建的，每个对象都包装了一个全双工SPI传输。需要各种协议调整选项，因为不同的芯片对使用与SPI传输的位有非常不同的策略。

## struct spi\_statistics

spi传输的统计信息

**定义**

struct spi\_statistics {

spinlock\_t lock;

unsigned long messages;

unsigned long transfers;

unsigned long errors;

unsigned long timedout;

unsigned long spi\_sync;

unsigned long spi\_sync\_immediate;

unsigned long spi\_async;

unsigned long long bytes;

unsigned long long bytes\_rx;

unsigned long long bytes\_tx;

#define SPI\_STATISTICS\_HISTO\_SIZE 17;

unsigned long transfer\_bytes\_histo[SPI\_STATISTICS\_HISTO\_SIZE];

unsigned long transfers\_split\_maxsize;

};

**成员**

lock

锁保护这个结构

messages

处理的 spi 消息数

transfers

处理的 spi\_transfers 数

errors

spi\_transfer 期间的错误数

timedout

spi\_transfer 期间的超时次数

spi\_sync

使用 spi\_sync 的次数

spi\_sync\_immediate

spi\_sync 在调用上下文中立即执行的次数，无需排队和调度

spi\_async

使用 spi\_async 的次数

bytes

传输到/从设备传输的字节数

bytes\_rx

从设备接收到的字节数

bytes\_tx

发送到设备的字节数

transfer\_bytes\_histo

传输字节直方图

transfers\_split\_maxsize

由于 maxsize 限制而被拆分的传输数

## struct spi\_device

SPI从设备的控制器端代理

**定义**

struct spi\_device {

struct device dev;

struct spi\_controller \*controller;

struct spi\_controller \*master;

u32 max\_speed\_hz;

u8 chip\_select;

u8 bits\_per\_word;

u16 mode;

#define SPI\_CPHA 0x01 ;

#define SPI\_CPOL 0x02 ;

#define SPI\_MODE\_0 (0|0) ;

#define SPI\_MODE\_1 (0|SPI\_CPHA);

#define SPI\_MODE\_2 (SPI\_CPOL|0);

#define SPI\_MODE\_3 (SPI\_CPOL|SPI\_CPHA);

#define SPI\_CS\_HIGH 0x04 ;

#define SPI\_LSB\_FIRST 0x08 ;

#define SPI\_3WIRE 0x10 ;

#define SPI\_LOOP 0x20 ;

#define SPI\_NO\_CS 0x40 ;

#define SPI\_READY 0x80 ;

#define SPI\_TX\_DUAL 0x100 ;

#define SPI\_TX\_QUAD 0x200 ;

#define SPI\_RX\_DUAL 0x400 ;

#define SPI\_RX\_QUAD 0x800 ;

int irq;

void \*controller\_state;

void \*controller\_data;

char modalias[SPI\_NAME\_SIZE];

int cs\_gpio;

struct spi\_statistics statistics;

};

**成员**

dev

设备的驱动程序模型表示。

controller

与设备一起使用的 SPI 控制器。

master

控制器的副本，用于向后兼容。

max\_speed\_hz

该芯片使用的最大时钟速率（在该板上）；可能会被设备的驱动程序更改。spi\_transfer.speed\_hz 可以为每次传输覆盖它。

chip\_select

Chipselect，区分controller处理的芯片。

bits\_per\_word

数据传输涉及一个或多个字；像 8 位或 12 位这样的字长很常见。内存中的字大小是两个字节的幂（例如，20 位样本使用 32 位）。这可能会被设备的驱动程序更改，或者保留默认值 (0)，表示协议字是八位字节。spi\_transfer.bits\_per\_word 可以为每次传输覆盖它。

mode

spi 模式定义了数据如何按时钟输出和输入。这可能会被设备的驱动程序更改。芯片选择模式的“低电平有效”默认值可以被覆盖（通过指定 SPI\_CS\_HIGH），传输中每个字的“MSB 优先”默认值也可以被覆盖（通过指定 SPI\_LSB\_FIRST）。

irq

request\_irq()负数，或传递给从该设备接收中断的数字。

controller\_state

控制器的运行时状态

controller\_data

控制器的特定于板的定义，例如 FIFO 初始化参数；来自 board\_info.controller\_data

modalias

与此设备一起使用的驱动程序的名称，或该名称的别名。这出现在驱动程序冷插拔的 sysfs“modalias”属性中，以及用于热插拔的 uevents 中

cs\_gpio

芯片选择线的 gpio 编号（可选，不使用 GPIO 线时为 -ENOENT）

statistics

spi\_device 的统计信息

**说明**

spi\_device用于在SPI从设备（通常是离散芯片）和CPU内存之间交换数据。

在dev中，platform\_data用于保存有关此设备的信息，该信息对于设备的协议驱动程序具有意义，但对于其控制器而言则无意义。 一个示例可能是具有稍微不同功能的芯片变体的标识符; 另一个可能是有关此特定板如何连接芯片引脚的信息。

## struct spi\_driver

主机端协议驱动程序

**定义**

struct spi\_driver {

const struct spi\_device\_id \*id\_table;

int (\*probe)(struct spi\_device \*spi);

void (\*remove)(struct spi\_device \*spi);

void (\*shutdown)(struct spi\_device \*spi);

struct device\_driver driver;

};

**成员**

id\_table

此驱动程序支持的SPI设备列表

probe

将此驱动程序绑定到spi设备。 驱动程序可以验证设备是否实际存在，并可能需要配置特性（例如bits\_per\_word）这是在系统设置期间的初始配置不需要的。

remove

从spi设备中取消绑定此驱动程序。

shutdown

用于系统状态转换（例如电源关闭/停止和kexec）的标准关机回调

drive

SPI设备驱动程序应该初始化此结构的名称和所有者字段。

**说明**

这代表一种设备驱动程序，该驱动程序使用SPI消息与SPI链接的另一端的硬件进行交互。 它被称为“协议”驱动程序，因为它通过消息而不是直接与SPI硬件通信（这是底层SPI控制器驱动程序传递这些消息所做的事情）。 这些协议在驱动程序支持的设备的规范中定义。

通常，那些设备协议表示驱动程序支持的最低级别接口，它也支持上层接口。 此类上层包括像MTD，网络，MMC，RTC，文件系统字符设备节点和硬件监视等框架。

## void spi\_unregister\_driver（struct spi\_driver \* sdrv）

spi\_register\_driver的反向作用

**参数**

struct spi\_driver \* sdrv

要注销的驱动程序

**上下文**

可以睡觉

## module\_spi\_driver

module\_spi\_driver（\_\_spi\_driver）

用于注册SPI驱动程序的辅助宏

**参数**

\_\_spi\_driver

**说明**

用于不在模块init / exit中执行任何特殊操作的SPI驱动程序的辅助宏。 这消除了大量模板代码。 每个模块只能使用此宏一次，并调用它将替换module\_init（）和module\_exit（）。

## struct spi\_controller

与SPI主控制器或从控制器的接口

**定义**

struct spi\_controller {

struct device dev;

struct list\_head list;

s16 bus\_num;

u16 num\_chipselect;

u16 dma\_alignment;

u16 mode\_bits;

u32 bits\_per\_word\_mask;

#define SPI\_BPW\_MASK(bits) BIT((bits) - 1);

#define SPI\_BIT\_MASK(bits) (((bits) == 32) ? ~0U : (BIT(bits) - 1));

#define SPI\_BPW\_RANGE\_MASK(min, max) (SPI\_BIT\_MASK(max) - SPI\_BIT\_MASK(min - 1));

u32 min\_speed\_hz;

u32 max\_speed\_hz;

u16 flags;

#define SPI\_CONTROLLER\_HALF\_DUPLEX BIT(0) ;

#define SPI\_CONTROLLER\_NO\_RX BIT(1) ;

#define SPI\_CONTROLLER\_NO\_TX BIT(2) ;

#define SPI\_CONTROLLER\_MUST\_RX BIT(3) ;

#define SPI\_CONTROLLER\_MUST\_TX BIT(4) ;

#define SPI\_MASTER\_GPIO\_SS BIT(5) ;

bool slave;

size\_t (\*max\_transfer\_size)(struct spi\_device \*spi);

size\_t (\*max\_message\_size)(struct spi\_device \*spi);

struct mutex io\_mutex;

spinlock\_t bus\_lock\_spinlock;

struct mutex bus\_lock\_mutex;

bool bus\_lock\_flag;

int (\*setup)(struct spi\_device \*spi);

int (\*transfer)(struct spi\_device \*spi, struct spi\_message \*mesg);

void (\*cleanup)(struct spi\_device \*spi);

bool (\*can\_dma)(struct spi\_controller \*ctlr,struct spi\_device \*spi, struct spi\_transfer \*xfer);

bool queued;

struct kthread\_worker kworker;

struct task\_struct \*kworker\_task;

struct kthread\_work pump\_messages;

spinlock\_t queue\_lock;

struct list\_head queue;

struct spi\_message \*cur\_msg;

bool idling;

bool busy;

bool running;

bool rt;

bool auto\_runtime\_pm;

bool cur\_msg\_prepared;

bool cur\_msg\_mapped;

struct completion xfer\_completion;

size\_t max\_dma\_len;

int (\*prepare\_transfer\_hardware)(struct spi\_controller \*ctlr);

int (\*transfer\_one\_message)(struct spi\_controller \*ctlr, struct spi\_message \*mesg);

int (\*unprepare\_transfer\_hardware)(struct spi\_controller \*ctlr);

int (\*prepare\_message)(struct spi\_controller \*ctlr, struct spi\_message \*message);

int (\*unprepare\_message)(struct spi\_controller \*ctlr, struct spi\_message \*message);

int (\*slave\_abort)(struct spi\_controller \*ctlr);

void (\*set\_cs)(struct spi\_device \*spi, bool enable);

int (\*transfer\_one)(struct spi\_controller \*ctlr, struct spi\_device \*spi, struct spi\_transfer \*transfer);

void (\*handle\_err)(struct spi\_controller \*ctlr, struct spi\_message \*message);

const struct spi\_controller\_mem\_ops \*mem\_ops;

int \*cs\_gpios;

struct spi\_statistics statistics;

struct dma\_chan \*dma\_tx;

struct dma\_chan \*dma\_rx;

void \*dummy\_rx;

void \*dummy\_tx;

int (\*fw\_translate\_cs)(struct spi\_controller \*ctlr, unsigned cs);

};

**成员**

dev

该驱动程序的设备接口

list

链接到全局 spi\_controller 列表

bus\_num

给定 SPI 控制器的板特定（通常是 SOC 特定）标识符。

num\_chipselect

chipselects 用于区分各个 SPI 从设备，并从 0 到 num\_chipselects 进行编号。每个从机都有一个片选信号，但通常不是每个片选都连接到一个从机。

dma\_alignment

SPI 控制器对 DMA 缓冲区对齐的约束。

mode\_bits

此控制器驱动程序理解的标志

bits\_per\_word\_mask

指示驱动程序支持哪些 bits\_per\_word 值的掩码。位 n 表示支持 bits\_per\_word n+1。如果设置，SPI 内核将拒绝任何具有不受支持的 bits\_per\_word 的传输。如果未设置，则此值将被忽略，并且由各个驱动程序执行任何验证。

min\_speed\_hz

支持的最低传输速度

max\_speed\_hz

支持的最高传输速度

flags

与此驱动程序相关的其他限制

slave

表明这是一个 SPI 从控制器

max\_transfer\_size

返回 a 的最大传输大小的函数[spi\_device](https://www.kernel.org/doc/html/v4.19/driver-api/spi.html" \l "c.spi_device" \o "spi_device)；可能是，因此将使用NULL默认值。SIZE\_MAX

max\_message\_size

返回 a 的最大消息大小的函数[spi\_device](https://www.kernel.org/doc/html/v4.19/driver-api/spi.html" \l "c.spi_device" \o "spi_device)；可能是，因此将使用NULL默认值。SIZE\_MAX

io\_mutex

物理总线访问互斥锁

bus\_lock\_spinlock

用于 SPI 总线锁定的自旋锁

bus\_lock\_mutex

用于排除多个呼叫者的互斥体

bus\_lock\_flag

表示SPI总线被锁定为独占使用

setup

更新设备的 SPI 控制器使用的设备模式和时钟记录；协议代码可以调用这个。如果请求无法识别或不支持的模式，则此操作必须失败。调用它总是安全的，除非传输在其设置被修改的设备上挂起。

transfer

向控制器的传输队列添加一条消息。

cleanup

释放特定于控制器的状态

can\_dma

判断这个控制器是否支持 DMA

queued

此控制器是否提供内部消息队列

kworker

消息泵的线程结构

kworker\_task

指向消息泵 kworker 线程的任务指针

pump\_messages

用于将工作安排到消息泵的工作结构

queue\_lock

自旋锁以同步对消息队列的访问

queue

消息队列

cur\_msg

当前飞行消息

idling

设备进入空闲状态

busy

消息泵正忙

running

消息泵正在运行

rt

此队列是否设置为作为实时任务运行

auto\_runtime\_pm

内核应确保在准备硬件时保留运行时 PM 引用，使用 spidev 的父设备

cur\_msg\_prepared

spi\_prepare\_message 被调用用于当前正在运行的消息

cur\_msg\_mapped

消息已映射到 DMA

xfer\_completion

核心使用transfer\_one\_message()

max\_dma\_len

设备的 DMA 传输的最大长度。

prepare\_transfer\_hardware

一条消息很快就会从队列中到达，因此子系统通过发出此调用请求驱动程序准备传输硬件

transfer\_one\_message

子系统调用驱动程序来传输单个消息，同时对同时到达的传输进行排队。当驱动程序完成此消息时，它必须调用 [spi\_finalize\_current\_message()](https://www.kernel.org/doc/html/v4.19/driver-api/spi.html" \l "c.spi_finalize_current_message" \o "spi_finalize_current_message)以便子系统可以发出下一条消息

unprepare\_transfer\_hardware

当前队列中没有更多消息，因此子系统通知驱动程序它可以通过发出此调用来放松硬件

prepare\_message

设置控制器以传输单个消息，例如进行 DMA 映射。从线程上下文中调用。

unprepare\_message

撤消 所做的任何工作prepare\_message()。

slave\_abort

中止 SPI 从控制器上正在进行的传输请求

set\_cs

设置片选线的逻辑电平。可以从中断上下文中调用。

transfer\_one

传输单个 spi\_transfer。- 如果传输完成则返回 0， - 如果传输仍在进行中则返回 1。什么时候

驱动程序完成了它必须调用的此传输，[spi\_finalize\_current\_transfer()](https://www.kernel.org/doc/html/v4.19/driver-api/spi.html" \l "c.spi_finalize_current_transfer" \o "spi_finalize_current_transfer)以便子系统可以发出下一个传输。注意：transfer\_one 和 transfer\_one\_message 是互斥的；当两者都设置时，通用子系统不会调用您的 transfer\_one 回调。

handle\_err

子系统调用驱动程序来处理在 的通用实现中发生的错误transfer\_one\_message()。

mem\_ops

用于与 SPI 内存交互的优化/专用操作。该字段是可选的，只有在控制器具有对类似内存的操作的本机支持时才应实现。

cs\_gpios

用作芯片选择线的 GPIO 阵列；每个 CS 编号一个。对于不是 GPIO 的 CS 线（由 SPI 控制器本身驱动），任何单独的值都可以是 -ENOENT。

statistics

spi\_controller 的统计信息

dma\_tx

DMA传输通道

dma\_rx

DMA接收通道

dummy\_rx

全双工设备的虚拟接收缓冲区

dummy\_tx

全双工设备的虚拟传输缓冲区

fw\_translate\_cs

如果引导固件使用 Linux 期望的不同编号方案，则可以使用此可选挂钩在两者之间进行转换。

**说明**

每个SPI控制器都可以与一个或多个spi\_device子项通信。它们组成一个小型总线，共享MOSI、MISO和SCK信号，但不共享片选信号。每个设备可以配置为使用不同的时钟速率，因为这些共享信号仅在选择芯片时才会被使用。

SPI控制器的驱动程序通过spi\_message事务队列管理对这些设备的访问，将数据在CPU内存和SPI从设备之间进行复制。对于每个排队的消息，在事务完成后调用该消息的完成函数。

## spi\_resstruct

SPI资源管理结构

**定义**

struct spi\_res {

struct list\_head entry;

spi\_res\_release\_t release;

unsigned long long data[];

};

**成员**

entry

列表条目

release

在释放此资源之前调用的释放代码

data

为特定用例分配的额外数据

**说明**

这是基于devres的想法，但专注于spi\_message处理期间的生命周期管理

## spi\_transferstruct

读/写缓冲区对

**定义**

struct spi\_transfer {

const void \*tx\_buf;

void \*rx\_buf;

unsigned len;

dma\_addr\_t tx\_dma;

dma\_addr\_t rx\_dma;

struct sg\_table tx\_sg;

struct sg\_table rx\_sg;

unsigned dummy\_data:1;

unsigned cs\_off:1;

unsigned cs\_change:1;

unsigned tx\_nbits:3;

unsigned rx\_nbits:3;

#define SPI\_NBITS\_SINGLE 0x01 ;

#define SPI\_NBITS\_DUAL 0x02 ;

#define SPI\_NBITS\_QUAD 0x04 ;

u8 bits\_per\_word;

u16 delay\_usecs;

u32 speed\_hz;

struct list\_head transfer\_list;

};

**成员**

tx\_buf

要写入的数据（dma-safe内存）或NULL

rx\_buf

要读取的数据（dma-safe内存）或NULL

len

rx和tx缓冲区的大小（以字节为单位）

tx\_dma

tx\_buf的DMA地址，如果spi\_message.is\_dma\_mapped

rx\_dma

rx\_buf的DMA地址，如果spi\_message.is\_dma\_mapped

tx\_sg

传输的散列表，目前不用于客户端使用

rx\_sg

接收的散列表，目前不用于客户端使用

dummy\_data

表示传输是虚拟字节传输。

cs\_off

执行带有关闭片选的传输。

cs\_change

影响此传输完成后的片选。

tx\_nbits

用于编写的位数。如果为0，则使用默认值（SPI\_NBITS\_SINGLE）。

rx\_nbits

用于读取的位数。如果为0，则使用默认值（SPI\_NBITS\_SINGLE）。

bits\_per\_word

为此传输选择一个bits\_per\_word，而不是设备默认值。如果为0，则使用默认值（从spi\_device）。

delay\_usecs

在此传输之后延迟微秒数，然后（可选）更改片选状态，然后启动下一个传输或完成此spi\_message。

speed\_hz

为此传输选择一个速度，而不是设备默认值。如果为0，则使用默认值（从spi\_device）。

transfer\_list

传输通过spi\_message.transfers进行排序。

**说明**

SPI传输始终写入与读取相同数量的字节。协议驱动程序应始终提供rx\_buf和/或tx\_buf。在某些情况下，它们可能还希望为正在传输的数据提供DMA地址；当底层驱动程序使用dma时，可以减少开销。

如果传输缓冲区为null，则会在填充rx\_buf时移位零。如果接收缓冲区为null，则移位进来的数据将被丢弃。仅移位“len”字节（或进来）。尝试移位部分字是错误的。（例如，通过使用大小为16或20位的字移位3个字节；前者使用每个字节2个字节，后者使用每个字节4个字节。）

内存中的数据值始终处于本机CPU字节顺序中，从线传递的字节顺序（大端字节序，除了SPI\_LSB\_FIRST）进行转换。因此，例如当bits\_per\_word为16时，缓冲区的长度为2N字节（len = 2N），并且在CPU字节顺序中保持N个16位字。

当SPI传输的字大小不是8位的2的次幂时，这些内存字包括额外的位。协议驱动程序始终将内存字视为右对齐，因此未定义的（rx）或未使用的（tx）位始终是最高位。

所有SPI传输都始于相关芯片选择。通常它会在消息中的最后传输之前保持选中。驱动程序可以使用cs\_change来影响芯片选择信号。

如果传输不是消息中的最后一个，则使用此标志使芯片选择在消息中间短暂地变为非活动状态。以这种方式切换芯片选择可能需要终止芯片命令，使单个spi\_message执行所有的芯片事务组。

当传输是消息中的最后一个时，芯片可能会保持选中状态，直到下一个传输。在没有阻止消息发送到其他设备的多设备SPI总线上，这只是一个性能提示；开始发送到另一个设备的消息会取消选择该设备。但在其他情况下，这可以用于确保正确性。一些设备需要将协议事务构建为一系列spi\_message提交，其中一个消息的内容由前一个消息的结果确定，整个事务在芯片选择变为非活动状态时结束。

当SPI在1x，2x或4x中传输时，可以通过tx\_nbits和rx\_nbits从设备获取传输信息。在双向传输中，这两个应同时设置。用户可以使用SPI\_NBITS\_SINGLE（1x）SPI\_NBITS\_DUAL（2x）和SPI\_NBITS\_QUAD（4x）设置传输模式，以支持这三种传输。

提交spi\_message（及其spi\_transfers）到较低层的代码负责管理其内存。零初始化您没有明确设置的每个字段，以隔离未来的API更新。在提交消息及其传输之后，直到其完成回调再将其忽略。

## struct spi\_message

一个多段SPI事务

**定义**

struct spi\_message {

struct list\_head transfers;

struct spi\_device \*spi;

unsigned is\_dma\_mapped:1;

void (\*complete)(void \*context);

void \*context;

unsigned frame\_length;

unsigned actual\_length;

int status;

struct list\_head queue;

void \*state;

struct list\_head resources;

bool prepared;

};

**成员**

transfers

此事务中传输段的列表

spi

事务排队的SPI设备

is\_dma\_mapped

如果为true，则调用方为每个传输缓冲区提供了dma和cpu虚拟地址

complete

用于报告事务完成情况的回调

context

调用complete（）时的参数

frame\_length

消息中的总字节数

actual\_length

在所有成功段中传输的总字节数

status

成功为零，其他为负的errno

queue

由当前拥有消息的驱动程序使用

state

由当前拥有消息的驱动程序使用

resources

当处理spi消息时用于资源管理

prepared

为此消息调用了spi\_prepare\_message

**说明**

spi\_message用于执行数据传输的原子序列，每个传输由struct spi\_transfer表示。在以下意义上，序列是“原子”的在该序列完成之前，没有其他spi\_message可以使用该SPI总线。在某些系统上，许多这样的序列可以作为单个编程DMA传输执行。在所有系统上，这些消息都是排队的，并且可能在向其他设备的交易之后完成。发送到给定spi\_device的消息始终按FIFO顺序执行。

提交spi\_message （及其spi\_transfers）到较低层的代码负责管理其内存。零初始化您没有明确设置的每个字段，以隔离未来的API更新。在提交消息及其传输之后，直到其完成回调再将其忽略。

## void spi\_message\_init\_with\_transfers(struct spi\_message \*m, struct spi\_transfer \*xfers, unsigned int num\_xfers)

初始化spi\_message并附加传输

**参数**

struct spi\_message \*m

要初始化的spi\_message

struct spi\_transfer \*xfers

spi传输的数组

unsigned int num\_xfers

xfer数组中的项目数

**说明**

此函数初始化给定的spi\_message并将给定数组中的每个spi\_transfer添加到消息中。

## struct spi\_replaced\_transfers

说明spi\_transfer替换的结构，以便可以将其还原

**定义**

struct spi\_replaced\_transfers {

spi\_replaced\_release\_t release;

void \*extradata;

struct list\_head replaced\_transfers;

struct list\_head \*replaced\_after;

size\_t inserted;

struct spi\_transfer inserted\_transfers[];

};

**成员**

release

在释放此结构之前执行一些额外的发布代码

extradata

如果请求或 NULL，指向一些额外数据的指针

replaced\_transfers

已被替换且需要恢复的传输

replaced\_after

重新插入replaced\_transfers之后的传输

inserted

插入的传输数

inserted\_transfers

数组大小的 spi\_transfers 数组inserted，已经替换了 replaced\_transfers

**注意**

如果请求了一些额外的分配，则extradata将指向inserted\_transfers [inserted]，因此对spi\_transfers的对齐将相同

## int spi\_sync\_transfer(struct spi\_device \*spi, struct spi\_transfer \*xfers, unsigned int num\_xfers)

同步SPI数据传输

**参数**

struct spi\_device \*spi

与之交换数据的设备

struct spi\_transfer \*xfers

spi转移的数组

unsigned int num\_xfers

xfer数组中的项目数

**上下文**

可以休眠

**说明**

执行给定spi\_transfer数组的同步SPI数据传输。

有关更具体的语义，请参见spi\_sync（）。

**返回**

成功为零，否则为负错误代码。

## int spi\_write(struct spi\_device \*spi, const void \*buf, size\_t len)

SPI同步写

**参数**

struct spi\_device \*spi

将向其写入数据的设备

const void \*buf

数据缓冲区

size\_t len

数据缓冲区大小

**上下文**

可以休眠

**说明**

此函数写入缓冲区buf。仅从可睡眠上下文调用。

**返回**

成功为零，否则为负错误代码。

## int spi\_read(struct spi\_device \*spi, void \*buf, size\_t len)

SPI同步读取

**参数**

struct spi\_device \*spi

将从其读取数据的设备

void \*buf

数据缓冲区

size\_t len

数据缓冲区大小

**上下文**

可以休眠

**说明**

此函数读取缓冲区buf。仅从可睡眠上下文调用。

**返回**

成功为零，否则为负错误代码。

## ssize\_t spi\_w8r8(struct spi\_device \*spi, u8 cmd)

SPI同步8位写入后接8位读取

**参数**

struct spi\_device \*spi

将要交换数据的设备

u8 cmd

在读取数据之前要写的命令

**上下文**

可睡眠

**说明**

只能从可睡眠的上下文中调用。

**返回**

设备返回的（无符号的）8位数字，否则为负错误代码。

## ssize\_t spi\_w8r16(struct spi\_device \*spi, u8 cmd)

SPI同步8位写入，后跟16位读取

**参数**

struct spi\_device \*spi

将要交换数据的设备

u8 cmd

在读取数据之前要写的命令

**上下文**

可睡眠

**说明**

该数字按线序返回，至少有时是大端序。

只能从可睡眠的上下文中调用。

**返回**

设备返回的（无符号的）16位数字，否则为负错误代码。

## ssize\_t spi\_w8r16be(struct spi\_device \*spi, u8 cmd)

SPI同步8位写入，后跟16位大端序读取

**参数**

struct spi\_device \*spi

将要交换数据的设备

u8 cmd

在读取数据之前要写的命令

**上下文**

可睡眠

**说明**

这个函数类似于spi\_w8r16，但它将把读取的16位数据字从大端序转换为本机字节序。

只能从可睡眠的上下文中调用。

**返回**

设备在CPU字节序中返回的（无符号的）16位数字，否则为负错误代码。

## struct spi\_board\_info

特定板的SPI设备模板

**定义**

struct spi\_board\_info {

char modalias[SPI\_NAME\_SIZE];

const void \*platform\_data;

const struct property\_entry \*properties;

void \*controller\_data;

int irq;

u32 max\_speed\_hz;

u16 bus\_num;

u16 chip\_select;

u16 mode;

};

**成员**

modalias

初始化spi\_device.modalias; 用于标识驱动程序。

platform\_data

初始化spi\_device.platform\_data; 存储在其中的特定数据是特定于驱动程序的。

properties

设备的附加属性。

controller\_data

初始化spi\_device.controller\_data; 一些控制器需要有关硬件设置的提示，例如DMA。

irq

初始化spi\_device.irq; 取决于板线接法。

max\_speed\_hz

初始化spi\_device.max\_speed\_hz; 基于芯片数据表和特定于板的信号质量问题的限制。

bus\_num

标识spi\_controller的父级spi\_device; 未被spi\_new\_device()使用，否则取决于板线接法。

chip\_select

初始化spi\_device.chip\_select; 取决于板线接法。

mode

初始化spi\_device.mode; 基于芯片数据表，板线接法（一些设备支持3WIRE和标准模式），以及芯片选择路径中可能存在的反相器的存在。

**说明**

当向设备树添加新的SPI设备时，这些结构充当部分设备模板。它们保存了驱动程序无法确定的信息。探测（例如默认的传输字长）可以建立的信息不包括在这里。

这些结构在两个地方使用。它们的主要作用是存储在板特定的设备说明符表中，在板初始化早期声明，然后用于在该控制器的驱动程序初始化后填充该控制器的设备树。次要（非典型）角色是作为参数传递给spi\_new\_device()调用，该调用在这些控制器驱动程序在某些动态板配置模型中活跃后发生。

## int spi\_register\_board\_info(struct spi\_board\_info const \*info, unsigned n)

为给定的板注册SPI设备

**参数**

struct spi\_board\_info const \*info

芯片说明符数组

unsigned n

提供的说明符数

**上下文**

可以睡眠

**说明**

特定于板的早期初始化代码在此调用（可能在arch\_initcall期间）。任何设备节点都是在相关的父SPI控制器（bus\_num）定义之后创建的。我们将这些设备的数据表保留下来，以便重新加载控制器驱动程序不会使Linux忘记这些硬定线设备。

其他代码也可以调用此代码，例如特定的附加板可以通过其扩展连接器提供SPI设备，因此初始化该板的代码自然会声明其SPI设备。

传递的板信息可以安全地为\_\_initdata ... 但要小心任何嵌入式指针（platform\_data等），它们将按原样复制。

**返回**

成功返回零，否则为负错误代码。

## int \_\_spi\_register\_driver(struct module \*owner, struct spi\_driver \*sdrv)

注册SPI驱动程序

**参数**

struct module \*owner

要注册的驱动程序的所有者模块

struct spi\_driver \*sdrv

要注册的驱动程序

**上下文**

可以睡眠

**返回**

成功返回零，否则为负错误代码。

## struct spi\_device \*spi\_alloc\_device(struct spi\_controller \*ctlr)

分配新的SPI设备

**参数**

struct spi\_controller \*ctlr

连接到该设备的控制器

**上下文**

可以睡眠

**说明**

允许驱动程序分配和初始化spi\_device，而不立即注册它。这使驱动程序能够在调用spi\_add\_device()之前直接填充spi\_device的设备参数。

调用者有责任在返回的spi\_device结构上调用spi\_add\_device()将其添加到SPI控制器中。如果调用者需要放弃spi\_device而不添加它，则应在其上调用spi\_dev\_put()。

**返回**

指向新设备的指针，或者NULL。

## int spi\_add\_device(struct spi\_device \*spi)

使用spi\_alloc\_device分配的spi\_device添加到spi总线上的伴随函数。

**参数**

struct spi\_device \*spi

要注册的spi\_device

**说明**

使用spi\_alloc\_device分配的设备可以通过该函数添加到spi总线上。

**返回**

成功返回0；失败返回负的错误代码

## struct spi\_device \*spi\_new\_device(struct spi\_controller \*ctlr, struct spi\_board\_info \*chip)

实例化一个新的SPI设备

**参数**

struct spi\_controller \*ctlr

连接设备的控制器

struct spi\_board\_info \*chip

说明SPI设备

**上下文**

可以休眠

**说明**

在典型的主板上，这是纯粹的内部操作；在板子初始化创建硬连线设备后就不再需要它了。一些开发平台可能无法使用spi\_register\_board\_info，因此将其导出，以便例如基于USB或并口的适配器驱动程序可以添加设备（驱动程序可以在机外了解到设备）。

**返回**

新设备或NULL。

## void spi\_unregister\_device(struct spi\_device \*spi)

注销单个SPI设备

**参数**

struct spi\_device \*spi

要注销的spi\_device

**说明**

开始让传递的SPI设备消失。通常这将由spi\_unregister\_controller()处理。

## void spi\_finalize\_current\_transfer(struct spi\_controller \*ctlr)

报告传输完成

**参数**

struct spi\_controller \*ctlr

报告完成的控制器

**说明**

由使用核心transfer\_one\_message()实现的SPI驱动程序调用，以通知它当前中断驱动的传输已经完成，下一个传输可能会被安排。

## struct spi\_message \*spi\_get\_next\_queued\_message(struct spi\_controller \*ctlr)

由驱动程序调用，检查是否有排队的消息

**参数**

struct spi\_controller \*ctlr

要检查的控制器是否有排队的消息

**说明**

如果队列中还有更多的消息，则从此调用返回下一个消息。

**返回**

队列中的下一条消息，否则如果队列为空则返回NULL。

## void spi\_finalize\_current\_message(struct spi\_controller \*ctlr)

当前的消息已经完成

**参数**

struct spi\_controller \*ctlr

返回消息的控制器

**说明**

由驱动程序调用，通知核心队列的前端消息已完成，可以从队列中删除。

## int spi\_slave\_abort(struct spi\_device \*spi)

中止SPI从站控制器上正在进行的传输请求

**参数**

struct spi\_device \*spi

用于当前传输的设备

## struct spi\_controller \*\_\_spi\_alloc\_controller(struct device \*dev, unsigned int size, bool slave)

分配一个SPI主控制器或从控制器

**参数**

struct device \*dev

控制器，可能使用平台总线

unsigned int size

要分配多少个零私有数据驱动程序;此内存的指针在返回的设备的driver\_data字段中，可通过spi\_controller\_get\_devdata()访问；该内存是缓存行对齐的；授予DMA访问其私有数据部分的驱动程序需要使用ALIGN(size, dma\_get\_cache\_alignment())将其四舍五入。

bool slave

指示是否要分配SPI主（false）或SPI从（true）控制器的标志

**上下文**

可以休眠

**说明**

SPI控制器驱动程序可以直接接触芯片寄存器，因此仅使用该调用。这是它们分配spi\_controller结构的方式，在调用spi\_register\_controller()之前。

必须从可以休眠的上下文中调用此函数。

调用者负责在调用spi\_register\_controller()之前分配总线号并初始化控制器方法；并在添加设备时（添加设备后出现错误）调用spi\_controller\_put()以防止内存泄漏。

**返回**

成功时是SPI控制器结构，否则为NULL。

## struct spi\_controller \*\_\_devm\_spi\_alloc\_controller(struct device \*dev, unsigned int size, bool slave)

资源管理\_\_spi\_alloc\_controller()

**参数**

struct device \*dev

SPI控制器的物理设备

unsigned int size

要分配多少个零私有数据的驱动程序

bool slave

是否分配SPI主（false）或SPI从（true）控制器

**上下文**

可以休眠

**说明**

分配SPI控制器，并在从其驱动程序解绑定dev时自动释放对它的引用。因此，驱动程序不必调用spi\_controller\_put()。

此函数的参数与\_\_spi\_alloc\_controller()相同。

**返回**

成功时是SPI控制器结构，否则为NULL。

## int spi\_register\_controller(struct spi\_controller \*ctlr)

注册SPI主控制器或从控制器

**参数**

struct spi\_controller \*ctlr

初始化主控制器，最初来自spi\_alloc\_master()或spi\_alloc\_slave()

**上下文**

可以休眠

**说明**

SPI控制器使用某些非SPI总线（例如平台总线）连接到其驱动程序。该代码中的probe()的最后阶段包括调用spi\_register\_controller()以连接到这个SPI总线胶水。

SPI控制器使用特定于板子的（通常是SOC特定的）总线编号，SPI设备的板子特定寻址将这些编号与片选编号组合。由于SPI不直接支持动态设备识别，板需要配置表指出哪个芯片在哪个地址。

必须从可以休眠的上下文中调用此函数。它返回成功返回零，否则是负的错误代码（释放控制器的引用计数）。成功返回后，调用者负责调用spi\_unregister\_controller()。

**返回**

成功返回零，否则返回负错误代码。

## int devm\_spi\_register\_controller（struct device \* dev，struct spi\_controller \* ctlr）

注册所管理的 SPI 主控制器或从控制器

**参数**

struct device \* dev

管理 SPI 控制器的设备

struct spi\_controller \* ctlr

初始化的控制器，最初来自 spi\_alloc\_master()或 spi\_alloc\_slave()

环境

可以休眠

**说明**

使用 spi\_register\_controller() 注册 SPI 设备，该设备将自动取消注册并释放。

**返回**

成功返回零，否则返回负错误代码。

## void spi\_unregister\_controller（struct spi\_controller \* ctlr）

取消注册 SPI 主控制器或从控制器

**参数**

struct spi\_controller \* ctlr

被注销的控制器

环境

可以休眠

**说明**

此调用仅由 SPI 控制器驱动程序使用，它们是唯一直接触摸芯片寄存器的驱动程序。

必须从可以休眠的上下文中调用此函数。

请注意，此函数还会释放控制器的引用。

## struct spi\_controller \* spi\_busnum\_to\_master（u16 bus\_num）

查找与 bus\_num 相关联的主机

**参数**

u16 bus\_num

主的总线编号

环境

可以休眠

**说明**

可以使用此调用与在架构初始化时间之后注册的设备一起使用。它返回指向相关 spi\_controller 的 refcounted 指针（调用者必须释放该指针），或者如果没有注册此类主控制器，则返回 NULL。

**返回**

成功返回 SPI 主结构，否则返回 NULL。

## void \* spi\_res\_alloc（struct spi\_device \* spi，spi\_res\_release\_t release，size\_t size，gfp\_t gfp）

在 spi\_transfer\_one 处理期间进行生命周期管理的 SPI 资源分配

**参数**

struct spi\_device \* spi

我们为其分配内存的 SPI 设备

spi\_res\_release\_t release

用于此资源的释放代码

size\_t size

要分配和返回的大小

gfp\_t gfp

GFP 分配标志

**返回**

分配数据的指针

将来可以将此功能增强为从 spi\_device 或 spi\_controller 的内存池分配，以避免重复分配。

## void spi\_res\_free（void \* res）

释放 spi 资源

**参数**

void \* res

指向资源自定义数据的指针

## void spi\_res\_add（struct spi\_message \* message，void \* res）

将 spi\_res 添加到 spi\_message

**参数**

struct spi\_message \* message

spi 消息

void \* res

spi\_resource

## void spi\_res\_release（struct spi\_controller \* ctlr，struct spi\_message \* message）

释放此消息所有 spi 资源

**参数**

struct spi\_controller \* ctlr

the spi\_controller

struct spi\_message \* message

the spi\_message

## struct spi\_replaced\_transfers \* spi\_replace\_transfers（struct spi\_message \* msg，struct spi\_transfer \* xfer\_first，size\_t remove，size\_t insert，spi\_replaced\_release\_t release，size\_t extradatasize，gfp\_t gfp）

用数个传输替换传输，并使用 spi\_message.resources 注册更改

**参数**

struct spi\_message \* msg

我们正在处理的 spi\_message

struct spi\_transfer \* xfer\_first

我们要替换的第一个 spi\_transfer

size\_t remove

要删除的传输数量

size\_t insert

我们要插入的传输数量

spi\_replaced\_release\_t release

在某些情况下需要的额外释放代码

size\_t extradatasize

要分配的额外数据（具有 struct spi\_transfer 的对齐保证）

gfp\_t gfp

gfp 标志

**返回**

指向 spi\_replaced\_transfers 的指针，

错误的话为 PTR\_ERR(...)。

## int spi\_split\_transfers\_maxsize（struct spi\_controller \* ctlr，struct spi\_message \* msg，size\_t maxsize，gfp\_t gfp）

当单个传输超过某个大小时，将 spi 传输拆分为多个传输

**参数**

struct spi\_controller \* ctlr

此传输的 spi\_controller

struct spi\_message \* msg

要转换的 spi\_message

size\_t maxsize

应用此时的最大值

gfp\_t gfp

GFP 分配标志

**返回**

转换状态

## int spi\_setup（struct spi\_device \* spi）

设置 SPI 模式和时钟速率

**参数**

struct spi\_device \* spi

正在修改其设置的设备

环境

可以休眠，并且没有请求排队到该设备上

**说明**

如果设备不能使用默认值，则 SPI 协议驱动程序可能需要更新传输模式。它们可能还需要从初始值更新时钟速率或字大小。此函数更改这些设置，并必须从可以休眠的上下文中调用。除了 SPI\_CS\_HIGH，该设置立即生效，更改将在下一次选择设备并传输数据到或从设备时生效。当此函数返回时，spi 设备将被取消选择。

请注意，如果协议驱动程序指定底层控制器或其驱动程序不支持的选项，则此调用将失败。例如，并非所有硬件都支持使用九位字的线传输、LSB-first 线编码或 active-high 芯片选择。

**返回**

成功返回零，否则返回负错误代码。

## int spi\_async（struct spi\_device \* spi，struct spi\_message \* message）

异步 SPI 传输

**参数**

struct spi\_device \* spi

要交换数据的设备

struct spi\_message \* message

说明数据传输，包括完成回调

环境

任何（可以阻塞中断等）

**说明**

可以在 irq 和其他无法休眠的上下文以及可以休眠的任务上下文中使用此调用。

完成回调在不能休眠的上下文中调用。在该调用之前，message->status 的值未定义。当调用回调时，message->status 保持零（表示完全成功）或负错误代码。在该回调返回之后，发出传输请求的驱动程序可以释放相关内存；它不再由任何 SPI 核或控制器驱动程序代码使用。

请注意，虽然所有发送到spi\_device的消息都按照FIFO顺序处理，但是消息可能以其他顺序发送到不同的设备。例如，某个设备可能具有更高的优先级或具有各种“硬”访问时间要求。

在传输过程中检测到任何故障时，将中止整个消息的处理，并取消选择设备。在返回关联的消息完成回调之前，不会处理排队到该设备的任何其他spi\_message。 （此规则同样适用于所有同步传输调用，这些调用是核心异步原语的包装器。）

成功返回零，否则返回负错误代码。

## int spi\_async\_locked（struct spi\_device \* spi，struct spi\_message \* message）

具有排他总线使用权的spi\_async版本

**参数**

struct spi\_device \* spi

将要交换数据的设备

struct spi\_message \* message

说明数据传输，包括完成回调

**上下文**

任何（可能会阻塞irq等等）

**说明**

此调用可在无法睡眠的中断请求和其他上下文中使用，也可在可睡眠的任务上下文中使用。

在回调之前，消息-> status的值未定义。发出回调时，消息-> status为零（表示完全成功）或负错误代码。在回调返回后，发出传输请求的驱动程序可以释放关联的内存；它不再被任何SPI核心或控制器驱动程序代码使用。

请注意，虽然所有发送到spi\_device的消息都按照FIFO顺序处理，但是消息可能以其他顺序发送到不同的设备。例如，某个设备可能具有更高的优先级或具有各种“硬”访问时间要求。

在传输过程中检测到任何故障时，将中止整个消息的处理，并取消选择设备。在返回关联的消息完成回调之前，不会处理排队到该设备的任何其他spi\_message。 （此规则同样适用于所有同步传输调用，这些调用是核心异步原语的包装器。）

成功返回零，否则返回负错误代码。

## int spi\_sync（struct spi\_device \* spi，struct spi\_message \* message）

阻塞/同步SPI数据传输

**参数**

struct spi\_device \* spi

将要交换数据的设备

struct spi\_message \* message

说明数据传输

**上下文**

可以休眠

**说明**

此调用只能从可以休眠的上下文中使用。睡眠是不可中断的，没有超时。低开销控制器驱动程序可以直接DMA到和离开消息缓冲区。

请注意，SPI设备的芯片选择在消息期间处于活动状态，然后通常在消息之间禁用。某些经常使用的设备的驱动程序可能希望最小化选择芯片的成本，通过保留对芯片的选择来预期下一条消息将发送到同一芯片。 （这可能增加功耗。）

另外，调用者保证与消息相关联的内存不会在此调用返回之前释放。

成功返回零，否则返回负错误代码。

## int spi\_sync\_locked（struct spi\_device \* spi，struct spi\_message \* message）

具有排他总线使用权的spi\_sync版本

**参数**

struct spi\_device \* spi

将要交换数据的设备

struct spi\_message \* message

说明数据传输

**上下文**

可以休眠

**说明**

此调用只能从可以休眠的上下文中使用。睡眠是不可中断的，没有超时。低开销控制器驱动程序可以直接DMA到和离开消息缓冲区。

驱动程序需要独占访问SPI总线时，应使用此调用。它必须在spi\_bus\_lock调用之前。当独占访问结束时，必须通过spi\_bus\_unlock调用释放SPI总线。在保持SPI总线锁定时，必须使用spi\_sync\_locked和spi\_async\_locked调用进行数据传输。

成功返回零，否则返回负错误代码。

## int spi\_bus\_lock（struct spi\_controller \* ctlr）

获得排他性SPI总线使用权的锁定

**参数**

struct spi\_controller \* ctlr

应锁定以实现独占总线访问权限的SPI总线主

**上下文**

可以休眠

**说明**

此调用只能从可以休眠的上下文中使用。睡眠是不可中断的，没有超时。

驱动程序需要独占访问SPI总线时，应使用此调用。在结束独占访问时，必须通过spi\_bus\_unlock调用释放SPI总线。在保持SPI总线锁定时，必须使用spi\_sync\_locked和spi\_async\_locked调用进行数据传输。

总是返回零。

## int spi\_bus\_unlock（struct spi\_controller \* ctlr）

释放排他性SPI总线使用权限的锁定

**参数**

struct spi\_controller \* ctlr

已锁定以实现独占总线访问权限的SPI总线主

**上下文**

可以休眠

**说明**

此调用只能从可以休眠的上下文中使用。睡眠是不可中断的，没有超时。

该调用释放先前由spi\_bus\_lock调用获取的SPI总线锁定。

**返回**

始终为零。

## int spi\_write\_then\_read（struct spi\_device \* spi，const void \* txbuf，unsigned n\_tx，void \* rxbuf，unsigned n\_rx）

SPI同步写入后读取

**参数**

struct spi\_device \* spi

将与之交换数据的设备

const void \* txbuf

要写入的数据（不必为dma-safe）

unsigned n\_tx

txbuf的大小，以字节为单位

void \* rxbuf

要读取数据的缓冲区（不必为dma-safe）

unsigned n\_rx

rxbuf的大小，以字节为单位

**上下文**

可以睡眠

**说明**

这执行半双工MicroWire样式的与设备的交易，发送txbuf，然后读取rxbuf。成功返回为零，否则为负的errno状态码。该调用只能从可能休眠的上下文中使用。

这个例程的参数总是使用小缓冲区复制。对性能敏感或批量传输代码应改用具有dma-safe缓冲区的spi\_ {async，sync}（）调用。

**返回**

成功返回零，否则为负错误代码。

# I2C和SMBus子系统

I2C（或无花哨的排版，“I2C”）是“互联 IC”总线的简称，是一种简单的总线协议，适用于低数据速率通信。由于它还是一个经授权的商标，因此一些供应商使用另一个名称（例如“两线接口”，TWI）来表示相同的总线。I2C只需要两个信号（SCL用于时钟，SDA用于数据），节省了电路板的实际空间，并最小化了信号质量问题。大多数I2C设备使用七位地址，并且总线速度高达400 kHz；有一个高速扩展（3.4 MHz）尚未广泛使用。I2C是多主机总线；使用开放式驱动器信号来仲裁主机之间，以及进行握手并从较慢的客户端同步时钟。

Linux I2C编程接口支持总线交互的主侧和从侧。编程接口围绕两种驱动程序和两种设备结构。一个I2C“适配器驱动程序”抽象控制器硬件；它绑定到物理设备（可能是PCI设备或platform\_device）并公开表示其管理的每个I2C总线段的结构i2c\_adapter。在每个I2C总线段上将有由struct i2c\_client表示的I2C设备。这些设备将绑定到一个符合标准Linux驱动程序模型的结构i2c\_driver。有各种I2C协议操作的函数；在本写作时，所有这些函数都只能从任务上下文中使用。

系统管理总线（SMBus）是一个类似的协议。大多数SMBus系统也符合I2C。SMBus的电气约束更严格，并且它标准化了特定的协议消息和习惯用法。支持I2C的控制器也可以支持大多数SMBus操作，但SMBus控制器不支持I2C控制器提供的所有协议选项。有各种SMBus协议操作的函数，可以使用I2C基元或通过向不支持那些I2C操作的i2c\_adapter设备发出SMBus命令来执行这些操作。

## int i2c\_master\_recv（const struct i2c\_client \* client，char \* buf，int count）

以主接收模式发出单个I2C消息

**参数**

const struct i2c\_client \* client

从设备的句柄

char \* buf

从从设备读取的数据的存储位置

int count

要读取的字节数，必须小于64k，因为msg.len是u16

**说明**

返回负errno，否则读取的字节数。

## int i2c\_master\_recv\_dmasafe（const struct i2c\_client \* client，char \* buf，int count）

使用DMA安全缓冲区在主接收模式下发出单个I2C消息

**参数**

const struct i2c\_client \* client

从设备的句柄

char \* buf

从从设备读取的数据的存储位置，必须针对DMA安全

int count

要读取的字节数，必须小于64k，因为msg.len是u16

**说明**

返回负errno，否则读取的字节数。

## int i2c\_master\_send（const struct i2c\_client \* client，const char \* buf，int count）

在主传输模式下发出单个I2C消息

**参数**

const struct i2c\_client \* client

从设备的句柄

const char \* buf

将写入从设备的数据

int count

要写入的字节数，必须小于64k，因为msg.len是u16

**说明**

返回负errno，否则写入的字节数。

## int i2c\_master\_send\_dmasafe（const struct i2c\_client \* client，const char \* buf，int count）

使用DMA安全缓冲区在主传输模式下发出单个I2C消息

**参数**

const struct i2c\_client \* client

从设备的句柄

const char \* buf

将写入从设备的数据，必须安全使用DMA

int count

要写入的字节数，必须小于64k，因为msg.len是u16

**说明**

返回负 errno，否则返回写入的字节数。

## struct i2c\_device\_identity

i2c 客户设备识别

**定义**

struct i2c\_device\_identity {

u16 manufacturer\_id;

#define I2C\_DEVICE\_ID\_NXP\_SEMICONDUCTORS 0;

#define I2C\_DEVICE\_ID\_NXP\_SEMICONDUCTORS\_1 1;

#define I2C\_DEVICE\_ID\_NXP\_SEMICONDUCTORS\_2 2;

#define I2C\_DEVICE\_ID\_NXP\_SEMICONDUCTORS\_3 3;

#define I2C\_DEVICE\_ID\_RAMTRON\_INTERNATIONAL 4;

#define I2C\_DEVICE\_ID\_ANALOG\_DEVICES 5;

#define I2C\_DEVICE\_ID\_STMICROELECTRONICS 6;

#define I2C\_DEVICE\_ID\_ON\_SEMICONDUCTOR 7;

#define I2C\_DEVICE\_ID\_SPRINTEK\_CORPORATION 8;

#define I2C\_DEVICE\_ID\_ESPROS\_PHOTONICS\_AG 9;

#define I2C\_DEVICE\_ID\_FUJITSU\_SEMICONDUCTOR 10;

#define I2C\_DEVICE\_ID\_FLIR 11;

#define I2C\_DEVICE\_ID\_O2MICRO 12;

#define I2C\_DEVICE\_ID\_ATMEL 13;

#define I2C\_DEVICE\_ID\_NONE 0xffff;

u16 part\_id;

u8 die\_revision;

};

**成员**

manufacturer\_id

0 - 4095，由 NXP 维护的数据库

part\_id

0 - 511，根据制造商而定

die\_revision

0 - 7，根据制造商而定

## struct i2c\_driver

代表一个 I2C 设备驱动程序

**定义**

struct i2c\_driver {

unsigned int class;

int (\*probe)(struct i2c\_client \*client, const struct i2c\_device\_id \*id);

void (\*remove)(struct i2c\_client \*client);

int (\*probe\_new)(struct i2c\_client \*client);

void (\*shutdown)(struct i2c\_client \*client);

void (\*alert)(struct i2c\_client \*client, enum i2c\_alert\_protocol protocol, unsigned int data);

int (\*command)(struct i2c\_client \*client, unsigned int cmd, void \*arg);

struct device\_driver driver;

const struct i2c\_device\_id \*id\_table;

int (\*detect)(struct i2c\_client \*client, struct i2c\_board\_info \*info);

const unsigned short \*address\_list;

struct list\_head clients;

bool disable\_i2c\_core\_irq\_mapping;

};

**成员**

class

我们要实例化什么样的 i2c 设备（用于检测）

probe

设备绑定回调 - 即将废弃

remove

设备取消绑定回调

probe\_new

用于设备绑定的新回调

shutdown

设备关闭回调

alert

警报回调，例如 SMBus 警报协议

command

总线广播信号回调（可选）

driver

设备驱动模型驱动程序

id\_table

由此驱动程序支持的 I2C 设备列表

detect

设备检测回调

address\_list

要探测的 I2C 地址（用于检测）

clients

我们创建的已检测客户端的列表（仅用于 i2c-core）

disable\_i2c\_core\_irq\_mapping

告诉 i2c-core 不要进行 IRQ 映射

**说明**

driver.owner 字段应设置为此驱动程序的模块所有者。driver.name 字段应设置为此驱动程序的名称。

对于自动设备检测，必须定义 detect 和 address\_list。否则，只能创建通过模块参数强制执行的设备。如果检测函数在成功检测时填充至少 i2c\_board\_info 结构的 name 字段并可能还填充 flags 字段。

如果 detect 丢失，则驱动程序仍将适用于enum设备。只是不支持找到的设备。这是针对许多无法可靠检测的 I2C/SMBus 设备以及实际上总是可以enum的设备所期望的。

传递到检测回调的 i2c\_client 结构并不是真正的 i2c\_client。它初始化足够，因此您可以在其上调用 i2c\_smbus\_read\_byte\_data 等函数。不要对它执行其他操作。特别是，不允许在其上调用 dev\_dbg 等调试函数。

## struct i2c\_client

代表一个 I2C 从设备

**定义**

struct i2c\_client {

unsigned short flags;

unsigned short addr;

char name[I2C\_NAME\_SIZE];

struct i2c\_adapter \*adapter;

struct device dev;

int irq;

struct list\_head detected;

#if IS\_ENABLED(CONFIG\_I2C\_SLAVE);

i2c\_slave\_cb\_t slave\_cb;

#endif;

};

**成员**

flags

请参阅 I2C\_CLIENT\_\* 获取可能的标志

addr

在连接到父适配器的 I2C 总线上使用的地址。

name

指示设备类型，通常是足够通用的芯片名称，隐藏第二来源和兼容修订版本。

adapter

管理托管此 I2C 设备的总线段

dev

从设备的驱动程序模型设备节点。

irq

指示此设备生成的 IRQ（如果有）

detected

在 i2c\_driver.clients 列表或 i2c-core 的 userspace\_devices 列表中的成员

slave\_cb

当使用适配器的 I2C 从机模式时的回调。适配器调用它将从机事件传递给从机驱动程序。

**说明**

一个 i2c\_client 标识连接到 I2C 总线上的单个设备（即芯片）。Linux 显露的行为由管理设备的驱动程序定义。

## struct i2c\_board\_info

设备创建的模板

**定义**

struct i2c\_board\_info {

char type[I2C\_NAME\_SIZE];

unsigned short flags;

unsigned short addr;

const char \*dev\_name;

void \*platform\_data;

struct device\_node \*of\_node;

struct fwnode\_handle \*fwnode;

const struct property\_entry \*properties;

const struct resource \*resources;

unsigned int num\_resources;

int irq;

};

**成员**

type

芯片类型，用于初始化 i2c\_client.name

flags

用于初始化 i2c\_client.flags

addr

存储在 i2c\_client.addr 中

dev\_name

如果设置，将覆盖默认的 <busnr>-<addr> dev\_name

platform\_data

存储在 i2c\_client.dev.platform\_data 中

of\_node

指向 OpenFirmware 设备节点的指针

fwnode

由平台固件提供的设备节点

properties

设备的其他属性

resources

与设备关联的资源

num\_resources

资源数组中的资源数

irq

存储在 i2c\_client.irq 中

**说明**

实际上，I2C 不支持硬件探测，尽管控制器和设备可能能够使用 I2C\_SMBUS\_QUICK 来告知是否存在给定地址的设备。驱动程序通常需要比这更多的信息，例如芯片类型、配置、相关 IRQ 等等。

i2c\_board\_info 用于建立列出已连接 I2C 设备信息的表格，这些信息用于扩展驱动程序模型树。对于主板，使用 i2c\_register\_board\_info() 来静态地完成这一过程；总线号用来标识尚未可用的适配器。对于附加板，i2c\_new\_client\_device() 使用已知的适配器来动态地完成此过程。

## I2C\_BOARD\_INFO

I2C\_BOARD\_INFO (dev\_type, dev\_addr)

宏用于列出 I2C 设备及其地址

**参数**

dev\_type

标识设备类型

dev\_addr

总线上设备的地址。

**说明**

此宏初始化struct i2c\_board\_info 的必要字段，声明了特定板上所提供的内容。可选字段（比如关联的 irq 或设备特定的平台数据）使用传统语法提供。

## struct i2c\_algorithm

代表 I2C 传输方法

**定义**

struct i2c\_algorithm {

int (\*master\_xfer)(struct i2c\_adapter \*adap, struct i2c\_msg \*msgs, int num);

int (\*smbus\_xfer) (struct i2c\_adapter \*adap, u16 addr,unsigned short flags, char read\_write, u8 command, int size, union i2c\_smbus\_data \*data);

u32 (\*functionality) (struct i2c\_adapter \*);

#if IS\_ENABLED(CONFIG\_I2C\_SLAVE);

int (\*reg\_slave)(struct i2c\_client \*client);

int (\*unreg\_slave)(struct i2c\_client \*client);

#endif;

};

**成员**

master\_xfer

使用 msgs 数组定义的给定 I2C 适配器向给定 I2C 适配器传输的一组 i2c 事务，有 num 条可用于传输。

smbus\_xfer

向给定的 I2C 适配器发出 smbus 事务。如果此项不存在，则总线层将尝试将 SMBus 调用转换为 I2C 传输。

functionality

返回 I2C\_FUNC\_\* 标志对应的此算法/适配器组支持的标志。

reg\_slave

注册给定客户机到该适配器的 I2C 从设备模式

unreg\_slave

从该适配器的 I2C 从设备模式中注销给定的客户机

**说明**

以下struct 适用于想要实现新的总线驱动程序的人i2c\_algorithm 是一类硬件解决方案的接口，它们可以使用相同的总线算法进行寻址，即使用比如模拟，并行总线控制器等。

master\_xfer{\_atomic} 字段返回的代码应指示传输期间发生的错误代码类型，如在内核文档文件 I2C/SMBUS 错误码中所述。否则，应返回执行的消息数。

## struct i2c\_lock\_operations

代表 I2C 锁操作

**定义**

struct i2c\_lock\_operations {

void (\*lock\_bus)(struct i2c\_adapter \*adapter, unsigned int flags);

int (\*trylock\_bus)(struct i2c\_adapter \*adapter, unsigned int flags);

void (\*unlock\_bus)(struct i2c\_adapter \*adapter, unsigned int flags);

};

**成员**

lock\_bus

获得对 I2C 总线段的独占访问

trylock\_bus

尝试获取对 I2C 总线段的独占访问

unlock\_bus

释放对 I2C 总线段的独占访问

**说明**

主要操作由 i2c\_lock\_bus 和 i2c\_unlock\_bus 包装。

## struct i2c\_timings

I2C 时序信息

**定义**

struct i2c\_timings {

u32 bus\_freq\_hz;

u32 scl\_rise\_ns;

u32 scl\_fall\_ns;

u32 scl\_int\_delay\_ns;

u32 sda\_fall\_ns;

u32 sda\_hold\_ns;

};

**成员**

bus\_freq\_hz

总线频率，单位 Hz

scl\_rise\_ns

SCL 信号上升所需时间，单位 ns；I2C 规范中的 tr

scl\_fall\_ns

SCL 信号下降所需时间，单位 ns；I2C 规范中的 tf

scl\_int\_delay\_ns

为了设置 SCL，IP 核需要的额外时间，单位 ns

sda\_fall\_ns

SDA 信号下降所需时间，单位 ns；I2C 规范中的 tf

sda\_hold\_ns

IP 核需要保持 SDA 的额外时间，单位 ns

**说明**

### struct i2c\_bus\_recovery\_info

I2C 总线恢复信息

**定义**

struct i2c\_bus\_recovery\_info {

int (\*recover\_bus)(struct i2c\_adapter \*adap);

int (\*get\_scl)(struct i2c\_adapter \*adap);

void (\*set\_scl)(struct i2c\_adapter \*adap, int val);

int (\*get\_sda)(struct i2c\_adapter \*adap);

void (\*set\_sda)(struct i2c\_adapter \*adap, int val);

int (\*get\_bus\_free)(struct i2c\_adapter \*adap);

void (\*prepare\_recovery)(struct i2c\_adapter \*adap);

void (\*unprepare\_recovery)(struct i2c\_adapter \*adap);

struct gpio\_desc \*scl\_gpiod;

struct gpio\_desc \*sda\_gpiod;

};

**成员**

recover\_bus

恢复例程。可以使用驱动程序的 recover\_bus() 例程，也可以使用 i2c\_generic\_scl\_recovery()。

get\_scl

获取当前 SCL 线的值。用于通用 SCL 恢复时强制执行。对于通用 GPIO 恢复，内部填充。

set\_scl

设置/清除 SCL 线。用于通用 SCL 恢复时强制执行。对于通用 GPIO 恢复，内部填充。

get\_sda

获取当前 SDA 线的值。对于通用 SCL 恢复，此项或 set\_sda() 必均须强制执行。对于通用 GPIO 恢复，如果 sda\_gpio 是有效的 GPIO，则在内部填充。

set\_sda

设置/清除 SDA 线。对于通用 SCL 恢复，此项或 get\_sda() 必均须强制执行。对于通用 GPIO 恢复，如果 sda\_gpio 是有效的 GPIO，则在内部填充。

get\_bus\_free

返回 IP 核从 I2C 中复杂一些，需要更多内部逻辑判断而不是仅读取 SDA 时所看到的总线空闲状态。是可选的。

prepare\_recovery

此函数将在启动恢复之前调用。平台可以在此处为 SDA/SCL 线路或其他他们想要的东西配置 padmux。

unprepare\_recovery

此函数将在恢复完成后调用。平台可以在此处为 SDA/SCL 线路或其他他们想要的东西配置 padmux。

scl\_gpiod

SCL 线的 gpiod。仅用于 GPIO 恢复。

sda\_gpiod

SDA线的gpiod。仅适用于GPIO恢复。

## struct i2c\_adapter\_quirks

说明i2c适配器的缺陷

**定义**

struct i2c\_adapter\_quirks {

u64 flags;

int max\_num\_msgs;

u16 max\_write\_len;

u16 max\_read\_len;

u16 max\_comb\_1st\_msg\_len;

u16 max\_comb\_2nd\_msg\_len;

};

**成员**

flags

可能的标志请参见I2C\_AQ\_ \*，并请阅读以下内容

max\_num\_msgs

每个传输的最大消息数

max\_write\_len

写入消息的最大长度

max\_read\_len

读取消息的最大长度

max\_comb\_1st\_msg\_len

组合消息中第一个msg的最大长度

max\_comb\_2nd\_msg\_len

组合消息中第二个msg的最大长度

**说明**

关于组合消息的说明一些I2C控制器只能在传输中发送一条消息，再加上称为组合消息或写入-读取的东西。这通常是一个小写消息，后跟一个读取消息，几乎足以访问基于寄存器的设备，如EEPROM。有一个标志来支持该模式。它意味着max\_num\_msg = 2，并且使用max\_comb\_\*\_len进行长度检查，因为组合消息模式通常具有自己的限制。由于硬件实现，一些控制器实际上可以执行写入-然后-任何其他变体。为了支持它，写-然后-读已分解为诸如先写后读之类的较小位，可以根据需要进行组合。

## void i2c\_lock\_bus(struct i2c\_adapter \*adapter, unsigned int flags)

获取对I2C总线段的独占访问权限

**参数**

struct i2c\_adapter \*adapter

目标I2C总线段

unsigned int flags

I2C\_LOCK\_ROOT\_ADAPTER锁定根I2C适配器，I2C\_LOCK\_SEGMENT仅锁定适配器树中的此分支

## int i2c\_trylock\_bus(struct i2c\_adapter \*adapter, unsigned int flags)

尝试获取对I2C总线段的独占访问权限

**参数**

struct i2c\_adapter \*adapter

目标I2C总线段

unsigned int flags

I2C\_LOCK\_ROOT\_ADAPTER尝试锁定根I2C适配器，I2C\_LOCK\_SEGMENT尝试仅锁定适配器树中的此分支

**返回**

如果锁定了I2C总线段，则为true；否则为false

## void i2c\_unlock\_bus(struct i2c\_adapter \*adapter, unsigned int flags)

释放对I2C总线段的独占访问权

**参数**

struct i2c\_adapter \*adapter

目标I2C总线段

unsigned int flags

I2C\_LOCK\_ROOT\_ADAPTER解锁根I2C适配器，I2C\_LOCK\_SEGMENT仅解锁适配器树中的此分支

## bool i2c\_check\_quirks(struct i2c\_adapter \*adap, u64 quirks)

用于检查i2c适配器中的怪癖标志的功能

**参数**

struct i2c\_adapter \*adap

i2c适配器

u64 quirks

怪癖标志

**返回**

如果适配器具有所有指定的异常标志，则为true；如果没有，则为false

## module\_i2c\_driver

module\_i2c\_driver(\_\_i2c\_driver)

用于注册模块化I2C驱动程序的助手宏

**参数**

\_\_i2c\_driver

i2c\_driver结构

**说明**

用于I2C驱动程序中不做任何特殊事情的助手宏。这消除了大量模板。每个模块只能使用此宏一次，并且调用它将替换module\_init（）和module\_exit（）

## builtin\_i2c\_driver

builtin\_i2c\_driver(\_\_i2c\_driver)

用于注册内置I2C驱动程序的助手宏

**参数**

\_\_i2c\_driver

i2c\_driver结构

**说明**

用于在其初始化中不做任何特殊事情的I2C驱动程序的助手宏。这消除了大量模板。每个驱动程序只能使用此宏一次，并且调用它将替换device\_initcall（）。

## int i2c\_register\_board\_info(int busnum, struct i2c\_board\_info const \*info, unsigned len)

静态声明I2C设备

**参数**

int busnum

标识这些设备所属的总线

struct i2c\_board\_info const \*info

i2c设备说明符的向量

unsigned len

向量中有多少说明符；可以为零以保留指定的总线号。

**说明**

使用Linux I2C驱动程序堆栈的系统可以在初始化时声明板信息表。这应该在与arch\_initcall（）时间相近的特定于板的init代码中完成，或者在注册任何I2C适配器驱动程序之前完成。例如，主板init代码可以定义多个设备，每个堆栈中的板子卡的init代码也可以定义多个设备。

I2C设备将在相关总线的适配器注册后创建。在那之后，使用标准驱动程序模型工具将“新样式”I2C驱动程序绑定到设备上。使用此例程声明的任何设备的总线号均不可用于动态分配。

传递的板信息可以安全地\_\_initdata，但请注意嵌入式指针（用于platform\_data、函数等），因为它们不会被复制。

## struct i2c\_client \*i2c\_verify\_client(struct device \*dev)

返回参数作为i2c\_client，或为NULL

**参数**

struct device \*dev

设备，可能来自某个驱动程序模型迭代器

**说明**

当遍历驱动程序模型树时，可能使用驱动程序模型迭代器（如device\_for\_each\_child（））找到的节点不能假设太多。使用此函数可以避免由错误地将某些非I2C设备视为i2c\_client而引起的oops。

## struct i2c\_client \*i2c\_new\_client\_device(struct i2c\_adapter \*adap, struct i2c\_board\_info const \*info)

实例化i2c设备

**参数**

struct i2c\_adapter \*adap

管理设备的适配器

struct i2c\_board\_info const \*info

说明一个I2C设备；忽略bus\_num

创建一个i2c设备。绑定通过驱动程序模型的probe()/remove()方法处理。当我们从此函数返回时，驱动程序可以绑定到此设备，或者在以后的任何时刻（例如，可能会热插拔装载驱动程序模块）。此调用不适用于主板初始化逻辑，后者通常在arch\_initcall()运行之前很久就会运行，此时可能还不存在任何i2c\_adapter。

这将返回新的i2c客户端，其中可保存i2c\_unregister\_device()的后续使用；或者返回ERR\_PTR来说明错误。

## void i2c\_unregister\_device(struct i2c\_client \*client)

反向效果为i2c\_new\_\*\_device()

**参数**

struct i2c\_client \*client

从i2c\_new\_\*\_device()返回的值

**上下文**

可以睡眠

## struct i2c\_client \*i2c\_new\_dummy(struct i2c\_adapter \*adapter, u16 address)

返回绑定到虚拟驱动程序的新i2c设备

**参数**

struct i2c\_adapter \*adapter

管理设备的适配器

u16 address

要使用的七位地址

**上下文**

可以睡眠

**说明**

此返回绑定到“虚拟”驱动程序的i2c客户端，用于占用多个地址的设备。此类芯片的示例包括各种EEPROM（如24c04和24c08型号）。

这些虚拟设备有两个主要用途。首先，大多数I2C和SMBus调用，除了i2c\_transfer()需要客户端句柄；虚拟设备将是该句柄。其次，这可以防止将指定地址绑定到其他驱动程序。

这将返回新的i2c客户端，其中可保存i2c\_unregister\_device()的后续使用；或者返回ERR\_PTR来说明错误。

## struct [i2c\_client](https://www.kernel.org/doc/html/v4.19/driver-api/i2c.html" \l "c.i2c_client" \o "i2c_client) \* i2c\_new\_secondary\_device(struct [i2c\_client](https://www.kernel.org/doc/html/v4.19/driver-api/i2c.html" \l "c.i2c_client" \o "i2c_client) \* client, const char \* name, u16 default\_addr)

帮助程序以获取实例化的次要地址并创建相关设备

**参数**

struct i2c\_client \*client

用于主设备的句柄

const char \* name

用于指定要获取的次要地址的句柄

u16 default\_addr

如果没有指定次要地址，则用作回退

**上下文**

可以睡眠

**说明**

I2C客户端可以由多个绑在一起的I2C从设备组成。然后，I2C客户端驱动程序将绑定到主I2C从设备，并需要创建I2C虚拟客户端来与所有其他从设备进行通信。

此函数将创建并返回一个I2C虚拟客户端，其I2C地址从基于给定从设备名称的平台固件中检索。如果固件未指定地址，则使用default\_addr。

在基于DT的平台上，该地址是从“reg-names”值与从设备名称匹配的“reg”属性条目单元格中检索的。

这将返回新的i2c客户端，其中可保存i2c\_unregister\_device()的后续使用；或者返回NULL表示错误。

## struct i2c\_adapter \*i2c\_verify\_adapter(struct device \*dev)

返回参数为i2c\_adapter或NULL

**参数**

struct device \*dev

设备，可能来自某些驱动程序模型迭代器

**说明**

当遍历驱动程序模型树时，可能会使用驱动程序模型迭代器，例如device\_for\_each\_child()，您不能假设您发现的节点非常多。使用此函数可避免由于错误地将某些非I2C设备视为i2c\_adapter而导致崩溃。

## int i2c\_handle\_smbus\_host\_notify(struct i2c\_adapter \*adap, unsigned short addr)

转发Host Notify事件到正确的I2C客户端。

**参数**

struct i2c\_adapter \* adap

适配器

unsigned short addr

通知设备的I2C地址

**上下文**

可以睡眠

**说明**

帮助函数从I2C总线驱动程序的中断处理程序中调用。它将安排Host Notify IRQ。

## int i2c\_add\_adapter(struct i2c\_adapter \*adapter)

声明i2c适配器，使用动态总线号

**参数**

struct i2c\_adapter \*adapter

要添加的适配器

**上下文**

可以睡眠

**说明**

此例程用于在总线号不重要或总线号由dt别名指定时声明I2C适配器。动态添加到USB链路或PCI插件卡的I2C适配器是其总线号不重要的例子。

当它返回零时，新的总线号已分配并存储在adap->nr中，并且指定的适配器变为可用于客户端。否则，返回负的errno值。

## int i2c\_add\_numbered\_adapter(struct i2c\_adapter \*adap)

声明i2c适配器，使用静态总线号

**参数**

struct i2c\_adapter \*adap

要注册的适配器（已初始化adap->nr）

**上下文**

可以睡眠

**说明**

当总线号很重要时，使用此例程声明I2C适配器。例如，对于来自系统级芯片的I2C适配器，或者内置于系统主板中的适配器，并且使用i2c\_board\_info来正确配置I2C设备。

如果请求的总线号设置为-1，则此函数将表现得与i2c\_add\_adapter相同，并将动态分配总线号。

如果没有为此总线预先声明任何设备，请确保在任何动态分配的设备之前注册适配器。否则，所需的总线ID可能不可用。

当返回为零时，指定的适配器就可以提供给在adap->nr中提供的总线编号使用的客户端。此外，使用i2c\_register\_board\_info()注册预声明的I2C设备表并扫描，创建适当的驱动模型设备节点。否则，返回负的errno值。

## void i2c\_del\_adapter(struct i2c\_adapter \*adap)

注销I2C适配器

**参数**

struct i2c\_adapter \*adap

被注销的适配器

**上下文**

可能休眠

**说明**

这将注销之前由i2c\_add\_adapter或i2c\_add\_numbered\_adapter注册的I2C适配器。

## void i2c\_parse\_fw\_timings(struct device \*dev, struct i2c\_timings \*t, bool use\_defaults)

从固件中获取I2C相关的时序参数

**参数**

struct device \*dev

用于扫描I2C时序属性的设备

struct i2c\_timings \*t

被填充的i2c\_timingsstruct 值

bool use\_defaults

是否使用从I2C规范派生出来的良好缺省值，否则不更新

**说明**

扫描设备以获取用于说明信号时序参数的通用I2C属性，并使用结果填充给定的struct 。如果未找到某个属性并且use\_defaults为true，则假定最大时序，该时序基于I2C规范。如果不使用use\_defaults，则结果与之前相同，因此驱动程序可以在调用此助手之前应用其自己的缺省值。后者主要用于避免现有驱动程序的返回，这些驱动程序想要转换到这个函数。新驱动程序几乎总是要使用缺省值。

## void i2c\_del\_driver(struct i2c\_driver \*driver)

注销I2C驱动程序

**参数**

struct i2c\_driver \*driver

被注销的驱动程序

**上下文**

可能休眠

## struct i2c\_client \*i2c\_use\_client(struct i2c\_client \*client)

增加i2c客户端结构的引用计数

**参数**

struct i2c\_client \*client

被引用的客户端

**说明**

每个对客户端的活动引用都应是引用计数的。驱动程序模型自动完成这个过程作为驱动程序绑定的一部分，所以大多数驱动程序不需要显式完成这个操作它们一直持有一个引用，直到从设备上解除绑定。

返回一个指向增加引用计数的客户端的指针。

## void i2c\_release\_client(struct i2c\_client \*client)

释放对i2c客户端结构的引用

**参数**

struct i2c\_client \*client

不再引用的客户端

**说明**

当客户端的使用者完成对它的使用时必须调用它。

## int \_\_i2c\_transfer(struct i2c\_adapter \*adap, struct i2c\_msg \*msgs, int num)

未锁定的i2c\_transfer

**参数**

struct i2c\_adapter \*adap

I2C总线句柄

struct i2c\_msg \*msgs

在终止操作之前执行一个或多个消息；每个消息都以一个START开头。

int num

要执行的消息数。

**说明**

返回负的errno，否则返回执行的消息数。

在调用此函数时必须持有适配器锁定。不进行调试日志记录。不会检查adap->algo->master\_xfer的存在。

## int i2c\_transfer(struct i2c\_adapter \*adap, struct i2c\_msg \*msgs, int num)

执行单个或组合的I2C消息

**参数**

struct i2c\_adapter \*adap

I2C总线句柄

struct i2c\_msg \*msgs

在终止操作之前执行一个或多个消息；每个消息都以一个START开头。

int num

要执行的消息数。

**说明**

返回负的errno，否则返回执行的消息数。

请注意，不要求每个消息都发送到相同的从地址，尽管这是最常见的模型。

## int i2c\_transfer\_buffer\_flags(const struct i2c\_client \*client, char \*buf, int count, u16 flags)

发出单个I2C消息，将数据传输到/从缓冲区

**参数**

const struct i2c\_client \*client

从设备句柄

char \*buf

数据存储的位置

int count

要传输的字节数，必须小于64k，因为msg.len是u16

u16 flags

消息使用的标记，例如读取的I2C\_M\_RD

**说明**

返回负的errno，否则返回传输的字节数。

## int i2c\_get\_device\_id(const struct i2c\_client \*client, struct i2c\_device\_identity \*id)

获取设备的制造商，部件ID和芯片修订版本

**参数**

const struct i2c\_client \*client

要查询的设备

struct i2c\_device\_identity \*id

查询的信息

**说明**

失败时**返回**负的errno，成功时**返回**零。

u8 \*i2c\_get\_dma\_safe\_msg\_buf(struct i2c\_msg \*msg, unsigned int threshold)

获取给定i2c\_msg的DMA安全缓冲区

**参数**

struct i2c\_msg \*msg

要检查的消息

unsigned int threshold

对于使用DMA有意义的最小字节数。至少应为1。

**返回**

如果未获得DMA安全缓冲区，则返回NULL。使用PIO的msg->buf。

或一个有效的指针，可用于DMA。使用后，通过调用i2c\_put\_dma\_safe\_msg\_buf()释放它。

**说明**

此函数仅在进程上下文中调用！

## void i2c\_put\_dma\_safe\_msg\_buf(u8 \*buf, struct i2c\_msg \*msg, bool xferred)

释放DMA安全缓冲区并与i2c\_msg同步

**参数**

u8 \*buf

从i2c\_get\_dma\_safe\_msg\_buf()获得的缓冲区。可能为空。

struct i2c\_msg \*msg

缓冲区对应的消息

bool xferred

消息是否被传输

## s32 i2c\_smbus\_read\_byte (const struct i2c\_client \*client)

SMBus“接收字节”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

**说明**

这执行SMBus“接收字节”协议，返回负的errno，否则从设备接收到的字节。

## s32 i2c\_smbus\_write\_byte（const struct i2c\_client \*client，u8 value）

SMBus“发送字节”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 value

要发送的字节

**说明**

这执行SMBus“发送字节”协议，返回负的errno，否则成功返回零。

## s32 i2c\_smbus\_read\_byte\_data（const struct i2c\_client \*client，u8 command）

SMBus“读取字节”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 command

从设备解释的字节

**说明**

这执行SMBus“读取字节”协议，返回负的errno，否则从设备接收到的数据字节。

## s32 i2c\_smbus\_write\_byte\_data（const struct i2c\_client \*client，u8 command，u8 value）

SMBus“写字节”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 command

从设备解释的字节

u8 value

正在写入的字节

**说明**

这执行SMBus“写字节”协议，返回负的errno，否则成功返回零。

## s32 i2c\_smbus\_read\_word\_data（const struct i2c\_client \*client，u8 command）

SMBus“读取字”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 command

从设备解释的字节

**说明**

这执行SMBus“读取字”协议，返回负的errno，否则从设备接收到的16位无符号“字”。

## s32 i2c\_smbus\_write\_word\_data（const struct i2c\_client \*client，u8 command，u16 value）

SMBus“写字”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 command

从设备解释的字节

u16 value

正在写入的16位“字”

**说明**

这执行SMBus“写字”协议，返回负的errno，否则成功返回零。

## s32 i2c\_smbus\_read\_block\_data（const struct i2c\_client \*client，u8 command，u8 \*values）

SMBus“块读取”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 command

从设备解释的字节

u8 \*values

数据将被读入的字节数组；足够大以容纳从设备返回的数据。 SMBus最多允许32个字节。

**说明**

这执行SMBus“块读取”协议，返回负的errno，否则从从设备读取的数据字节数。

请注意，使用此函数需要客户端的适配器支持I2C\_FUNC\_SMBUS\_READ\_BLOCK\_DATA功能。并非所有适配器驱动程序都支持此功能；其通过I2C消息传递的仿真依赖于一个特定的机制（I2C\_M\_RECV\_LEN），可能没有实现。

## s32 i2c\_smbus\_write\_block\_data（const struct i2c\_client \*client，u8 command，u8 length，const u8 \*values）

SMBus“块写入”规范

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 command

从设备解释的字节

u8 length

数据块的大小； SMBus最多允许32个字节

const u8 \*values

将被写入的字节数组。

**说明**

这执行SMBus“块写入”协议，返回负的errno，否则成功返回零。

## s32 i2c\_smbus\_xfer（struct i2c\_adapter \*adapter，u16 addr，unsigned short flags，char read\_write，u8 command，int protocol，union i2c\_smbus\_data \*data）

执行SMBus协议操作

**参数**

struct i2c\_adapter \*adapter

I2C总线的句柄

u16 addr

该总线上的SMBus从设备地址

unsigned short flags

I2C\_CLIENT\_ \*标志（通常为零或I2C\_CLIENT\_PEC）

char read\_write

I2C\_SMBUS\_READ或I2C\_SMBUS\_WRITE

u8 command

从设备解释的字节，用于使用这些字节的协议

int protocol

要执行的SMBus协议操作，例如I2C\_SMBUS\_PROC\_CALL

union i2c\_smbus\_data \*data

要读取或写入的数据

**说明**

这执行SMBus协议操作，并返回负的errno代码，否则成功返回零。

## s32 i2c\_smbus\_read\_i2c\_block\_data\_or\_emulated（const struct i2c\_client \*client，u8 command，u8 length，u8 \*values）

读取块或模拟

**参数**

const struct i2c\_client \*client

从设备的句柄

u8 command

从设备解释的字节

u8 length

数据块的大小；SMBus允许最多I2C\_SMBUS\_BLOCK\_MAX个字节

u8 \*values

数据将被读入的字节数组；足够大以容纳从设备返回的数据。 SMBus允许最多I2C\_SMBUS\_BLOCK\_MAX个字节。

**说明**

如果适配器支持，这执行SMBus“块读取”协议。如果不支持块读取，则根据可用性使用字或字节读取协议进行模拟。

使用此函数访问的I2C从设备的地址必须映射到线性区域，以便块读取具有与字节读取相同的效果。在使用此函数之前，必须再次检查I2C从设备是否支持用字节传输交换块传输。

## struct i2c\_client \* i2c\_setup\_smbus\_alert(struct i2c\_adapter \* adapter, struct i2c\_smbus\_alert\_setup \* setup)

设置SMBus警报支持

**参数**

struct i2c\_adapter \* adapter

目标适配器

struct i2c\_smbus\_alert\_setup \* setup

SMBus警报处理程序的设置数据

**上下文**

可以睡觉

**说明**

设置处理给定I2C总线段上的SMBus警报协议。可以通过我们的IRQ处理程序或适配器来处理（从其处理程序，定期轮询或其他方式）。请注意，如果管理IRQ，我们必须知道它是电平触发还是边沿触发，以便将其正确地传递给工作队列。如果触发警报似乎使系统发生死锁，则应该说它是电平触发。这将返回ara客户端，应将其保存以供稍后使用i2c\_handle\_smbus\_alert（）和最终i2c\_unregister\_device（）；或ERRPTR以指示错误。

# 高速同步串行接口 (HSI)

## 介绍

高速同步接口（HSI）是一种全双工、低延迟的协议，针对应用处理器和基带芯片之间的芯片级互连进行了优化。它由MIPI联盟在2003年规定，自那以后，已由多个供应商实现。

HSI接口支持多通道（通常为8个）的全双工通信，并能够达到高达200 Mbit/s的速度。串行协议

使用两个信号DATA和FLAG作为组合数据和时钟信号，以及一个额外的READY信号进行流控制。额外的WAKE信号可以用于从待机模式中唤醒芯片。信号通常带有AC的前缀，用于从应用芯片到蜂窝芯片的信号，以及CA用于沿另一方向传输的信号。

![](data:image/png;base64,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)

## 在Linux中的HSI子系统

在Linux内核中，hsi子系统应用于HSI设备。hsi子系统包含hsi控制器的驱动程序，包括对多端口控制器的支持，并提供用于使用HSI端口的通用API。它还包含HSI客户端驱动程序，这些客户端驱动程序利用通用API来实现在HSI接口上使用的协议。这些客户端驱动程序可以使用任意数量的通道。

## hsi-char设备

每个端口都会自动注册一个名为hsi\_char的通用客户端驱动程序，为用户空间提供表示HSI端口的字符设备。它可以用于通过用户空间进行HSI通信。用户空间可以使用以下ioctl命令配置hsi\_char设备

HSC\_RESET

刷新HSI端口

HSC\_SET\_PM

启用或禁用客户端。

HSC\_SEND\_BREAK

发送中断

HSC\_SET\_RX

设置RX配置

HSC\_GET\_RX

获取RX配置

HSC\_SET\_TX

设置TX配置

HSC\_GET\_TX

获取TX配置

## 内核HSI API

### struct hsi\_channel

hsi客户端使用的通道资源

**定义**

struct hsi\_channel {

unsigned int id;

const char \*name;

};

**成员**

id

通道号

name

通道名称

### struct hsi\_config

RX / TX HSI模块的配置

**定义**

struct hsi\_config {

unsigned int mode;

struct hsi\_channel \*channels;

unsigned int num\_channels;

unsigned int num\_hw\_channels;

unsigned int speed;

union {

unsigned int flow;

unsigned int arb\_mode;

};

};

**成员**

mode

位传输模式（流或帧）

channels

客户端使用的通道资源

num\_channels

通道资源数

num\_hw\_channels

传输器配置的通道数[1..16]

speed

最大位传输速度（Kbit/s）

{unnamed\_union}

匿名联合体

flow

RX流类型（同步或流水线）

arb\_mode

TX帧的仲裁模式（轮流，优先级）

### struct hsi\_board\_info

HSI客户端板信息

**定义**

struct hsi\_board\_info {

const char \*name;

unsigned int hsi\_id;

unsigned int port;

struct hsi\_config tx\_cfg;

struct hsi\_config rx\_cfg;

void \*platform\_data;

struct dev\_archdata \*archdata;

};

**成员**

name

HSI设备名称

hsi\_id

客户端所在的HSI控制器ID

port

客户端所在控制器中的端口号

tx\_cfg

HSI TX配置

rx\_cfg

HSI RX配置

platform\_data

平台相关数据

archdata

体系结构相关的设备数据

### struct hsi\_client

附加到HSI端口的HSI客户端

**定义**

struct hsi\_client {

struct device device;

struct hsi\_config tx\_cfg;

struct hsi\_config rx\_cfg;

};

**成员**

device

设备的驱动程序模型表示

tx\_cfg

HSI TX配置

rx\_cfg

HSI RX配置

### struct hsi\_client\_driver

与HSI客户端关联的驱动程序

**定义**

struct hsi\_client\_driver {

struct device\_driver driver;

};

**成员**

driver

驱动程序的驱动程序模型表示

### struct hsi\_msg

HSI消息说明符

**定义**

struct hsi\_msg {

struct list\_head link;

struct hsi\_client \*cl;

struct sg\_table sgt;

void \*context;

void (\*complete)(struct hsi\_msg \*msg);

void (\*destructor)(struct hsi\_msg \*msg);

int status;

unsigned int actual\_len;

unsigned int channel;

unsigned int ttype:1;

unsigned int break\_frame:1;

};

**成员**

link

由当前**说明**符所有者自由使用

cl

发出传输的HSI设备客户端

sgt

散列表数组的头

**context**

与传输相关联的客户端**上下文**数据

complete

传输完成回调

destructor

在刷新时释放资源的销毁者

status

传输完成时的状态

actual\_len

完成时传输的实际数据长度

channel

TX / RX消息的通道

ttype

传输类型（如果设置了TX，则为TX，否则为RX）

break\_frame

如果为true，则HSI将发送/接收断帧。在请求中，数据缓冲区将被忽略。

### struct hsi\_port

HSI端口设备

**定义**

struct hsi\_port {

struct device device;

struct hsi\_config tx\_cfg;

struct hsi\_config rx\_cfg;

unsigned int num;

unsigned int shared:1;

int claimed;

struct mutex lock;

int (\*async)(struct hsi\_msg \*msg);

int (\*setup)(struct hsi\_client \*cl);

int (\*flush)(struct hsi\_client \*cl);

int (\*start\_tx)(struct hsi\_client \*cl);

int (\*stop\_tx)(struct hsi\_client \*cl);

int (\*release)(struct hsi\_client \*cl);

struct blocking\_notifier\_head n\_head;

};

**成员**

device

设备的驱动模型表示

tx\_cfg

当前的TX路径配置

rx\_cfg

当前的RX路径配置

num

端口号

shared

当端口可以被不同的客户共享时设置

claimed

声明端口的客户的引用计数

lock

串行化端口声明

async

异步传输回调

setup

设置HSI客户端配置的回调

flush

清理硬件状态并销毁所有未决传输的回调

start\_tx

通知客户端要TX数据的回调

stop\_tx

通知客户端不再想TX数据的回调

release

通知客户端不再使用该端口的回调

n\_head

用于向客户端发出端口事件的通知器链。

### struct hsi\_controller

HSI控制器设备

**定义**

struct hsi\_controller {

struct device device;

struct module \*owner;

unsigned int id;

unsigned int num\_ports;

struct hsi\_port \*\*port;

};

**成员**

device

设备的驱动模型表示

owner

指向拥有该控制器的模块的指针

id

HSI控制器ID

num\_ports

HSI控制器中的端口数

port

HSI端口数组

### unsigned int hsi\_id(struct hsi\_client \*cl)

获取与客户端关联的HSI控制器ID

**参数**

struct hsi\_client \*cl

HSI客户端的指针

**说明**

返回客户端连接的控制器ID

### unsigned int hsi\_port\_id(struct hsi\_client \*cl)

获取客户端连接的端口号

**参数**

struct hsi\_client \*cl

HSI客户端的指针

**说明**

返回与客户端关联的端口号

### int hsi\_setup(struct hsi\_client \*cl)

配置客户端的端口

**参数**

struct hsi\_client \*cl

HSI客户端的指针

**说明**

在共享端口时，客户端应该依靠单个客户端安装或为所有客户端提供相同的安装。

返回失败的-errno，成功的0

### int hsi\_flush(struct hsi\_client \*cl)

刷新客户端端口上的所有挂起事务

**参数**

struct hsi\_client \*cl

HSI客户端的指针

**说明**

此函数将销毁端口中的所有挂起hsi\_msg，并重置HW端口，使其准备好从干净状态接收和传输。

返回失败的-errno，成功的0

### int hsi\_async\_read(struct hsi\_client \*cl, struct hsi\_msg \*msg)

提交一个读取传输

**参数**

struct hsi\_client \*cl

HSI客户端的指针

struct hsi\_msg \*msg

传输的HSI消息说明符

**说明**

返回失败的-errno，成功的0

### int hsi\_async\_write(struct hsi\_client \*cl, struct hsi\_msg \*msg)

提交写入传输

**参数**

struct hsi\_client \*cl

HSI客户端的指针

struct hsi\_msg \*msg

传输的HSI消息说明符

**说明**

返回失败的-errno，成功的0

### int hsi\_start\_tx(struct hsi\_client \*cl)

通知端口客户端想要启动TX

**参数**

struct hsi\_client \*cl

HSI客户端的指针

**说明**

返回失败的-errno，成功的0

### int hsi\_stop\_tx(struct hsi\_client \*cl)

通知端口客户端不再想要传输

**参数**

struct hsi\_client \*cl

HSI客户端的指针

**说明**

返回失败的-errno，成功的0

### void hsi\_port\_unregister\_clients(struct hsi\_port \*port)

注销HSI端口

**参数**

struct hsi\_port \*port

要注销的HSI端口

### void hsi\_unregister\_controller(struct hsi\_controller \*hsi)

注销HSI控制器

**参数**

struct hsi\_controller \*hsi

要注册的HSI控制器

### int hsi\_register\_controller(struct hsi\_controller \*hsi)

注册HSI控制器及其端口

**参数**

struct hsi\_controller \*hsi

要注册的HSI控制器

**说明**

返回失败的-errno，成功的0。

### int hsi\_register\_client\_driver(struct hsi\_client\_driver \*drv)

将HSI客户端注册到HSI总线

**参数**

struct hsi\_client\_driver \*drv

要注册的HSI客户端驱动程序

**说明**

返回失败的-errno，成功的0。

### void hsi\_put\_controller(struct hsi\_controller \*hsi)

释放HSI控制器

**参数**

struct hsi\_controller \*hsi

要释放的HSI控制器的指针

**说明**

只有当HSI控制器驱动程序需要在成功调用hsi\_register\_controller之前释放其分配的hsi\_controller结构时，才应使用此函数。 其他使用是不允许的。

### struct hsi\_controller \*hsi\_alloc\_controller(unsigned int n\_ports, gfp\_t flags)

分配HSI控制器及其端口

**参数**

unsigned int n\_ports

HSI控制器上的端口数

gfp\_t flags

内核分配标志

**说明**

失败返回NULL或成功返回指向hsi\_controller的指针。

### void hsi\_free\_msg(struct hsi\_msg \*msg)

释放HSI消息

**参数**

struct hsi\_msg \*msg

要释放的HSI消息的指针

**说明**

客户端负责释放散列列表所指向的缓冲区。

### struct hsi\_msg \*hsi\_alloc\_msg(unsigned int nents, gfp\_t flags)

分配HSI消息

**参数**

unsigned int nents

内存条目数量

gfp\_t flags

内核分配标志

**说明**

nents可以为0。这主要针对读取传输。在这种情况下，HSI驱动程序会在读取数据时调用完整的回调函数，但不会消耗数据。

失败时返回NULL，成功时返回指向hsi\_msg的指针。

### int hsi\_async(struct hsi\_client \*cl, struct hsi\_msg \*msg)

向控制器提交HSI传输

**参数**

struct hsi\_client \*cl

发送传输的HSI客户端

struct hsi\_msg \*msg

传递给控制器的HSI传输

**说明**

HSI消息必须在先设定通道，ttype，complete和destructor字段。如果nents> 0，则客户端还必须初始化scatterlists，以指向要写入或从中读取的缓冲区。

HSI控制器依赖于其客户端预分配的缓冲区，而不是自行分配缓冲区。

一旦HSI消息传输完成，HSI控制器将使用HSI消息更新状态和actual\_len字段调用完整的回调函数。在从hsi\_async返回之前，可以调用完整的回调函数。

失败时返回-errno，成功时返回0

### int hsi\_claim\_port(struct hsi\_client \*cl, unsigned int share)

声明HSI客户端的端口

**参数**

struct hsi\_client \*cl

要声明其端口的HSI客户端

unsigned int share

指示客户端是否希望共享端口的标志。

**说明**

失败时返回-errno，成功时返回0。

### void hsi\_release\_port(struct hsi\_client \*cl)

释放HSI客户端的端口

**参数**

struct hsi\_client \*cl

先前声明其端口的HSI客户端

### int hsi\_register\_port\_event(struct hsi\_client \*cl, void (\*handler)(struct hsi\_client\*, unsigned long))

注册客户端以接收端口事件

**参数**

struct hsi\_client \*cl

希望接收端口事件的HSI客户端

void (\*handler)(struct hsi\_client \*, unsigned long)

事件处理程序回调

**说明**

客户端应注册回调以能够从端口接收事件。注册应在声明端口后进行。处理程序可以在中断上下文中调用。

发生错误时返回-errno，成功时返回0。

### int hsi\_unregister\_port\_event(struct hsi\_client \*cl)

停止为客户端接收端口事件

**参数**

struct hsi\_client \*cl

希望停止接收端口事件的HSI客户端

**说明**

客户端应在释放关联端口之前调用此函数。

发生错误时返回-errno，成功时返回0。

### int hsi\_event(struct hsi\_port \*port, unsigned long event)

通知客户端有关端口事件

**参数**

struct hsi\_port \*port

事件发生的端口

unsigned long event

事件类型

**说明**

客户端不应关心唤醒线行为。但是，由于HSI硬件协议中存在竞争条件，客户端需要被通知唤醒线变化，以便它们可以实现解决方法。

事件HSI\_EVENT\_START\_RX-传入唤醒线高HSI\_EVENT\_STOP\_RX-传入唤醒线下

发生错误时返回-errno，成功时返回0。

### int hsi\_get\_channel\_id\_by\_name(struct hsi\_client \*cl, char \*name)

通过通道名称获取通道ID

**参数**

struct hsi\_client \*cl

使用通道的HSI客户端

char \*name

通道所知的名称

**说明**

客户端可以调用此函数以获取类似于按名称请求IRQ或GPIO的HSI通道ID。此函数假定RX和TX使用相同的通道配置。

发生错误时返回-errno或通道ID成功。

# 错误检测和纠正（EDAC）设备

## 在EDAC子系统中使用的主要概念

有些事情并不明显，例如插座、\*插座集、银行、行、芯片选择行、通道等等，需要注意。

这些是许多术语，它们不总是意味着人们认为的意思（难以置信！）。为了创建一个讨论的公共基础，将建立术语及其定义。

内存设备

内存条上的单个DRAM芯片。这些设备通常每个输出4和8位（x4，x8）。在并行组合多个设备时，它们提供了内存控制器所需的位数：通常为72位，以提供64位+ 8位的ECC数据。

内存条

并行聚合多个内存设备的印刷电路板。通常情况下，在发生过多错误的情况下，它是可替换单元（FRU）并被替换。在大多数情况下，它也被称为DIMM（双列内存模块）。

内存插座

主板上的物理连接器，可接受单个内存条。在几个数据表中也被称为“插槽”。

通道

内存控制器通道，负责与一组DIMM通信。每个通道具有其自己独立的控制（命令）和数据总线，并可以独立使用或与其他通道分组使用。

分支

它通常是完全缓冲的 DIMM 内存控制器中的最高层次。通常，它包含两个通道。同一分支中的两个通道可以在单模式或锁步模式下使用。启用锁步时，高速缓存行会加倍，但通常会带来一些性能损失。此外，在出现错误时通常不可能仅指向一个内存条，因为纠错码是使用两个 DIMM 而不是一个计算的。因此，它能够比单模式更多地纠正错误。

单通道

内存控制器访问的数据仅包含在一个 DIMM 中。例如，如果数据宽度为 64 位，数据将使用一个 64 位并行访问流向 CPU。通常与 SDR、DDR、DDR2 和 DDR3 存储器一起使用。FB-DIMM 和 RAMBUS 使用不同的通道概念，因此该概念在这里不适用。

双通道

内存控制器访问的数据大小被交错到两个 DIMM 中，同时访问。例如，如果 DIMM 宽度为 64 位（带 ECC 为 72 位），则数据将使用 128 位并行访问流向 CPU。

芯片选择行

这是用于选择要访问的 DRAM 等级的 DRAM 信号的名称。单通道的常见芯片选择行为 64 位，双通道为 128 位。它可能无法被内存控制器看到，因为一些 DIMM 类型具有可以隐藏从内存控制器直接访问它的存储器缓冲区。

单排内存条

单个内存条有 1 个芯片选择行。主板通常将两个芯片选择引脚驱动到内存条。单个排名的内存条只会占用其中一个行。另一个不会使用。

双排内存条

双排内存条有两个芯片选择行，可以访问不同的内存设备组。两行不能同时访问。

双面内存条

已弃用的术语，见双排内存条。

双面内存条有两个芯片选择行，可以访问不同的内存设备组。两行不能同时访问。“双面”与在内存条的两侧安装的存储器设备无关。

插座集合

所需的所有内存条，以进行单个内存访问或由一个芯片选择行跨越的所有内存条。单个插座集合有两个芯片选择行，如果使用双面内存条，则这些内存条将占用这些芯片选择行。

银行

此术语应避免使用，因为需要区分芯片选择行和插座集合时并不清楚。

## 内存控制器

大多数 EDAC 核心都专注于进行内存控制器错误检测。edac\_mc\_alloc()。它使用内部的 struct mem\_ctl\_info 来说明内存控制器，该结构是EDAC驱动程序的一个不透明结构。只有 EDAC 核心被允许触摸它。

### enum dev\_type

说明所使用内存的 DRAM 芯片类型

**常量**

DEV\_UNKNOWN

无法确定，或 MC 不支持检测

DEV\_X1

1 位数据

DEV\_X2

2 位数据

DEV\_X4

4 位数据

DEV\_X8

8 位数据

DEV\_X16

16 位数据

DEV\_X32

32 位数据

DEV\_X64

64 位数据

**说明**

典型值为 x4 和 x8。

enum hw\_event\_mc\_err\_type

检测到的错误类型

**常量**

HW\_EVENT\_ERR\_CORRECTED

已纠正错误 - 表示检测到了一种经过 ECC 纠正的错误

HW\_EVENT\_ERR\_UNCORRECTED

未纠正错误 - 表示一种不能通过 ECC 纠正但不致命的错误（可能在未使用的存储区域上，或者内存控制器可以从错误中恢复，例如，通过重试操作）。

HW\_EVENT\_ERR\_DEFERRED

延迟错误 - 表示一种不紧急的无法纠正的错误处理。这可能是由于硬件数据污染，其中系统可继续运行，直到污染数据被消耗。也可以采取预防措施，例如，离线页面等。

HW\_EVENT\_ERR\_FATAL

致命错误 - 无法纠正的错误。

HW\_EVENT\_ERR\_INFO

信息 - CPER 规范定义了第四种错误类型：信息记录。

### enum mem\_type

内存类型。更详细的参考，请参阅 http://en.wikipedia.org/wiki/DRAM

**常量**

MEM\_EMPTY

空的 csrow

MEM\_RESERVED

保留的 csrow 类型

MEM\_UNKNOWN

未知的 csrow 类型

MEM\_FPM

FPM - 快速分页模式，用于1995年及以前的系统。

MEM\_EDO

EDO - 扩展数据输出，用于1998年及以前的系统。

MEM\_BEDO

BEDO - 带状扩展数据输出，是 EDO 的一种变体。

MEM\_SDR

SDR - 单数据速率 SDRAM http://en.wikipedia.org/wiki/Synchronous\_dynamic\_random-access\_memory，它们使用 3 个芯片选择引脚：引脚 0 和 2 用于排名 0；引脚 1 和 3 用于排名 1，如果内存是双排名的。

MEM\_RDR

已注册的SDR SDRAM

MEM\_DDR

双倍速率SDRAM http://en.wikipedia.org/wiki/DDR\_SDRAM

MEM\_RDDR

注册的双倍数据率SDRAM，这是DDR存储器的一种变体。注册存储器内置缓冲器，隐藏了部分存储器详细信息以对存储器控制器进行掩盖。

MEM\_RMBS

Rambus DRAM，用于一些Pentium III/IV控制器。

MEM\_DDR2

DDR2 RAM，如JEDEC JESD79-2F所述。这些记忆体被标记为“PC2-”，而不是“PC”，以区分DDR。

MEM\_FB\_DDR2

完全缓冲DDR2，如JEDEC Std No. 205和JESD206所述。这些记忆体通过DIMM插槽访问，而不是通过芯片选择信号访问。

MEM\_RDDR2

注册DDR2 RAM，这是DDR2存储器的一种变体。

MEM\_XDR

Rambus XDR，它是原始RAMBUS记忆体的演变，创建来与DDR2竞争。没有在任何x86架构上使用，但cell\_edac PPC记忆体控制器使用它。

MEM\_DDR3

DDR3 RAM

MEM\_RDDR3

注册的DDR3 RAM，这是DDR3存储器的一种变体。

MEM\_LRDDR3

减载的DDR3内存。

MEM\_LPDDR3

低功耗DDR3存储器。

MEM\_DDR4

非缓冲DDR4 RAM

MEM\_RDDR4

已注册的DDR4 RAM，这是DDR4存储器的一种变体。

MEM\_LRDDR4

减载的DDR4内存。

MEM\_LPDDR4

低功耗DDR4存储器。

MEM\_DDR5

非缓冲DDR5 RAM

MEM\_RDDR5

已注册的DDR5 RAM

MEM\_LRDDR5

减载的DDR5内存。

MEM\_NVDIMM

非易失性RAM

MEM\_WIO2

宽I/O 2。

MEM\_HBM2

高带宽存储器Gen 2。

### enum edac\_type

错误检测和纠正功能和模式

**常量**

EDAC\_UNKNOWN

未知是否支持ECC

EDAC\_NONE

不支持ECC

EDAC\_RESERVED

保留的ECC类型

EDAC\_PARITY

检测奇偶校验错误

EDAC\_EC

错误检测-无纠正

EDAC\_SECDED

单错误纠正，双错误检测

EDAC\_S2ECD2ED

Chipkill x2设备-这些存在吗？

EDAC\_S4ECD4ED

Chipkill x4设备

EDAC\_S8ECD8ED

Chipkill x8设备

EDAC\_S16ECD16ED

Chipkill x16设备

### enum scrub\_type

擦拭能力

**常量**

SCRUB\_UNKNOWN

未知是否有擦拭器

SCRUB\_NONE

没有擦拭器

SCRUB\_SW\_PROG

SW渐进（顺序）擦拭

SCRUB\_SW\_SRC

仅软件擦拭错误

SCRUB\_SW\_PROG\_SRC

自错误开始的渐进式软件擦拭

SCRUB\_SW\_TUNABLE

软件擦拭频率可调

SCRUB\_HW\_PROG

HW渐进（顺序）擦拭

SCRUB\_HW\_SRC

仅硬件擦拭错误

SCRUB\_HW\_PROG\_SRC

自错误开始的渐进式硬件擦拭

SCRUB\_HW\_TUNABLE

硬件擦拭频率可调

### enum edac\_mc\_layer\_type

内存控制器层次结构层

**常量**

EDAC\_MC\_LAYER\_BRANCH

内存层以“branch”命名

EDAC\_MC\_LAYER\_CHANNEL

内存层以“channel”命名

EDAC\_MC\_LAYER\_SLOT

内存层以“slot”命名

EDAC\_MC\_LAYER\_CHIP\_SELECT

内存层以“chip select”命名

EDAC\_MC\_LAYER\_ALL\_MEM

内存布局未知。所有存储器被映射为单个存储区域。在从固件驱动程序检索错误时使用。

**说明**

这个enum由驱动程序用来告诉edac\_mc\_sysfs在说明内存条位置时应使用什么名称。

### struct edac\_mc\_layer

说明内存控制器层次结构

**定义**

struct edac\_mc\_layer {

enum edac\_mc\_layer\_type type;

unsigned size;

bool is\_virt\_csrow;

};

**成员**

type

图层类型

size

每层组件的数量。例如，如果通道层有两个通道，则大小= 2

is\_virt\_csrow

这一层是“csrow”的一部分，当启用旧的API兼容性模式时。否则，它是一个通道。

### EDAC\_DIMM\_OFF（层，nlayers，layer0，layer1，layer2）

宏负责获取指针数组中由[layer0，layer1，layer2]位置给定的元素的指针偏移量

**参数**

layers

edac\_mc\_layer结构数组，说明为每个层分配了多少个元素

nlayers

 在层数组中的层数

layer0

layer0位置

layer1

层1位置。 如果n\_layers <2，则未使用

layer2

层2位置。 如果n\_layers <3，则未使用

**说明**

对于1层，此宏返回“var [layer0] - var”；

对于2层，此宏类似于分配一个二维数组，并返回“var [layer0] [layer1] - var”；

对于3层，此宏类似于分配一个三维数组，并返回“var [layer0] [layer1] [layer2] - var”。

这里可以使用循环使其更通用，但是，由于只有3层，因此这会更快。

按设计，图层永远不可能是0或超过3。如果这种情况发生了，将返回一个空值，导致内存分配例程中的OOPS，指向开发人员他正在做一件错误的事情。

### EDAC\_DIMM\_PTR（layers，var，nlayers，layer0，layer1，layer2）

宏负责获取由[layer0，layer1，layer2]位置给定的元素的指针数组中的指针

**参数**

layers

edac\_mc\_layer结构数组，说明为每个层分配了多少个元素

var

我们要获取指针的变量名称（如mci->dimms）

nlayers

 在层数组中的层数

layer0

layer0位置

layer1

层1位置。 如果n\_layers <2，则未使用

layer2

层2位置。 如果n\_layers <3，则未使用

**说明**

对于1层，此宏返回“var [layer0]”；

对于2层，此宏类似于分配一个二维数组，并返回“var [layer0] [layer1]”；

对于3层，这个宏类似于分配三维数组并返回“var [layer0] [layer1] [layer2]”;

### struct rank\_info

包含了一个DIMM等级的信息。

**定义**

struct rank\_info {

int chan\_idx;

struct csrow\_info \*csrow;

struct dimm\_info \*dimm;

u32 ce\_count;

};

**成员**

chan\_idx：

等级所在通道号（通常为0或1）

csrow:

指向芯片选择行结构（父结构）的指针。等级的位置由（csrow->csrow\_idx, chan\_idx）向量给出。

dimm：

指向DIMM结构的指针，其中存储了DIMM标签信息。

ce\_count：

此等级的可校正错误数

**说明**

FIXME：目前，EDAC内核模型将假定每个等级一个DIMM。

这是一个糟糕的假设，但它使得此补丁更容易。此系列的后续补丁将解决此问题。

### struct edac\_raw\_error\_desc

原始错误报告结构

**定义**

struct edac\_raw\_error\_desc {

char location[LOCATION\_SIZE];

char label[(EDAC\_MC\_LABEL\_LEN + 1 + sizeof(OTHER\_LABEL)) \* EDAC\_MAX\_LABELS];

long grain;

u16 error\_count;

int top\_layer;

int mid\_layer;

int low\_layer;

unsigned long page\_frame\_number;

unsigned long offset\_in\_page;

unsigned long syndrome;

const char \*msg;

const char \*other\_detail;

bool enable\_per\_layer\_report;

};

**成员**

location

错误位置

label

受影响的标签DIMM(s)

grain

错误报告的最小颗粒度，以字节为单位

error\_count

相同类型错误的数量

top\_layer

错误的顶层 (layer[0])

mid\_layer

错误的中间层（layer[1]）

low\_layer

错误的低层（层[2]）

page\_frame\_number

发生错误的页面

offset\_in\_page

页偏移量

syndrome

错误的综合症（如果未知或综合症不适用则为 0）

msg

错误信息

other\_detail

有关错误的其他特定于驱动程序的详细信息

enable\_per\_layer\_report

如果为假，错误会影响所有层（通常是内存控制器错误）

### struct mem\_ctl\_info \*edac\_mc\_alloc(unsigned int mc\_num, unsigned int n\_layers, struct edac\_mc\_layer \*layers, unsigned int sz\_pvt)

分配并部分填充struct mem\_ctl\_info 。

**参数**

unsigned int mc\_num

内存控制器编号

unsigned int n\_layers

MC层次结构层数

struct edac\_mc\_layer \*layers

说明内存控制器如何看到每个层次结构

unsigned int sz\_pvt

所需的私人存储空间大小

**说明**

一切都是kmalloc为一个大块-更有效。只能在所有结构具有相同的生命周期时使用-否则您必须分配并初始化自己的结构。

使用edac\_mc\_free()释放由此函数分配的mc结构。

**注意**

驱动程序以不同的方式处理多个等级的内存在某些驱动程序中，一个多等级内存棒被映射为一个条目，而在其他驱动程序中，一个单个多等级内存棒将映射到多个条目中。目前，此功能将在此类情况下分配多个struct dimm\_info ，因为分组多个等级需要驱动程序更改。

**返回**

成功时，返回指向struct mem\_ctl\_info指针的指针；否则为空

### const char \*edac\_get\_owner(void)

返回EDAC MC的拥有者mod\_name

**参数**

void

没有参数

**返回**

当EDAC MC被拥有时，返回mod\_name字符串指针。否则为空。

### void edac\_mc\_free(struct mem\_ctl\_info \*mci)

释放以前分配的mci结构

**参数**

struct mem\_ctl\_info \*mci

指向struct mem\_ctl\_info结构的指针

### bool edac\_has\_mcs(void)

检查是否已分配任何MC。

**参数**

void

没有参数

**返回**

如果MC实例已成功注册，则为true。否则为false。

### struct mem\_ctl\_info \*edac\_mc\_find(int idx)

搜索索引为idx的mem\_ctl\_info结构。

**参数**

int idx

要寻找的索引

**说明**

如果找到，返回指向结构的指针。否则返回NULL。

### struct mem\_ctl\_info \*find\_mci\_by\_dev(struct device \*dev)

扫描控制器列表，寻找管理dev设备的控制器。

**参数**

struct device \*dev

指向与MCI相关的struct device的指针

**返回**

成功时返回指向struct mem\_ctl\_info的指针；否则为空。

### struct mem\_ctl\_info \*edac\_mc\_del\_mc(struct device \*dev)

删除与dev相关联的mci结构的sysfs条目，并将mci结构从全局列表中删除。

**参数**

struct device \*dev

指向表示要删除的mci结构的struct device。

**返回**

指向已删除的mci结构的指针，如果未找到设备则返回NULL。

### int edac\_mc\_find\_csrow\_by\_page(struct mem\_ctl\_info \*mci, unsigned long page)

辅助例程，用于确定包含内存页的csrow。

**参数**

struct mem\_ctl\_info \*mci

指向struct mem\_ctl\_info结构的指针

unsigned long page

要查找的内存页

**返回**

成功时，返回csrow。如果找不到，则为-1。

### void edac\_raw\_mc\_handle\_error(struct edac\_raw\_error\_desc \*e)

向用户空间报告内存事件，而不采取任何措施发现错误位置。

**参数**

struct edac\_raw\_error\_desc \*e

错误说明

**说明**

edac\_mc\_handle\_error（）的内部原始函数。只有在BIOS直接出现硬件错误的情况下才应直接调用它，例如在APEI GHES驱动程序的情况下。

### void edac\_mc\_handle\_error(const enum hw\_event\_mc\_err\_type type, struct mem\_ctl\_info \*mci, const u16 error\_count, const unsigned long page\_frame\_number, const unsigned long offset\_in\_page, const unsigned long syndrome, const int top\_layer, const int mid\_layer, const int low\_layer, const char \*msg, const char \*other\_detail)

向用户空间报告内存事件。

**参数**

const enum hw\_event\_mc\_err\_type type

错误类型的严重程度（CE/UE/致命）

struct mem\_ctl\_info \*mci

指向mem\_ctl\_info结构的指针

const u16 error\_count

相同类型的错误数量

const unsigned long page\_frame\_number

发生错误的内存页

const unsigned long offset\_in\_page

页面内错误的偏移量

const unsigned long syndrome

ECC综合征

const int top\_layer

内存层[0]的位置

const int mid\_layer

内存层[1]的位置

const int low\_layer

内存层[2]的位置

const char \*msg

对最终用户有意义的消息，解释事件

const char \*other\_detail

关于事件的技术细节，可能有助于硬件制造商和EDAC开发人员进行分析

## PCI控制器

EDAC子系统通过调用edac\_pci\_alloc\_ctl\_info()来处理PCI控制器。它将使用struct edac\_pci\_ctl\_info来说明PCI控制器。

### struct edac\_pci\_ctl\_info \*edac\_pci\_alloc\_ctl\_info(unsigned int sz\_pvt，const char \*edac\_pci\_name)

“edac\_pci”控制信息结构的alloc()函数。

**参数**

unsigned int sz\_pvt

edac\_pci\_ctl\_info结构中私有信息的大小

const char \*edac\_pci\_name

PCI设备名称

**说明**

芯片驱动程序将为每个要控制/注册到EDAC CORE的edac\_pci分配其中之一。

返回

指向成功的struct edac\_pci\_ctl\_info结构的指针；否则是NULL。

### void edac\_pci\_free\_ctl\_info(struct edac\_pci\_ctl\_info \*pci)

pci控制结构的最后一个操作。

**参数**

struct edac\_pci\_ctl\_info \*pci

指向struct edac\_pci\_ctl\_info的指针

**说明**

调用remove sysfs信息，这将注销该控制结构的kobj。当该kobj的引用计数降至零时，将调用其释放函数，然后kfree()该内存。

### int edac\_pci\_alloc\_index(void)

分配唯一的PCI索引号

**参数**

void

无参

**返回**

分配的索引号

### int edac\_pci\_add\_device(struct edac\_pci\_ctl\_info \*pci，int edac\_idx)

将“edac\_dev”结构插入edac\_pci全局列表中，并创建与edac\_pci结构相关的sysfs条目。

**参数**

struct edac\_pci\_ctl\_info \*pci

要添加到列表中的edac\_device结构的指针

int edac\_idx

分配给“edac\_pci”结构的唯一数值标识符。

**返回**

成功返回0，失败返回错误码

### struct edac\_pci\_ctl\_info \*edac\_pci\_del\_device(struct device \*dev)

**参数**

struct device \*dev

表示要移除的edac\_pci结构的“struct device”指针

**说明**

为指定的edac\_pci结构删除sysfs条目，然后从全局列表中删除edac\_pci结构。

**返回**

指向已移除的edac\_pci结构的指针，如果未找到设备，则为NULL

### struct edac\_pci\_ctl\_info \*edac\_pci\_create\_generic\_ctl(struct device \*dev，const char \*mod\_name)

**参数**

struct device \*dev

指向struct device的指针；

const char \*mod\_name

PCI设备的名称

**说明**

用于PCI奇偶性轮询设备的通用构造器某些系统具有多个PCI总线域。对于只有一个域的系统，此API将提供通用轮询器。

这个例程调用了edac\_pci\_alloc\_ctl\_info()，将使用默认值为通用设备分配控制信息。

**返回**

成功时指向struct edac\_pci\_ctl\_info的指针，失败时为NULL。

### void edac\_pci\_release\_generic\_ctl(struct edac\_pci\_ctl\_info \*pci)

**参数**

struct edac\_pci\_ctl\_info \*pci

指向struct edac\_pci\_ctl\_info的指针

**说明**

通用EDAC PCI轮询设备的释放功能

### int edac\_pci\_create\_sysfs(struct edac\_pci\_ctl\_info \*pci)

**参数**

struct edac\_pci\_ctl\_info \*pci

指向struct edac\_pci\_ctl\_info的指针

**说明**

为指定的EDAC PCI设备创建控件/属性

### void edac\_pci\_remove\_sysfs(struct edac\_pci\_ctl\_info \*pci)

**参数**

struct edac\_pci\_ctl\_info \*pci

指向struct edac\_pci\_ctl\_info的指针

**说明**

删除此EDAC PCI设备的控件和属性

## EDAC块

EDAC子系统还提供了一种通用机制，可以通过edac\_device\_alloc\_ctl\_info()函数报告硬件其他部分的错误。

结构edac\_dev\_sysfs\_block\_attribute，edac\_device\_block，edac\_device\_instance和edac\_device\_ctl\_info在sysfs中提供了一个通用或抽象的“edac\_device”表示。

这组结构和实现其API的代码提供了注册非标准内存或PCI之外的EDAC类型设备的机制，例如

CPU缓存（L1和L2）

DMA引擎

核心CPU交换机

织物交换机单元

PCIe接口控制器

其他可以监视错误的EDAC/ECC类型的设备

它允许使用两级层次结构。

例如，缓存可能由L1、L2和L3缓存级别组成。每个CPU核心都有自己的L1缓存，同时共享L2缓存，可能也共享L3缓存。在这种情况下，可以通过以下sysfs节点表示

/sys/devices/system/edac/..

pci/ <existing pci directory (if available)>

mc/ <existing memory device directory>

cpu/cpu0/.. <L1 and L2 block directory>

/L1-cache/ce\_count

/ue\_count

/L2-cache/ce\_count

/ue\_count

cpu/cpu1/.. <L1 and L2 block directory>

/L1-cache/ce\_count

/ue\_count

/L2-cache/ce\_count

/ue\_count

...

the L1 and L2 directories would be "edac\_device\_block's"

### int edac\_device\_add\_device(struct edac\_device\_ctl\_info \*edac\_dev)

将“edac\_dev”结构插入edac\_device全局列表中，并创建与edac\_device结构相关联的sysfs条目。

**参数**

struct edac\_device\_ctl\_info \*edac\_dev

要添加到列表‘edac\_device’结构的edac\_device结构的指针。

**返回**

成功返回0，失败返回错误代码。

### struct edac\_device\_ctl\_info \*edac\_device\_del\_device(struct device \*dev)

删除指定的edac\_device结构的sysfs条目，然后从全局列表中删除edac\_device结构。

**参数**

struct device \*dev

代表要删除的edac设备结构的struct device的指针。

**返回**

指向已删除的edac\_device结构的指针，如果未找到设备则返回NULL。

### void edac\_device\_handle\_ue(struct edac\_device\_ctl\_info \* edac\_dev, int inst\_nr, int block\_nr, const char \* msg)

**参数**

struct edac\_device\_ctl\_info \* edac\_dev

指向结构edac\_device\_ctl\_info的指针

int inst\_nr

UE错误发生的实例号

int block\_nr

UE错误发生的块号

const char \* msg

要打印的消息

**说明**

执行‘edac\_dev’ UE事件的通用输出和处理

### void edac\_device\_handle\_ce(struct edac\_device\_ctl\_info \* edac\_dev, int inst\_nr, int block\_nr, const char \* msg)

**参数**

struct edac\_device\_ctl\_info \* edac\_dev

指向结构edac\_device\_ctl\_info的指针

int inst\_nr

CE错误发生的实例号

int block\_nr

CE错误发生的块号

const char \* msg

要打印的消息

**说明**

执行‘edac\_dev’ CE事件的通用输出和处理

### int edac\_device\_alloc\_index(void)

分配一个唯一的设备索引号

**参数**

void

无参数

**返回**

分配的索引号

# SCSI 接口指南

## 介绍

### 协议与总线

曾经，小型计算机系统界面定义了并行I/O总线和数据协议，以连接各种外围设备（磁盘驱动器、磁带驱动器、调制解调器、打印机、扫描仪、光学驱动器、测试设备和医疗设备）与主机计算机。

虽然旧的并行（快速/宽带/超级）SCSI总线已经大量停用，但SCSI命令集被广泛用于通过许多不同的总线与设备通信。

SCSI协议是一个大端对等的基于数据包的协议。SCSI命令长度为6、10、12或16字节，通常后跟一个相关的数据负载。

SCSI命令可以在几乎任何类型的总线上传输，并且是附加到USB、SATA、SAS、光纤通道、FireWire和ATAPI设备的存储设备的默认协议。SCSI数据包也常在Infiniband、I2O、TCP/IP（iSCSI）和平行端口之间进行交换。

### Linux SCSI子系统的设计

SCSI子系统使用三层设计，分为上、中、下三层。涉及SCSI子系统的每个操作（例如从磁盘读取扇区）使用3个级别中的每个驱动程序：一个上层驱动程序、一个下层驱动程序和SCSI中层。

SCSI上层提供用户空间和内核之间的接口，以I/O和ioctl()的块和字符设备节点的形式。SCSI下层包含针对特定硬件设备的驱动程序。

介于两者之间的是SCSI中层，类似于类似IPv4堆栈的网络路由层。SCSI中层在上层的/dev节点与下层的相应设备之间路由基于数据包的数据协议。它管理命令队列，提供错误处理和电源管理功能，并响应ioctl()请求。

## SCSI上层

上层支持用户-内核接口，提供设备节点。

sd (SCSI磁盘)

sd (sd\_mod.o)

sr (SCSI 光盘)

sr (sr\_mod.o)

st (SCSI 磁带)

st (st.o)

sg (通用SCSI )

sg (sg.o)

ch (SCSI介质转换器)

ch (ch.c)

## SCSI中间层

### SCSI中间层实现

#### include/scsi/scsi\_device.h

**struct scsi\_vpd**

SCSI 重要产品数据

1）定义

struct scsi\_vpd {

struct rcu\_head rcu;

int len;

unsigned char data[];

};

2）成员

rcu

用于kfree\_rcu()。

len

数据长度（以字节为单位）。

data

VPD数据，如T10 SCSI标准文档中定义的那样。

**shost\_for\_each\_device**

shost\_for\_each\_device(sdev, shost)

在主机的所有设备之间进行迭代

1）参数

sdev

用作游标的struct scsi\_device

shost

要迭代的struct scsi\_host

2）说明

这个迭代器返回连接到shost的每个设备。该循环获取每个设备的引用，并在结束时释放它。如果您退出循环，必须调用scsi\_device\_put(sdev)。

**\_\_shost\_for\_each\_device**

\_\_shost\_for\_each\_device(sdev, shost)

在主机的所有设备之间进行迭代（未加锁）

1）参数

sdev

用作游标的struct scsi\_device

shost

要迭代的struct scsi\_host

2）说明

这个迭代器返回连接到shost的每个设备。它不获取scsi\_device的引用，因此必须通过shost->host\_lock保护整个循环。

3）注意事项

唯一使用它的原因是因为您需要在中断上下文中访问设备列表。否则，您真正想要使用shost\_for\_each\_device。

**int scsi\_device\_supports\_vpd(struct scsi\_device \*sdev)**

测试设备是否支持VPD页面

1）参数

struct scsi\_device \*sdev

要测试的struct scsi\_device

2）说明

如果设置了“try\_vpd\_pages”标志，则它优先。否则，如果SCSI级别至少为SPC-3且未设置“skip\_vpd\_pages”，则我们将假定支持VPD页面。

#### drivers/scsi/scsi.c

SCSI中层的主文件

**void scsi\_cmd\_get\_serial(struct Scsi\_Host \* host, struct scsi\_cmnd \* cmd)**

为命令分配序列号

1）参数

struct Scsi\_Host \* host

scsi主机

struct scsi\_cmnd \* cmd

要分配序列号的命令

2）说明

序列号用于标识请求以进行错误恢复和调试。由主机的Host\_Lock保护。

**int scsi\_change\_queue\_depth(struct scsi\_device \*sdev, int depth)**

更改设备队列深度

1）参数

struct scsi\_device \*sdev

需要更改队列深度的SCSI设备

int depth

允许排队到驱动程序的命令数

2）说明

设置设备队列深度并返回新值。

**int scsi\_track\_queue\_full(struct scsi\_device \*sdev, int depth)**

跟踪QUEUE\_FULL事件以调整队列深度

1）参数

struct scsi\_device \*sdev

要跟踪的SCSI设备

int depth

此设备上当前未完成的SCSI命令的数量，不包括返回为QUEUE\_FULL的命令。

2）说明

此函数将跟踪特定SCSI设备上连续的QUEUE\_FULL事件，以确定何时需要调整设备的队列深度。

输入时未保持任何锁定状态

3）返回

0-不需要更改，>0-将队列深度调整为此新深度，

-1-回到使用host->cmd\_per\_lun作为未标记的命令深度

4）注意事项

低级驱动程序可以随时调用此功能，我们会做“正确的事情”。我们是中断上下文安全的。

**int scsi\_get\_vpd\_page(struct scsi\_device \*sdev, u8 page, unsigned char \*buf, int buf\_len)**

从SCSI设备获取重要产品数据

1）参数

struct scsi\_device \*sdev

要查询的设备

u8 page

要返回的重要产品数据

unsigned char \*buf

存储VPD的位置

int buf\_len

VPD缓冲区区域中的字节数

2）说明

SCSI设备可以选择提供重要产品数据。 VPD的每个“页面”在适当的SCSI文档（例如SPC，SBC）中定义。如果设备支持此VPD页面，则此例程将使用该页中的数据填充buf并返回0。如果不支持VPD页面或无法检索其内容，则返回-EINVAL。

**int scsi\_report\_opcode(struct scsi\_device \*sdev, unsigned char \*buffer, unsigned int len, unsigned char opcode)**

找出是否支持给定的命令操作码

1）参数

struct scsi\_device \*sdev

要查询的scsi设备

unsigned char \*buffer

暂存区（必须至少长20个字节）

unsigned int len

缓冲区的长度

unsigned char opcode

要查找的命令操作码

2）说明

使用报告支持的操作码查找给定的操作码。如果RSOC失败则返回-EINVAL，如果命令操作码不受支持则返回0，如果设备声称支持命令则返回1。

**int scsi\_device\_get(struct scsi\_device \*sdev)**

获取对scsi\_device的附加引用

1）参数

struct scsi\_device \*sdev

要引用的设备

2）说明

获取scsi\_device的引用并增加底层LLDD模块的使用计数。在调用此函数时，您必须持有母Scsi\_Host的host\_lock或已经有引用。

如果设备已删除或取消，或者LLD模块正在卸载过程中，则此操作将失败。

释放对scsi\_device的引用

**void scsi\_device\_put(struct scsi\_device \*sdev)**

1）参数

struct scsi\_device \*sdev

要释放引用的设备

2）说明

释放对scsi\_device的引用并减少底层LLDD模块的使用计数。设备在最后一个用户消失后被释放。

**void starget\_for\_each\_device(struct scsi\_target \*starget, void \*data, void (\*fn)(struct scsi\_device\*, void\*))**

遍历目标的所有设备

1）参数

struct scsi\_target \*starget

要遍历其设备的目标。

void \*data

传递给每个函数调用的不透明参数。

void (\*fn)(struct scsi\_device \*, void \*)

要在每个设备上调用的函数

2）说明

这个函数遍历starget的每个设备。这些设备具有必须由scsi\_host\_put释放的引用。

**void \_\_starget\_for\_each\_device(struct scsi\_target \*starget, void \*data, void (\*fn)(struct scsi\_device\*, void\*))**

遍历目标的所有设备（解锁）

1）参数

struct scsi\_target \*starget

要遍历其设备的目标。

void \*data

回调fn()的参数。

void (\*fn)(struct scsi\_device \*, void \*)

在每个设备上调用的回调函数。

2）说明

这个函数遍历starget的每个设备。它不对scsi\_device进行引用，因此整个循环必须受shost->host\_lock保护。

3）注意事项

唯一需要驱动程序使用这个函数的原因是因为他们需要在irq上下文中访问设备列表。否则，你确实希望使用starget\_for\_each\_device。

**struct scsi\_device \*\_\_scsi\_device\_lookup\_by\_target(struct scsi\_target \*starget, u64 lun)**

根据目标查找设备（非锁定）

1）参数

struct scsi\_target \*starget

SCSI目标指针

u64 lun

SCSI逻辑单元号

2）说明

查找指定lun的scsi\_device。返回的scsi\_device没有额外引用。在调用此函数和任何访问返回的scsi\_device时，您必须持有主机的host\_lock。跳过处于SDEV\_DEL状态的scsi\_device。

3）注意事项

驱动程序应该使用这个函数的唯一原因是因为他们需要在irq上下文中访问设备列表。否则，你确实希望使用scsi\_device\_lookup\_by\_target。

**struct scsi\_device \*scsi\_device\_lookup\_by\_target(struct scsi\_target \*starget, u64 lun)**

根据目标查找设备

1）参数

struct scsi\_target \*starget

SCSI目标指针

u64 lun

SCSI逻辑单元号

2）说明

查找指定lun的scsi\_device。返回的scsi\_device有一个需要使用scsi\_device\_put释放的额外引用。

**struct scsi\_device \*\_\_scsi\_device\_lookup(struct Scsi\_Host \*shost, uint channel, uint id, u64 lun)**

根据主机查找设备（非锁定）

1）参数

struct Scsi\_Host \*shost

SCSI主机指针

uint channel

SCSI通道（如果只有一个通道，则为零）

uint id

SCSI目标号（物理单元号）

u64 lun

SCSI逻辑单元号

2）说明

查找指定主机的通道、id、lun的scsi\_device。返回的scsi\_device没有额外引用。在调用此函数和任何访问返回的scsi\_device时，您必须持有主机的host\_lock。

3）注意事项

驱动程序使用此函数的唯一原因是因为他们需要在irq上下文中访问设备列表。否则，你确实希望使用scsi\_device\_lookup。

**struct scsi\_device \*scsi\_device\_lookup(struct Scsi\_Host \*shost, uint channel, uint id, u64 lun**)

根据主机查找设备

1）参数

struct Scsi\_Host \*shost

SCSI主机指针

uint channel

SCSI通道（如果只有一个通道，则为零）

uint id

SCSI目标号（物理单元号）

u64 lun

SCSI逻辑单元号

2）说明

查找指定主机的通道、id、lun的scsi\_device。返回的scsi\_device有一个需要使用scsi\_device\_put释放的额外引用。

#### drivers/scsi/scsicam.c

用于HDIO\_GETGEO等的SCSI通用访问方法支持函数

**unsigned char \*scsi\_bios\_ptable(struct block\_device \*dev)**

从设备的第一个扇区读取PC分区表。

1）参数

struct block\_device \*dev

来自这个设备

2）说明

读取设备的第一个扇区，并从0x1BE偏移开始返回0x42字节。

3）返回

kmalloc（GFP\_KERNEL）内存中的分区表，或错误时为NULL。

**int scsicam\_bios\_param(struct block\_device \*bdev, sector\_t capacity, int \*ip)**

确定磁盘的缸/磁头/扇区。

1）参数

struct block\_device \*bdev

哪个设备

sector\_t capacity

磁盘的尺寸（以扇区为单位）

int \*ip

返回：ip[0]=磁头数，ip[1]=扇区数，ip[2]=柱面数

2）说明

确定用于SCSI-CAM系统中的驱动器的BIOS映射/几何，根据HDIO\_GETGEO ioctl()所需的结果将结果存储在ip中。

3）返回

失败时为-1，成功时为0。

**int scsi\_partsize(unsigned char \* buf, unsigned long capacity, unsigned int \* cyls, unsigned int \* hds, unsigned int \* secs)**

从PC分区表中解析缸/磁头/扇区

1）参数

unsigned char \* buf

分区表，见scsi\_bios\_ptable（）

unsigned long capacity

磁盘的尺寸（以扇区为单位）

unsigned int \* cyls

放置缸数

unsigned int \* hds

放置磁头数

unsigned int \* secs

放置扇区数

2）说明

确定用于创建分区表的BIOS映射/几何，并将结果存储在cyls，hds和secs中

3）返回

失败时为-1，成功时为0。

#### drivers/scsi/scsi\_error.c

常见SCSI错误/超时处理例程。

**void scsi\_schedule\_eh(struct Scsi\_Host \*shost)**

为SCSI主机安排EH处理

1）参数

struct Scsi\_Host \*shost

在其上调用错误处理的SCSI主机

2）说明

无scmd的安排SCSI EH。

**int scsi\_block\_when\_processing\_errors(struct scsi\_device \*sdev)**

防止命令排队。

1）参数

struct scsi\_device \*sdev

正在从中执行恢复的设备。

2）说明

我们阻止直到主机完成错误恢复，然后检查主机或设备是否离线。

返回：

dev被错误恢复取下时为0。 1表示可以继续。

**int scsi\_check\_sense(struct scsi\_cmnd \*scmd)**

检查SCSI cmd sense

1）参数

struct scsi\_cmnd \*scmd

要检查感觉的CMD。

2）说明

返回：

SUCCESS或FAILED或NEEDS\_RETRY或ADD\_TO\_MLQUEUE

3）注释

检测到延迟错误时，当前命令尚未执行，需要重试。

**void scsi\_eh\_prep\_cmnd(struct scsi\_cmnd \*scmd, struct scsi\_eh\_save \*ses, unsigned char \*cmnd, int cmnd\_size, unsigned sense\_bytes)**

将scsi命令信息保存为错误恢复的一部分

1）参数

struct scsi\_cmnd \*scmd

要劫持的SCSI命令结构

struct scsi\_eh\_save \*ses

保存还原信息的结构

unsigned char \*cmnd

要发送的CDB。如果不需要新命令，则可以为NULL

int cmnd\_size

cmnd的字节数（必须<= MAX\_COMMAND\_SIZE)

unsigned sense\_bytes

要复制的感知数据的大小。或0（如果！= 0，则忽略cmnd）

2）说明

此函数用于在错误恢复过程中重新执行之前保存SCSI命令信息。如果sense\_bytes为0，则发送的命令必须是不传输任何数据的命令。如果sense\_bytes！= 0，则忽略cmnd，并且此函数设置REQUEST\_SENSE命令和cmnd缓冲区以将sense\_bytes读入scmd - > sense\_buffer。

**void scsi\_eh\_restore\_cmnd(struct scsi\_cmnd \*scmd, struct scsi\_eh\_save \*ses)**

将scsi命令信息恢复为错误恢复的一部分

1）参数

struct scsi\_cmnd \*scmd

要恢复的SCSI命令结构

struct scsi\_eh\_save \*ses

与scsi\_eh\_prep\_cmnd的相应调用相关的保存信息

2）说明

撤消上述scsi\_eh\_prep\_cmnd()造成的任何破坏。

**void scsi\_eh\_finish\_cmd(struct scsi\_cmnd \*scmd, struct list\_head \*done\_q)**

处理eh完成的cmd。

1）参数

struct scsi\_cmnd \*scmd

eh已完成的原始SCSI命令。

struct list\_head \*done\_q

已处理命令的队列。

2）注释

我们不想在仍在处理错误时使用正常的命令完成 - 它可能导致其他命令排队，这会干扰我们正在做的事情。因此，我们真正想保留一个挂起命令的列表以进行最终完成，一旦我们准备离开错误处理，我们就可以真正地处理完成。

**int scsi\_eh\_get\_sense(struct list\_head \*work\_q, struct list\_head \*done\_q)**

获取设备感知数据。

1）参数

struct list\_head \*work\_q

要处理的命令队列。

struct list\_head \*done\_q

已处理命令的队列。

2）说明

查看是否需要请求感知信息。如果是，则立即获取它，以便我们更好地知道要做什么。

3）注释

不幸的是，这会导致一个令人不悦的副作用，即如果shost适配器不自动请求感知信息，我们最终会关闭它之前请求它。

现在，所有驱动程序都应在内部请求感知信息，因此，如果您进入此位置，则只能说是tough noogies。

XXX：长期来看，这段代码应该消失，但首先需要审核所有LLDD。

**void scsi\_eh\_ready\_devs(struct Scsi\_Host \*shost, struct list\_head \*work\_q, struct list\_head \*done\_q)**

检查设备准备就绪状态，如有必要进行恢复。

1）参数

struct Scsi\_Host \*shost

要恢复的主机。

struct list\_head \*work\_q

挂起命令的list\_head。

struct list\_head \*done\_q

已处理命令的list\_head。

**void scsi\_eh\_flush\_done\_q(struct list\_head \*done\_q)**

完成已处理的命令或重试它们。

1）参数

struct list\_head \*done\_q

已处理命令的list\_head。

**int scsi\_ioctl\_reset(struct scsi\_device \*dev，int \_\_user \*arg)**

参数

struct scsi\_device \* dev

要操作的scsi\_device

int \_\_user \*arg

重置类型（参见sg.h）

**bool scsi\_get\_sense\_info\_fld(const u8 \*sense\_buffer，int sb\_len，u64 \*info\_out)**

从感知数据（固定或说明符格式）中获取信息字段

1）参数

const u8 \*sense\_buffer

感知数据的字节数组

int sb\_len

sense\_buffer中有效字节的数量

u64 \*info\_out

指向64整数的指针，如果找到8或4字节信息字段，则将其放置在其中。

2）说明

返回：

如果找到信息字段，则返回true，如果未找到，则返回false。

#### drivers/scsi/scsi\_devinfo.c

管理scsi\_dev\_info\_list，该列表跟踪已列入黑名单和白名单的设备。

**int scsi\_dev\_info\_list\_add(int compatible，char \*vendor，char \*model，char \*strflags，blist\_flags\_t flags)**

添加一个dev\_info列表条目。

1）参数

int compatible

如果为true，则将短字符串终止为null。否则，进行空格填充。

char \*vendor

供应商字符串

char \*model

型号（产品）字符串

char \*strflags

整数字符串

blist\_flags\_t flags

如果strflags为NULL，则使用此标志值

2）说明

为供应商、型号、strflags或标志创建并添加一个dev\_info条目。如果兼容，则添加到列表的尾部，不进行空格填充，并设置devinfo->compatible。使用兼容性为1和clfags NULL添加scsi\_static\_device\_list条目。

3）返回

0 OK，-错误的失败。

**struct scsi\_dev\_info\_list \*scsi\_dev\_info\_list\_find(const char \*vendor，const char \*model，enum scsi\_devinfo\_key key)**

查找匹配的dev\_info列表条目。

1）参数

const char \*vendor

完整的供应商字符串

const char \*model

完整的型号（产品）字符串

enum scsi\_devinfo\_key key

指定要使用的列表

2）说明

在由key指定的列表中查找与供应商、型号匹配的第一个dev\_info条目。

3）返回

匹配条目的指针，或失败的ERR\_PTR。

**int scsi\_dev\_info\_list\_add\_str(char \*dev\_list)**

解析dev\_list并添加到scsi\_dev\_info\_list。

1）参数

char \*dev\_list

要添加的设备标志字符串

2）说明

解析dev\_list并添加条目到scsi\_dev\_info\_list。dev\_list的格式为“vendor:product:flag，vendor:product:flag”。通过strsep修改dev\_list。可用于命令行添加，proc或sysfs接口。

3）返回

0表示OK，-error表示失败。

**blist\_flags\_t scsi\_get\_device\_flags（struct scsi\_device \* sdev，const unsigned char \* vendor，const unsigned char \*model）**

从动态设备列表中获取设备特定标志。

1）参数

struct scsi\_device \* sdev

获取标志的scsi\_device

const unsigned char \* vendor

厂商名称

const unsigned char \* model

型号名称

2）说明

搜索全局scsi\_dev\_info\_list（由列表零指定）以查找与供应商和型号匹配的条目，如果找到，则返回匹配的标志值，否则返回主机或全局默认设置。在扫描时调用。

**void scsi\_exit\_devinfo（void）**

删除/ proc / scsi / device\_info和scsi\_dev\_info\_list

1）参数

void

没有参数

**int scsi\_init\_devinfo(void)**

设置动态设备列表。

1）参数

void

没有参数

2）说明

从scsi\_dev\_flags添加命令行条目，然后将scsi\_static\_device\_list条目添加到scsi设备信息列表中。

#### drivers / scsi / scsi\_ioctl.c

处理SCSI设备的ioctl（）调用。

**int scsi\_ioctl（struct scsi\_device \* sdev，fmode\_t mode，int cmd，void \_\_user \* arg）**

将ioctl分派到scsi设备

1）参数

struct scsi\_device \* sdev

接收ioctl的scsi设备

fmode\_t mode

用于打开块/字符设备的模式

int cmd

是哪个ioctl

void \_\_user \* arg

与ioctl相关联的数据

2）说明

scsi\_ioctl（）函数不同于大多数ioctl，因为它不接受major / minor号作为dev字段。相反，它采用指向struct scsi\_device的指针。

#### drivers / scsi / scsi\_lib.c

SCSI排队库。

**int \_\_scsi\_execute（struct scsi\_device \* sdev，const unsigned char \* cmd，int data\_direction，void \* buffer，unsigned bufflen，unsigned char \* sense，struct scsi\_sense\_hdr \* sshdr，int timeout，int retries，blk\_opf\_t flags ，req\_flags\_t rq\_flags，int \* resid）**

插入请求并等待结果

1）参数

struct scsi\_device \* sdev

SCSI设备

const unsigned char \* cmd

SCSI命令

int data\_direction

数据方向

void \* buffer

数据缓冲区

unsigned bufflen

缓冲区长度

unsigned char \* sense

可选的感觉缓冲区

struct scsi\_sense\_hdr \* sshdr

可选的解码感觉头

int timeout

在HZ中的请求超时

int retries

请求重试次数

blk\_opf\_t flags

-> cmd\_flags的标志

req\_flags\_t rq\_flags

-> rq\_flags的标志

int \* resid

可选的剩余长度

2）说明

如果执行了命令，则返回scsi\_cmnd结果字段，如果我们没有达到那个位置，则返回负Linux错误代码。

**struct scsi\_device \* scsi\_device\_from\_queue（struct request\_queue \* q）**

返回与request\_queue关联的sdev

1）参数

struct request\_queue \* q

要从中返回sdev的请求队列

2）说明

返回与请求队列关联的sdev，如果请求队列未引用SCSI设备，则返回NULL。

**int scsi\_mode\_select（struct scsi\_device \* sdev，int pf，int sp，unsigned char \* buffer，int len，int timeout，int retries，struct scsi\_mode\_data \* data，struct scsi\_sense\_hdr \* sshdr）**

发出模式选择

1）参数

struct scsi\_device \* sdev

要查询的SCSI设备

int pf

页面格式位（1 ==标准，0 ==供应商特定）

int sp

保存页位（0 ==不保存，1 ==保存）

unsigned char \* buffer

请求缓冲区（大小不能小于八个字节）

int len

请求缓冲区的长度。

int timeout

命令超时

int retries

失败之前的重试次数

struct scsi\_mode\_data \* data

返回抽象模式头数据的结构

struct scsi\_sense\_hdr \* sshdr

放置感觉数据的地方（如果收集不到感觉，则为NULL）。必须是SCSI\_SENSE\_BUFFERSIZE大。

如果成功，则返回零；在出错时返回负错误号或SCSI状态

**int scsi\_mode\_sense（struct scsi\_device \* sdev，int dbd，int modepage，unsigned char \* buffer，int len，int timeout，int retries，struct scsi\_mode\_data \* data，struct scsi\_sense\_hdr \* sshdr）**

发出模式感知，如果必要，从10字节降级到6字节。

1）参数

struct scsi\_device \* sdev

要查询的SCSI设备

int dbd

设置以防止模式感知返回块说明符

int modepage

请求的模式页

unsigned char \* buffer

请求缓冲区（大小不能小于八个字节）

int len

请求缓冲区的长度。

int timeout

命令超时

int retries

失败之前的重试次数

struct scsi\_mode\_data \* data

返回抽象模式头数据的结构

struct scsi\_sense\_hdr \* sshdr

放置感觉数据的地方（如果收集不到感觉，则为NULL）。必须是SCSI\_SENSE\_BUFFERSIZE大。

如果成功，则返回零；在出错时返回负错误号.

**int scsi\_test\_unit\_ready（struct scsi\_device \* sdev，int timeout，int retries，struct scsi\_sense\_hdr \* sshdr）**

测试单元是否就绪

1）参数

struct scsi\_device \* sdev

SCSI 设备更改状态。

int 超时

命令超时

int 重试次数

失败之前的重试次数

struct scsi\_sense\_hdr \*sshdr

解码感官信息的输出指针。

如果 TUR 失败，则返回零或错误。对于可移动介质，UNIT\_ATTENTION 设置 ->changed 标志。

**int scsi\_device\_set\_state(struct scsi\_device \*sdev，enum scsi\_device\_state state)**

通过设备状态模型取得指定设备状态。

1）参数

struct scsi\_device \*sdev

要更改状态的 SCSI 设备。

enum scsi\_device\_state state

要更改到的状态。

如果成功则返回零或请求转换非法则返回错误。

**void sdev\_evt\_send(struct scsi\_device \*sdev，struct scsi\_event \*evt)**

发送事件到 uevent 线程

1）参数

struct scsi\_device \*sdev

事件发生的 SCSI 设备

struct scsi\_event \*evt

要发送的事件

异步断言 SCSI 设备事件。

**struct scsi\_event \*sdev\_evt\_alloc(enum scsi\_device\_event evt\_type，gfp\_t gfpflags)**

分配一个新的 SCSI 事件

1）参数

enum scsi\_device\_event evt\_type

要分配的事件类型

gfp\_t gfpflags

用于分配的 GFP 标志

分配并返回新的 scsi\_event。

**void sdev\_evt\_send\_simple(struct scsi\_device \*sdev，enum scsi\_device\_event evt\_type，gfp\_t gfpflags)**

发送事件到 uevent 线程

1）参数

struct scsi\_device \*sdev

事件发生的 SCSI 设备

enum scsi\_device\_event evt\_type

要发送的事件类型

gfp\_t gfpflags

用于分配的 GFP 标志

异步断言 SCSI 设备事件，给定事件类型。

**int scsi\_device\_quiesce(struct scsi\_device \*sdev)**

阻止除电源管理外的所有命令。

1）参数

struct scsi\_device \*sdev

要静音的 SCSI 设备。

通过尝试转换到 SDEV\_QUIESCE 状态（必须是合法的转换）来达到这个目的。当设备处于此状态时，只有接受电源管理请求，所有其他请求都将被延迟。

必须在用户上下文中调用，可能会睡眠。

如果不成功则返回零或错误。

**void scsi\_device\_resume(struct scsi\_device \*sdev)**

恢复静音设备的用户发出的命令。

1）参数

struct scsi\_device \*sdev

要恢复的 SCSI 设备。

将设备从静音恢复到运行并重新启动队列。

必须在用户上下文中调用，可能会睡眠。

**int scsi\_internal\_device\_block\_nowait(struct scsi\_device \*sdev)**

尝试转换到 SDEV\_BLOCK 状态

1）参数

struct scsi\_device \*sdev

要阻止的设备

2）说明

在指定设备上暂停 SCSI 命令处理。不睡眠。

如果成功则返回零或负错误代码。

3）注释

此例程将设备转换为 SDEV\_BLOCK 状态（必须是合法的转换）。当设备处于此状态时，命令处理被暂停，直到设备离开 SDEV\_BLOCK 状态。另请参见 scsi\_internal\_device\_unblock\_nowait()。

**int scsi\_internal\_device\_unblock\_nowait(struct scsi\_device \*sdev，enum scsi\_device\_state new\_state)**

在块请求之后恢复设备

1）参数

struct scsi\_device \*sdev

要恢复的设备

enum scsi\_device\_state new\_state

解除阻止后要设置设备的状态

2）**说明**

重新启动以前已经暂停的 SCSI 设备队列。不睡眠。

如果成功则返回零或负错误代码。

3）注释

此例程将设备转换为 SDEV\_RUNNING 状态或一个离线状态（必须是合法的转换），允许中间层启动该设备的队列。

**void \*scsi\_kmap\_atomic\_sg(struct scatterlist \*sgl，int sg\_count，size\_t \*offset，size\_t \*len)**

查找并原子地映射 SG 元素

1）参数

struct scatterlist \*sgl

散列收集列表

int sg\_count

sg 中的段数

size\_t \*offset

在 sg 中的字节偏移，在映射区域中返回偏移量

size\_t \*len

要映射的字节数，在返回时返回映射的字节数

2）说明

返回映射页面开始的虚拟地址

**void scsi\_kunmap\_atomic\_sg(void \*virt)**

使用 scsi\_kmap\_atomic\_sg 映射虚拟地址

1）参数

void \*virt

要取消映射的虚拟地址

**int scsi\_vpd\_lun\_id(struct scsi\_device \*sdev，char \*id，size\_t id\_len)**

返回唯一设备标识符

1）参数

struct scsi\_device \*sdev

SCSI 设备

char \*id

用于标识的缓冲区

size\_t id\_len

缓冲区长度

2）说明

根据设备的 VPD 页面 0x83 中的信息，将唯一设备标识符复制到 id 中。该字符串将格式化为 SCSI 名称字符串。

返回标识符的长度或失败时返回错误。如果标识符长度超过所提供的缓冲区，则返回实际的标识符长度，并且不填零缓冲区。

#### drivers/scsi/scsi\_lib\_dma.c

依赖于 DMA（映射和取消映射散列收集列表）的 SCSI 库函数。

**int scsi\_dma\_map(struct scsi\_cmnd \*cmd)**

对命令的 SG 列表执行 DMA 映射

1）参数

struct scsi\_cmnd \*cmd

SCSI 命令

2）说明

返回实际使用的 SG 列表数，如果 SG 列表为空则为零，或 -ENOMEM（映射失败）。

**void scsi\_dma\_unmap(struct scsi\_cmnd \*cmd)**

取消映射 scsi\_dma\_map 映射的命令的 SG 列表

1）参数

struct scsi\_cmnd \*cmd

SCSI 命令

#### drivers/scsi/scsi\_proc.c

此文件中的函数提供了 PROC 文件系统与 SCSI 设备驱动之间的接口。主要用于调试、统计和直接传递信息到底层驱动程序。例如，管理 /proc/scsi/\* 时使用的管道。

**void scsi\_proc\_hostdir\_add(struct scsi\_host\_template \*sht)**

在 /proc 中为 SCSI 主机创建目录。

1）参数

struct scsi\_host\_template \*sht

此目录的所有者。

2）说明

将 sht->proc\_dir 设置为新目录。

**void scsi\_proc\_hostdir\_rm(struct scsi\_host\_template \*sht)**

在 /proc 中删除 SCSI 主机的目录。

1）参数

struct scsi\_host\_template \*sht

此目录的所有者。

**void scsi\_proc\_host\_add(struct Scsi\_Host \*shost)**

将此主机的条目添加到适当的 /proc 目录中。

1）参数

struct Scsi\_Host \*shost

要添加的主机。

**void scsi\_proc\_host\_rm(struct Scsi\_Host \*shost)**

从 /proc 中删除此主机的条目。

1）参数

struct Scsi\_Host \*shost

哪个主机。

**int proc\_print\_scsidevice(struct device \*dev, void \*data)**

返回有关此主机的数据。

1）参数

struct device \*dev

一个 SCSI 设备。

void \*data

输出到的 struct seq\_file。

2）说明

打印 Host、通道、ID、LUN、Vendor、Model、Rev、Type 和 revision。

**int scsi\_add\_single\_device(uint host, uint channel, uint id, uint lun)**

响应用户请求探测/添加设备。

1）参数

uint host

用户提供的十进制整数。

uint channel

用户提供的十进制整数。

uint id

用户提供的十进制整数。

uint lun

用户提供的十进制整数。

2）说明

通过在 /proc/scsi/scsi 中写入“scsi add-single-device”来调用。执行 scsi\_host\_lookup()，并且如果该传输类型支持，则执行 user\_scan()；否则，执行 scsi\_scan\_host\_selected()。

3）注意

这似乎专门针对 SCSI 并行总线。

**int scsi\_remove\_single\_device(uint host, uint channel, uint id, uint lun)**

响应用户请求删除设备。

1）参数

uint host

用户提供的十进制整数。

uint channel

用户提供的十进制整数。

uint id

用户提供的十进制整数。

uint lun

用户提供的十进制整数。

2）说明

通过在 /proc/scsi/scsi 中写入“scsi remove-single-device”来调用。执行 scsi\_device\_lookup() 和 scsi\_remove\_device()。

s**size\_t proc\_scsi\_write(struct file \*file, const char \_\_user \*buf, size\_t length, loff\_t \*ppos)**

处理 /proc/scsi/scsi 中的写操作。

1）参数

struct file \*file

未使用。

const char \_\_user \*buf

要写入的缓冲区。

size\_t length

buf 的长度，至多为 PAGE\_SIZE。

loff\_t \*ppos

未使用。

2）说明

这提供了一种遗留机制，可以通过 Host、通道、ID 和 LUN 来添加或删除设备。要使用，“echo 'scsi add-single-device 0 1 2 3' > /proc/scsi/scsi”或“echo 'scsi remove-single-device 0 1 2 3' > /proc/scsi/scsi”，其中“0 1 2 3”分别替换为 Host、通道、ID 和 LUN。

3）注意

这似乎针对并行 SCSI。大多数现代总线（USB、SATA、Firewire、光纤通道等）动态分配这些值以提供唯一的标识符，仅此而已。

**int proc\_scsi\_open(struct inode \*inode, struct file \*file)**

粘合函数。

1）参数

struct inode \*inode

未使用。

struct file \*file

传递给 single\_open()。

2）说明

将 proc\_scsi\_show 与此文件关联。

**int scsi\_init\_procfs(void)**

在 procfs 中创建 scsi 和 scsi/scsi。

1）参数

void

无参数。

**void scsi\_exit\_procfs(void)**

从 procfs 中删除 scsi/scsi 和 scsi。

2）参数

void

无参数。

#### drivers/scsi/scsi\_netlink.c

通过 netlink 提供异步事件的基础结构从传输到用户空间，使用一个 NETLINK\_SCSITRANSPORT 协议用于所有传输。有关更多详细信息，请参见原始修补程序提交。

**void scsi\_nl\_rcv\_msg(struct sk\_buff \*skb)**

接收消息处理程序。

1）参数

struct sk\_buff \*skb

套接字接收缓冲区。

2）说明

从接收缓冲区中提取消息。验证消息头并调用适当的传输消息处理程序。

**void scsi\_netlink\_init(void)**

由 SCSI 子系统调用以初始化 SCSI 传输 netlink 接口。

1）参数

void

无参数。

**void scsi\_netlink\_exit(void)**

由 SCSI 子系统调用以禁用 SCSI 传输 netlink 接口。

1）参数

void

无参数。

#### drivers/scsi/scsi\_scan.c

扫描主机以确定连接了哪些（如果有）设备。通常的扫描/探测算法如下，根据设备特定标志、编译选项和全局变量（引导或模块加载时）设置进行了例外处理。通过 INQUIRY 命令扫描特定的 LUN；如果 LUN 有连接的设备，则为其分配并设置 scsi\_device。对于给定主机上的每个通道的每个 ID，从扫描 LUN 0 开始。跳过完全不响应 LUN 0 的主机。否则，如果 LUN 0 有连接的设备，则为其分配并设置 scsi\_device。如果目标是 SCSI-3 或更高版本，则发出 REPORT LUN，并扫描 REPORT LUN 返回的所有 LUN；否则，顺序扫描 LUN，直到达到一些最大值或者看到不能连接设备的 LUN。

**int scsi\_complete\_async\_scans(void)**

等待异步扫描完成

1）参数

无

无参数

2）说明

当此函数返回时，任何在此函数调用之前开始扫描的主机都已完成其扫描。在此函数被调用之后开始扫描的主机可能已完成或未完成。

**void scsi\_unlock\_floptical(struct scsi\_device \*sdev, unsigned char \*result)**

通过特殊的 MODE SENSE 命令解锁设备

1）参数

struct scsi\_device \*sdev

发送命令的 scsi 设备

unsigned char \*result

存储 MODE SENSE 结果的区域

2）说明

发送厂商特定的 MODE SENSE（而不是 MODE SELECT）命令。仅对 BLIST\_KEY 设备调用。

**struct scsi\_device \*scsi\_alloc\_sdev(struct scsi\_target \*starget, u64 lun, void \*hostdata)**

分配并设置一个 SCSI 设备

1）参数

struct scsi\_target \*starget

要为其分配 SCSI 设备的目标

u64 lun

哪个 LUN

void \*hostdata

通常为 NULL，并由 ->slave\_alloc 设置

2）说明

分配、初始化 IO 并返回指向 SCSI 设备的指针。将 shost、channel、id 和 lun 存储在 SCSI 设备中，并将 SCSI 设备添加到适当的列表中。

返回：

SCSI 设备指针，或在失败时为 NULL。

**void scsi\_target\_reap\_ref\_release(struct kref \*kref)**

从可见性中删除目标

1）参数

struct kref \*kref

被释放的目标的 reap\_ref

2）说明

当 reap\_ref 的最后一个 put 调用时调用，这表明不再有任何设备在此目标下可见，因此在 sysfs 中使目标不可见。注意：我们必须在用户上下文中执行此操作，因为目标 reap 应该在移除 SCSI 设备可见性的位置执行。

**struct scsi\_target \*scsi\_alloc\_target(struct device \*parent, int channel, uint id)**

分配一个新的或查找现有的目标

1）参数

struct device \*parent

目标的父级（不需要是 SCSI 主机）

int channel

目标通道号（如果没有通道，则为零）

uint id

目标 ID 号码

2）说明

如果已存在现有目标，则返回该目标，前提是它还没有进入 STARGET\_DEL 状态，否则分配新目标。

返回目标时，其引用次数已增加，因此调用者负责回收并进行最后一次放置。

**void scsi\_target\_reap(struct scsi\_target \*starget)**

检查目标是否正在使用并销毁

1）参数

struct scsi\_target \*starget

要检查的目标

2）说明

在删除 LUN 或对目标进行最后一次放置之后使用此函数，它会原子地检查是否有任何内容正在使用该目标，并在出现这种情况时删除该目标。

**int scsi\_probe\_lun(struct scsi\_device \*sdev, unsigned char \*inq\_result, int result\_len, blist\_flags\_t \*bflags)**

使用 SCSI INQUIRY 探测单个 LUN

1）参数

struct scsi\_device \*sdev

要探测的 SCSI 设备

unsigned char \*inq\_result

存储 INQUIRY 结果的区域

int result\_len

inq\_result 的长度

blist\_flags\_t \*bflags

将任何 bflags 存储在此处

2）说明

使用标准 SCSI INQUIRY 探测与请求相关联的 LUN；如果 INQUIRY 成功，则返回零，并将 INQUIRY 数据存储在 inq\_result 中；将 scsi\_level 和 INQUIRY 长度复制到 scsi\_device 中，任何 flags 值都存储在 \*bflags 中。

**int scsi\_add\_lun(struct scsi\_device \*sdev, unsigned char \*inq\_result, blist\_flags\_t \*bflags, int async)**

分配并完全初始化 SCSI 设备

1）参数

struct scsi\_device \*sdev

包含要存储在新 SCSI 设备中的信息

unsigned char \*inq\_result

保存先前对 LUN 进行的 INQUIRY 的结果

blist\_flags\_t \*bflags

黑 / 白名单标志

int async

如果此设备正在异步扫描，则为 1

2）说明

初始化 SCSI 设备 sdev。根据 \*bflags 中的值可选地设置字段。

3）返回

SCSI\_SCAN\_NO\_RESPONSE：无法分配或设置 SCSI 设备 SCSI\_SCAN\_LUN\_PRESENT：已分配并初始化新 SCSI 设备

**unsigned char \*scsi\_inq\_str(unsigned char \*buf, unsigned char \*inq, unsigned first, unsigned end)**

从最小到最大索引打印 INQUIRY 数据，去除尾随空格

1）参数

unsigned char \*buf

输出缓冲区，至少有 end-first+1 字节的空间

unsigned char \*inq

Inquiry 缓冲区（输入）

unsigned first

从 inq 中提取的字符串的偏移量

unsigned end

inq 中最后一个字符之后的索引

**int scsi\_probe\_and\_add\_lun(struct scsi\_target \*starget, u64 lun, blist\_flags\_t \*bflagsp, struct scsi\_device \*\*sdevp, enum scsi\_scan\_mode rescan, void \*hostdata)**

探测 LUN，如果找到 LUN，则将其添加

1）参数

struct scsi\_target \*starget

指向目标设备结构的指针

u64 lun

目标设备的 LUN

blist\_flags\_t \*bflagsp

如果不为 NULL，则在此处存储 bflags

struct scsi\_device \*\*sdevp

探测与此 scsi\_device 对应的 LUN

enum scsi\_scan\_mode rescan

如果不等于 SCSI\_SCAN\_INITIAL，则跳过仅需要在第一次扫描时使用的一些代码

void \*hostdata

传递到 scsi\_alloc\_sdev()

2）说明

调用 scsi\_probe\_lun，如果找到连接设备的 LUN，则电话 scsi\_add\_lun 进行分配和设置。

3）返回

SCSI\_SCAN\_NO\_RESPONSE：无法分配或设置 SCSI 设备

SCSI\_SCAN\_TARGET\_PRESENT：目标已响应，但在LUN上未连接设备

SCSI\_SCAN\_LUN\_PRESENT：已分配并初始化新的scsi\_device

**void scsi\_sequential\_lun\_scan(struct scsi\_target \*starget, blist\_flags\_t bflags, int scsi\_level, enum scsi\_scan\_mode rescan)**

按顺序扫描SCSI目标

1）参数

struct scsi\_target \*starget

指向要扫描的目标struct 的指针

blist\_flags\_t bflags

用于LUN 0的黑名单/白名单标志

int scsi\_level

该设备遵循哪个版本的标准

enum scsi\_scan\_mode rescan

传递到scsi\_probe\_add\_lun（）中

2）说明

通常从LUN 1（假定已经扫描了LUN 0）开始扫描到某个最大的LUN，直到找到一个没有连接设备的LUN。使用bflags来确定任何奇怪的情况。

修改sdevscan->lun。

**int scsi\_report\_lun\_scan(struct scsi\_target \*starget，blist\_flags\_t bflags，enum scsi\_scan\_mode rescan)**

使用SCSI REPORT LUN结果进行扫描

1）参数

struct scsi\_target \*starget

哪个目标

blist\_flags\_t bflags

BLIST\_NOLUN，BLIST\_REPORTLUN2或BLIST\_NOREPORTLUN的零值或混合

enum scsi\_scan\_mode rescan

如果我们只需要跳过第一次扫描所需的代码，则非零值

2）说明

通过发送REPORT LUN命令进行快速扫描现代（SCSI-3）设备。通过调用scsi\_probe\_and\_add\_lun扫描LUN列表的结果。

如果设置了BLINK\_REPORTLUN2，则即使其早于SCSI-3，也可以扫描支持8个以上LUN的目标。如果设置了BLIST\_NOREPORTLUN，则始终返回1。如果设置了BLIST\_NOLUN，则始终返回0。如果设置了starget->no\_report\_luns，则始终返回1。

3）返回

0：扫描完成（或无法进行进一步的扫描，因此是徒劳的）1：无法使用REPORT LUN进行扫描

**struct async\_scan\_data \*scsi\_prep\_async\_scan(struct Scsi\_Host \*shost)**

准备进行异步扫描

1）参数

struct Scsi\_Host \*shost

将被扫描的主机

2）返回

一个cookie，将传递给scsi\_finish\_async\_scan（）

3）说明

告诉midlayer这个主机将做异步扫描。它保留了主机在扫描列表中的位置，并确保在此之后启动的其他异步扫描不会影响发现的设备的排序。

**void scsi\_finish\_async\_scan(struct async\_scan\_data \*data)**

异步扫描完成

1）参数

struct async\_scan\_data \*data

从先前调用scsi\_prep\_async\_scan（）返回的cookie

2）说明

所有当前连接到该主机的设备都已找到。此函数将发现的所有设备公告给系统的其余部分。

#### drivers / scsi / scsi\_sysctl.c

设置sysctl条目：“/ dev / scsi / logging\_level”（DEV\_SCSI\_LOGGING\_LEVEL），用于设置/返回scsi\_logging\_level

#### drivers / scsi / scsi\_sysfs.c

SCSI sysfs接口例程。

**void scsi\_remove\_device(struct scsi\_device \*sdev)**

从SCSI总线注销设备

1）参数

struct scsi\_device \*sdev

要注销的scsi\_device

**void scsi\_remove\_target(struct device \*dev)**

尝试删除目标及其所有设备

1）参数

struct device \*dev

要删除的一般的starget或父级starget

2）注意

这有点赛车。如果用户请求添加另一个设备，那么目标可能不会被删除。

#### drivers/scsi/hosts.c

从中间到低级SCSI驱动程序接口

**void scsi\_remove\_host(struct Scsi\_Host \*shost)**

删除SCSI主机

1）参数

struct Scsi\_Host \*shost

指向要删除的scsi主机的指针

**int scsi\_add\_host\_with\_dma(struct Scsi\_Host \*shost，struct device \*dev，struct device \*dma\_dev)**

使用dma设备添加scsi主机

1）参数

struct Scsi\_Host \*shost

要添加的scsi主机指针

struct device \*dev

一种类型为scsi类的struct

struct device \*dma\_dev

主机DMA设备

2）注意

你很少需要担心这一点，除非你在虚拟主机环境中，因此请改用更简单的scsi\_add\_host（）函数。

返回：

成功时为0 /！= 0为错误

**struct Scsi\_Host \*scsi\_host\_alloc(struct scsi\_host\_template \*sht，int privsize)**

注册scsi主机适配器实例。

1）参数

struct scsi\_host\_template \*sht

指向scsi主机模板的指针

int privsize

为驱动程序分配的额外字节数

2）注意

分配新的Scsi\_Host并执行基本初始化。在调用scsi\_add\_host之前，不会将主机发布到scsi中层。

3）说明

返回：

指向新Scsi\_Host的指针

**struct Scsi\_Host \*scsi\_host\_lookup（unsigned short hostnum）**

通过主机编号获取对Scsi\_Host的引用

1）参数

unsigned short hostnum

要查找的主机编号

2）说明

返回：

指向所定位的Scsi\_Host的指针或NULL。

调用者必须执行scsi\_host\_put（）以放弃scsi\_host\_get（）所获得的引用。下面的put\_device（）从class\_find\_device（）放弃了参考。

**struct Scsi\_Host \*scsi\_host\_get（struct Scsi\_Host \*shost）**

增加Scsi\_Host引用计数

1）参数

struct Scsi\_Host \*shost

要增加的Scsi\_Host的指针。

**int scsi\_host\_busy（struct Scsi\_Host \*shost）**

返回主机繁忙计数

参数

struct Scsi\_Host \*shost

要增加的Scsi\_Host的指针。

**void scsi\_host\_put（struct Scsi\_Host \*shost）**

减少Scsi\_Host引用计数

参数

struct Scsi\_Host \*shost

要减少的Scsi\_Host的指针。

**int scsi\_queue\_work（struct Scsi\_Host \*shost，struct work\_struct \*work）**

将工作排入 Scsi\_Host 工作队列。

1）参数

struct Scsi\_Host \*shost

Scsi\_Host 指针。

struct work\_struct \*work

要排队执行的工作。

2）说明

返回：

1 - 工作已排队执行 0 - 工作已经被排队 -EINVAL - 工作队列不存在

**void scsi\_flush\_work(struct Scsi\_Host \*shost)**

刷新 Scsi\_Host 工作队列。

参数

struct Scsi\_Host \*shost

Scsi\_Host 指针。

#### drivers/scsi/scsi\_common.c

通用支持函数

**const char \*scsi\_device\_type(unsigned type)**

返回一个指示设备类型的 17 个字符的字符串。

参数

unsigned type

要查找的类型编号

**u64 scsilun\_to\_int(struct scsi\_lun \*scsilun)**

将 scsi\_lun 转换为整数

1）参数

struct scsi\_lun \*scsilun

要转换的 struct scsi\_lun。

2）说明

将 scsilun 从 struct scsi\_lun 转换为四字节的主机字节顺序的整数，并返回结果。调用者必须在使用此函数之前检查截断。

3）注

有关 LUN 格式的说明，请参见 SCSI 架构模型后 SCSI-3，有关 SCSI-3，请参见 SCSI 控制器命令。

对于 struct scsi\_lun：d2 04 0b 03 00 00 00 00，该函数返回整数：0x0b03d204

此编码将返回标准整数 LUN，适用于小于 256 的 LUN，它们通常使用单级 LUN 结构和地址方法 0。

**void int\_to\_scsilun(u64 lun, struct scsi\_lun \*scsilun)**

将整数转换回 scsi\_lun

1）参数

u64 lun

要还原的整数

struct scsi\_lun \*scsilun

要设置的 struct scsi\_lun。

2）说明

撤消 scsilun\_to\_int 的功能，该函数将 8 字节的 LUN 值打包到整数中。此例程将整数解包回 LUN 值。

3）注

给定整数：0x0b03d204，此函数返回 struct scsi\_lun：d2 04 0b 03 00 00 00 00

**bool scsi\_normalize\_sense(const u8 \*sense\_buffer, int sb\_len, struct scsi\_sense\_hdr \*sshdr)**

将固定或说明符感知数据格式的主要元素标准化为通用格式。

1）参数

const u8 \*sense\_buffer

包含由设备返回的感知数据的字节数组

int sb\_len

sense\_buffer 中有效字节数

struct scsi\_sense\_hdr \*sshdr

将写入常用元素的struct 的实例的指针。

2）注

感知数据的“主要元素”为：响应代码、感知密钥、asc、ascq 和 additional\_length（仅适用于说明符格式）。

通常，此函数可在设备用 CHECK\_CONDITION 状态响应 SCSI 命令后调用。

3）说明

返回：

如果找到有效的感知数据信息，则为 true，否则为 false；

**const u8 \*scsi\_sense\_desc\_find(const u8 \*sense\_buffer, int sb\_len, int desc\_type)**

在说明符感知数据格式中搜索指定的说明符类型。

1）参数

const u8 \* sense\_buffer

说明符格式感知数据的字节数组

int sb\_len

sense\_buffer 中有效字节数

int desc\_type

要查找的说明符类型值（例如 0 -> 信息）

2）注

仅当感知数据在说明符格式中有效时才有效

3）说明

返回：

如果找到，则为第一个说明符的起始指针，否则为 NULL

**void scsi\_build\_sense\_buffer(int desc, u8 \*buf, u8 key, u8 asc, u8 ascq)**

在缓冲区中构建感知数据

1）参数

int desc

感知格式（非零 == 说明符格式，0 == 固定格式）

u8 \*buf

构建感知数据的位置

u8 key

感知密钥

u8 asc

附加感知代码

u8 ascq

附加感知代码限定符

**int scsi\_set\_sense\_information(u8 \*buf, int buf\_len, u64 info)**

在格式化的感知数据缓冲区中设置信息字段

1）参数

u8 \*buf

构建感知数据的位置

int buf\_len

缓冲区长度

u64 info

要设置的 64 位信息值

2）说明

返回：

成功返回 0 或缓冲区长度无效时返回 -EINVAL

**int scsi\_set\_sense\_field\_pointer(u8 \*buf, int buf\_len, u16 fp, u8 bp, bool cd)**

在格式化的感知数据缓冲区中设置字段指针感知密钥特定信息

1）参数

u8 \*buf

构建感知数据的位置

int buf\_len

缓冲区长度

u16 fp

要设置的字段指针

u8 bp

要设置的位指针

bool cd

指令/数据位

2）**说明**

返回：

成功返回 0 或缓冲区长度无效时返回 -EINVAL

传输类

传输类是 SCSI 下层驱动程序的服务库，它们在 sysfs 中公开传输属性。

光纤通道传输

文件 drivers/scsi/scsi\_transport\_fc.c 定义了光纤通道的传输属性。

**u32 fc\_get\_event\_number(void)**

获取下一个顺序 FC 事件编号

1）参数

void

无参数

2）注

我们可以内联，但这将需要公开 fc\_event\_seq。暂时，接受子程序调用。原子用于避免锁定/解锁…

**void fc\_host\_post\_event(struct Scsi\_Host \*shost, u32 event\_number, enum fc\_host\_event\_code event\_code, u32 event\_data)**

在 fc\_host 上发布事件。

1）参数

struct Scsi\_Host \*shost

事件发生的主机

u32 event\_number

从 get\_fc\_event\_number() 获取的 FC 事件编号

枚举fc\_host\_event\_code事件代码

发布fc\_host事件

u32事件数据

发布的事件的32位数据

2）注释

这个函数在输入时假定没有任何锁定。

**void fc\_host\_post\_vendor\_event(struct Scsi\_Host \*shost, u32 event\_number, u32 data\_len, char \*data\_buf, u64 vendor\_id)**

在fc\_host上发布唯一的供应商事件

1）参数

struct Scsi\_Host \*shost

事件发生的主机

u32 event\_number

从get\_fc\_event\_number()获得的fc事件编号

u32 data\_len

供应商唯一数据的字节数

char \* data\_buf

指向供应商唯一数据的指针

u64 vendor\_id

供应商ID

2）注释

这个函数在输入时假定没有任何锁定。

**enum blk\_eh\_timer\_return fc\_eh\_timed\_out（struct scsi\_cmnd \*scmd）**

FC传输I/O超时拦截处理程序

1）参数

struct scsi\_cmnd \*scmd

超时的SCSI命令

2）说明

这个例程保护错误处理程序在rport处于阻塞状态时被唤醒，通常是因为临时丢失连接。如果允许错误处理程序继续，请求中止i/o，重置目标等将很可能失败，因为没有办法与设备通信执行所请求的功能。这些失败可能导致中间层将设备下线，需要手动干预才能恢复操作。

每当i/o超时时调用此例程，验证基础rport的状态。如果rport被阻止，则返回EH\_RESET\_TIMER，它将继续重新安排超时。最终，设备将返回，或者devloss\_tmo将触发，当超时时，它将以正常方式处理。如果rport没有被阻止，正常的错误处理将继续。

3）注释

这个函数在输入时假定没有任何锁定。

**void fc\_remove\_host(struct Scsi\_Host \*shost)**

被称为终止一个scsi主机的任何fc\_transport相关元素。

1）参数

struct Scsi\_Host \*shost

哪个Scsi\_Host

2）说明

这个例程被期望在一个驱动程序调用scsi\_remove\_host()之前立即被调用。

警告：使用fc\_transport的驱动程序，如果在scsi\_remove\_host()之前没有调用此例程，则会在/sys/class/fc\_remote\_ports中留下悬空对象。访问其中的任何对象可能导致系统崩溃！

3）注释

这个函数在输入时假定没有任何锁定。

**struct fc\_rport \*fc\_remote\_port\_add(struct Scsi\_Host \*shost, int channel, struct fc\_rport\_identifiers \*ids)**

通知fc传输存在远程FC端口。

1）参数

struct Scsi\_Host \*shost

远程端口所连接到的scsi主机。

int channel

连接到shost端口上的通道。

struct fc\_rport\_identifiers \*ids

远程端口的世界范围名称、fc地址和FC4端口角色。

2）说明

LLDD调用此函数通知传输存在远程端口。LLDD提供端口的唯一标识符（wwpn、wwn）、它的FC地址（port\_id）以及激活的FC4角色。

对于FCP目标（也称为scsi目标）的端口，FC传输代表LLDD维护一致的目标id绑定。一致的目标id绑定是将目标id分配给远程端口标识符的一种分配方法，该分配在附加的scsi主机时持续存在。远程端口可能消失，然后再次出现，它的目标ID分配仍然相同。这允许FC寻址的变化（如果按照wwpn或wwnn绑定）而不对基于scsi主机号和目标ID值的scsi子系统造成任何明显的更改。绑定只在附加scsi主机期间有效。如果主机分离，然后稍后重新附加，目标id绑定可能会改变。

此例程负责返回远程端口结构。该例程会在其内部维护的一致目标ID映射列表中搜索。如果找到，则将重新使用远程端口结构。否则，将分配一个新的远程端口结构。

每当分配远程端口时，都会创建一个新的fc\_remote\_port类设备。

不应从中断上下文中调用。

3）注释

这个函数在输入时假定没有任何锁定。

void fc\_remote\_port\_delete(struct fc\_rport \*rport)

通知fc传输某个远程端口不再存在。

1）参数

struct fc\_rport \*rport

不再存在的远程端口

2）说明

LLDD调用此例程通知传输，某个远程端口不再是拓扑的一部分。请注意：虽然某个端口可能不再是拓扑的一部分，但它可能仍然存在于fc\_host显示的远程端口中。我们在以下情况下这样做：

如果该端口是scsi目标，则通过“阻止”它来延迟其删除。这允许端口在暂时消失、然后重新出现时不会破坏附加到其上的SCSI设备树。在“阻止”期间，端口仍然存在。

如果端口是SCSI目标并且消失的时间比我们预期的更长，我们将删除该端口并撤销附加到该端口的SCSI设备树。但是，如果最终存在该端口，我们希望半持久化分配给该端口的目标ID。端口结构将保持不变（尽管只有最少的信息），以便目标ID绑定也保持不变。

如果远程端口不是FCP目标，则将完全撤销和释放fc\_remote\_port类设备。

如果远程端口是FCP目标，则将该端口放置在临时阻止状态。从LLDD的角度来看，rport不再存在。从SCSI中间层的角度来看，SCSI目标存在，但所有附加在其上的sdev都被阻止进行进一步的I/O。然后期望如下。

如果远程端口没有返回（通过LLDD调用fc\_remote\_port\_add()发出信号）并在dev\_loss\_tmo超时内，则将删除SCSI目标-杀死所有未完成的I/O并删除附加到其上的SCSI设备。端口结构将被标记为不存在，并且会部分清除，只留下足够的信息以识别远程端口相对于SCSI目标ID绑定，如果它后来出现。只要有有效的绑定（例如，直到用户更改绑定类型或卸载具有绑定的SCSI主机），端口就会保持不变。

如果远程端口在dev\_loss\_tmo值内返回（并根据目标ID绑定类型进行匹配），则将重复使用该端口结构。如果它不再是SCSI目标，则将删除目标。如果它仍然是SCSI目标，则将解除阻止（允许恢复I/O），并激活扫描以确保检测到所有逻辑单元。

仅从正常进程上下文调用-不能从中断调用。

3）笔记

此例程假定输入时未保持任何锁定。

**void fc\_remote\_port\_rolechg（struct fc\_rport \* rport，u32 roles）**

通知FC运输角色在远程上可能已更改。

1）参数

struct fc\_rport \* rport

更改的远程端口。

u32 roles

此端口的新角色。

2）说明

LLDD调用此例程以通知传输角色在远程端口上可能已更改。这的最大影响是，如果某个端口现在变为FCP目标，则必须为其分配SCSI目标ID。如果端口不再是FCP目标，则分配给它的任何SCSI目标ID值将保留，以防角色再次更改以包括FCP目标。如果角色更改，SCSI中间层中不会引发任何更改（预计角色将被恢复。如果没有，将发生正常的错误处理）。

不应从中断上下文调用。

3）笔记

此例程假定输入时未保持任何锁定。

**int fc\_block\_rport（struct fc\_rport \* rport**）

为阻止的fc\_rport阻止SCSI eh线程。

1）参数

struct fc\_rport \* rport

SCSI\_eh正在尝试恢复的远程端口。

2）说明

此例程可以从FC LLD scsi\_eh回调中调用。它阻止scsi\_eh线程，直到fc\_rport离开FC\_PORTSTATE\_BLOCKED状态或fast\_io\_fail\_tmo启动。这是必要的，以避免scsi\_eh对已阻止的rports失败恢复操作，这将导致已脱机的SCSI设备。

3）返回

如果fc\_rport离开状态FC\_PORTSTATE\_BLOCKED，则返回0。

FAST\_IO\_FAIL如果fast\_io\_fail\_tmo已触发，则应将其传回scsi\_eh。

**int fc\_block\_scsi\_eh（struct scsi\_cmnd \* cmnd）**

为阻止的fc\_rport阻止SCSI eh线程

1）参数

struct scsi\_cmnd \* cmnd

scsi\_eh正在尝试恢复的SCSI命令。

2）说明

此例程可以从FC LLD scsi\_eh回调中调用。它阻止scsi\_eh线程，直到fc\_rport离开FC\_PORTSTATE\_BLOCKED状态或fast\_io\_fail\_tmo启动。这是必要的，以避免scsi\_eh对已阻止的rports失败恢复操作，这将导致已脱机的SCSI设备。

3）返回

如果fc\_rport离开状态FC\_PORTSTATE\_BLOCKED，则返回0。

FAST\_IO\_FAIL如果fast\_io\_fail\_tmo已触发，则应将其传回scsi\_eh。

**struct fc\_vport \* fc\_vport\_create(struct Scsi\_Host \* shost，int channel，struct fc\_vport\_identifiers \* ids)**

管理应用程序或LLDD请求创建vport

1）参数

struct Scsi\_Host \* shost

虚拟端口连接到的scsi主机。

int channel

连接到shost端口的通道。

struct fc\_vport\_identifiers \* ids

虚拟端口的世界范围名称，FC4端口角色等。

2）注释

此例程假定输入时未保持任何锁定。

**int fc\_vport\_terminate(struct fc\_vport \* vport)**

管理应用程序或LLDD请求终止vport

1）参数

struct fc\_vport \* vport

要终止的fc\_vport

2）说明

调用LLDD vport\_delete()函数，然后从shost和对象树中分配并移除vport。

3）注意事项

此例程假定在进入时未保持锁定状态。

### iSCSI传输类

文件drivers / scsi / scsi\_transport\_iscsi.c为iSCSI类定义传输属性，该类通过TCP / IP连接发送SCSI数据包。

**struct iscsi\_bus\_flash\_session \* iscsi\_create\_flashnode\_sess（struct Scsi\_Host \* shost，int index，struct iscsi\_transport \* transport，int dd\_size）**

在sysfs中添加flashnode会话条目

1）参数

struct Scsi\_Host \* shost

主机数据指针

int index

要在sysfs中添加的flashnode的索引

struct iscsi\_transport \* transport

传输数据指针

int dd\_size

要分配的总大小

2）说明

为flashnode会话属性添加sysfs条目

3）返回

成功时分配的flashnode sess指针，失败时为NULL

**struct iscsi\_bus\_flash\_conn \* iscsi\_create\_flashnode\_conn（struct Scsi\_Host \* shost，struct iscsi\_bus\_flash\_session \* fnode\_sess，struct iscsi\_transport \* transport，int dd\_size）**

在sysfs中添加flashnode连接条目

1）参数

struct Scsi\_Host \* shost

主机数据指针

struct iscsi\_bus\_flash\_session \* fnode\_sess

父flashnode会话条目指针

struct iscsi\_transport \* transport

传输数据指针

int dd\_size

要分配的总大小

2）说明

为flashnode连接属性添加sysfs条目

3）返回

成功时分配的flashnode conn指针，失败时为NULL

**struct device \* iscsi\_find\_flashnode\_sess（struct Scsi\_Host \* shost，void \* data，int（\* fn）（struct device \* dev，void \* data））**

查找flashnode会话条目

1）参数

struct Scsi\_Host \* shost

主机数据指针

void \* data

包含用于比较的值的数据指针

int（\* fn）（struct device \* dev，void \* data）

执行实际比较的函数指针

2）说明

查找flashnode会话对象，比较传递的数据使用在传递的函数指针中定义的逻辑

3）返回

成功时找到的flashnode会话设备对象指针，失败时为NULL

**struct device \* iscsi\_find\_flashnode\_conn（struct iscsi\_bus\_flash\_session \* fnode\_sess）**

查找flashnode连接条目

1）参数

struct iscsi\_bus\_flash\_session \* fnode\_sess

父flashnode会话条目指针

2）说明

查找flashnode连接对象，比较传递的数据使用在传递的函数指针中定义的逻辑

3）返回

成功时找到的flashnode连接设备对象指针，失败时为NULL

**void iscsi\_destroy\_flashnode\_sess（struct iscsi\_bus\_flash\_session \* fnode\_sess）**

销毁flashnode会话条目

1）参数

struct iscsi\_bus\_flash\_session \* fnode\_sess

要销毁的flashnode会话条目指针

2）说明

从sysfs中删除flashnode会话条目和所有子flashnode连接条目

**void iscsi\_destroy\_all\_flashnode（struct Scsi\_Host \* shost）**

销毁所有flashnode会话条目

1）参数

struct Scsi\_Host \* shost

主机数据指针

2）说明

从sysfs中销毁所有flashnode会话条目和所有对应的子flashnode连接条目

**int iscsi\_scan\_finished（struct Scsi\_Host \* shost，unsigned long time）**

辅助函数，用于报告运行扫描完成的时间

1）参数

struct Scsi\_Host \* shost

SCSI主机

unsigned long time

扫描运行时间

2）**说明**

此函数可由类似qla4xxx的驱动程序使用，报告扫描在模块加载时启动的时间到SCSI层时已完成。

**int iscsi\_block\_scsi\_eh（struct scsi\_cmnd \* cmd）**

阻止SCSI eh，直到会话状态已转换

1）参数

struct scsi\_cmnd \* cmd

传递给SCSI eh处理程序的SCSI命令

2）说明

如果会话已关闭，则此函数将等待恢复计时器触发或会话重新登录。如果恢复计时器启动，则返回FAST\_IO\_FAIL。调用者应将此错误值传递给SCSI eh。

**void iscsi\_unblock\_session（struct iscsi\_cls\_session \* session）**

将会话设置为登录并启动IO。

1）参数

struct iscsi\_cls\_session \* session

iscsi会话

2）说明

将会话标记为准备好接受IO。

**struct iscsi\_cls\_session \* iscsi\_create\_session（struct Scsi\_Host \* shost，struct iscsi\_transport \* transport，int dd\_size，unsigned int target\_id）**

创建iscsi类会话

1）参数

struct Scsi\_Host \* shost

SCSI主机

struct iscsi\_transport \* transport

iscsi传输

int dd\_size

私有驱动程序数据大小

unsigned int target\_id

目标id

2）说明

可以从LLD或iscsi\_transport中调用。

s**truct iscsi\_cls\_conn \* iscsi\_create\_conn（struct iscsi\_cls\_session \* session，int dd\_size，uint32\_t cid）**

创建iscsi类连接

1）参数

struct iscsi\_cls\_session \* session

iscsi cls会话

int dd\_size

私有驱动程序数据大小

uint32\_t cid

连接id

2）说明

可以从LLD或iscsi\_transport中调用。连接是会话的子级，因此cid必须对会话中的所有连接都是唯一的。

由于我们不支持MCS，cid通常为零。在一些软件iscsi的情况下，我们可能会尝试预分配连接结构，因此可能会有两个连接结构，并且cid将不为零。

**int iscsi\_destroy\_conn（struct iscsi\_cls\_conn \* conn）**

销毁iscsi类连接

1）参数

struct iscsi\_cls\_conn \* conn

iscsi cls会话

2）说明

可以从LLD或iscsi\_transport中调用。

**int iscsi\_session\_event（struct iscsi\_cls\_session \* session，enum iscsi\_uevent\_e event）**

发送会话destr。完成事件

1）参数

struct iscsi\_cls\_session \*session

iSCSI类会话

enum iscsi\_uevent\_e event

事件类型

### 串行附加SCSI（SAS）传输类

文件drivers/scsi/scsi\_transport\_sas.c定义了串行附加SCSI的传输属性，这是一种针对大型高端系统的SATA变体。

SAS传输类包含用于处理SAS HBA的通用代码，驱动程序模型中SAS拓扑的近似表示，以及各种sysfs属性，以向用户空间公开这些拓扑和管理接口。

除了基本的SCSI核心对象外，这个传输类还引入了两个附加的中间对象：“出站”SAS PHY由struct sas\_phy表示，用于SAS HBA或扩展器上，“传入”SAS远程PHY由struct sas\_rphy表示，用于SAS扩展器或终端设备上。请注意，这仅仅是一个软件概念，PHY和远程PHY的底层硬件是完全相同的。

这个代码中没有SAS端口的概念，用户可以根据port\_identifier属性看到哪些PHY形成了广域端口，该属性对于端口中的所有PHY是相同的。

**void sas\_remove\_children(struct device \*dev)**

撤销一个设备的SAS数据结构

1）Parameters

struct device \*dev

属于SAS对象的设备

2）Description

撤销给定对象的所有SAS PHY和远程PHY。

**void sas\_remove\_host(struct Scsi\_Host \*shost)**

撤销一个Scsi\_Host的SAS数据结构

1）参数

struct Scsi\_Host \*shost

将被撤销的Scsi Host

2）说明

撤销给定的Scsi\_Host的所有SAS PHY和远程PHY，并删除Scsi\_Host。

3）注意

不要再对Scsi\_Host调用scsi\_remove\_host()，因为它已经被删除了。

**u64 sas\_get\_address(struct scsi\_device \*sdev)**

返回设备的SAS地址

1）参数

struct scsi\_device \*sdev

scsi设备

2）说明

返回scsi设备的SAS地址。

**unsigned int sas\_tlr\_supported(struct scsi\_device \*sdev)**

检查vpd 0x90中的TLR位

1）参数

struct scsi\_device \*sdev

scsi设备struct

2）说明

检查传输层重试是否受支持。如果vpd页面0x90存在，则支持传输层重试。

**void sas\_disable\_tlr(struct scsi\_device \*sdev)**

设置TLR标志位

1）参数

struct scsi\_device \*sdev

scsi设备struct

2）说明

将tlr\_enabled标志位设置为0。

**void sas\_enable\_tlr(struct scsi\_device \*sdev)**

设置TLR标志位

1）参数

struct scsi\_device \*sdev

scsi设备struct

2）说明

将tlr\_enabled标志位设置为1。

**struct sas\_phy \*sas\_phy\_alloc(struct device \*parent, int number)**

分配并初始化一个SAS PHYstruct

1）参数

struct device \*parent

父设备

int number

PHY索引

2）说明

分配SAS PHYstruct 。它将被添加到由parent指定的设备树中，其必须是Scsi\_Host或sas\_rphy。

3）返回

分配的SAS PHY或空指针，如果分配失败。

**int sas\_phy\_add(struct sas\_phy \*phy)**

将SAS PHY添加到设备层次结构中

1）参数

struct sas\_phy \*phy

要添加的PHY

2）说明

向系统中发布SAS PHY。

**void sas\_phy\_free(struct sas\_phy \*phy)**

释放SAS PHY

1）参数

struct sas\_phy \*phy

要释放的SAS PHY

2）说明

释放指定的SAS PHY。

3）注意

只有尚未通过sas\_phy\_add()成功添加的PHY才能调用此函数。

**void sas\_phy\_delete(struct sas\_phy \*phy)**

删除SAS PHY

1）参数

struct sas\_phy \*phy

要删除的SAS PHY

2）说明

删除指定的SAS PHY。如果该SAS PHY有相关的远程PHY，则在删除之前取消链接。

**int scsi\_is\_sas\_phy(const struct device \*dev)**

检查struct device是否表示SAS PHY

1）参数

const struct device \*dev

要检查的设备

2）返回

如果设备表示SAS PHY，则返回1，否则返回0。

**int sas\_port\_add(struct sas\_port \*port)**

将SAS端口添加到设备层次结构中

1）参数

struct sas\_port \*port

要添加的端口

2）说明

将端口发布到系统的其余部分。

**void sas\_port\_free(struct sas\_port \*port)**

释放SAS端口

1）参数

struct sas\_port \*port

要释放的SAS端口

2）说明

释放指定的SAS端口。

3）注意

只有尚未通过sas\_port\_add()成功添加的端口才能调用此函数。

**void sas\_port\_delete(struct sas\_port \*port)**

删除SAS端口

1）参数

struct sas\_port \*port

要删除的SAS端口

2）说明

删除指定的SAS端口。如果该SAS端口有相关的PHY，则也要将它们从端口中断开链接。

**int scsi\_is\_sas\_port(const struct device \*dev)**

检查struct device是否表示SAS端口

1）参数

const struct device \*dev

要检查的设备

2）返回

如果该设备表示SAS端口，则返回1，否则返回0。

**struct sas\_phy \*sas\_port\_get\_phy(struct sas\_port \*port)**

尝试在端口成员上引用

1）参数

struct sas\_port \*port

要检查的端口

**void sas\_port\_add\_phy(struct sas\_port \*port, struct sas\_phy \*phy)**

添加另一个物理端口以形成宽端口

1）参数

struct sas\_port \*port

要将端口添加到的端口

struct sas\_phy \*phy

要添加的物理端口

2）说明

当端口最初创建时，它是空的（没有物理端口）。所有端口都必须至少有一个物理端口才能运行，所有宽端口都必须至少有两个。当前的代码没有区分端口和宽端口，但是唯一可以连接到远程设备的对象是端口，因此如果与任何东西连接，所有具有物理端口的设备都必须形成端口。

**void sas\_port\_delete\_phy(struct sas\_port \*port, struct sas\_phy \*phy)**

从端口或宽端口中删除物理端口

1）参数

struct sas\_port \*port

要从中删除物理端口的端口

struct sas\_phy \*phy

要删除的物理端口

2）说明

此操作用于拆除端口。在调用 sas\_port\_delete 之前，必须对每个端口或宽端口进行此操作。

**struct sas\_rphy \*sas\_end\_device\_alloc(struct sas\_port \*parent)**

为端(终)设备分配 rphy

1）参数

struct sas\_port \*parent

哪个端口

2）说明

为连接到父端口的 SAS 远程 PHY 结构分配空间。

3）返回

分配的 SAS PHY 或如果分配失败则为 NULL。

**struct sas\_rphy \*sas\_expander\_alloc(struct sas\_port \*parent, enum sas\_device\_type type)**

为扩展器设备分配 rphy

1）参数

struct sas\_port \*parent

哪个端口

enum sas\_device\_type type

SAS\_EDGE\_EXPANDER\_DEVICE 或 SAS\_FANOUT\_EXPANDER\_DEVICE

2）说明

为连接到父端口的 SAS 远程 PHY 结构分配空间。

3）返回

分配的 SAS PHY 或如果分配失败则为 NULL。

**int sas\_rphy\_add(struct sas\_rphy \*rphy)**

将 SAS 远程 PHY 添加到设备层次结构

1）参数

struct sas\_rphy \*rphy

要添加的远程 PHY

2）说明

向系统中发布 SAS 远程 PHY。

**void sas\_rphy\_free(struct sas\_rphy \*rphy)**

释放 SAS 远程 PHY

1）参数

struct sas\_rphy \*rphy

要释放的 SAS 远程 PHY

2）说明

释放指定的 SAS 远程 PHY。

3）注意

此函数只能在尚未使用 sas\_rphy\_add() 成功添加（或已使用 sas\_rphy\_remove()）的远程 PHY 上调用。

**void sas\_rphy\_delete(struct sas\_rphy \*rphy)**

删除并释放 SAS 远程 PHY

1）参数

struct sas\_rphy \*rphy

要删除和释放的 SAS 远程 PHY

2）说明

删除指定的 SAS 远程 PHY 并释放它。

**void sas\_rphy\_unlink(struct sas\_rphy \*rphy)**

取消链接 SAS 远程 PHY

1）参数

struct sas\_rphy \*rphy

要从其父端口取消链接的 SAS 远程 PHY

2）说明

删除端口对 rphy 的引用。

**void sas\_rphy\_remove(struct sas\_rphy \*rphy)**

删除 SAS 远程 PHY

1）参数

struct sas\_rphy \*rphy

要删除的 SAS 远程 PHY

2）说明

删除指定的 SAS 远程 PHY。

**int scsi\_is\_sas\_rphy(const struct device \*dev)**

检查结构 device 是否表示 SAS 远程 PHY

1）参数

const struct device \*dev

要检查的设备

2）返回

1 表示设备表示 SAS 远程 PHY，0 表示否

**struct scsi\_transport\_template \*sas\_attach\_transport(struct sas\_function\_template \*ft)**

实例化 SAS 传输模板

1）参数

struct sas\_function\_template \*ft

SAS 传输类函数模板

**void sas\_release\_transport(struct scsi\_transport\_template \*t)**

释放 SAS 传输模板实例

1）参数

struct scsi\_transport\_template \*t

传输模板实例

### SATA 传输类

SATA 传输由 libata 处理，该库有自己的文档。

### 并行 SCSI（SPI）传输类

文件 drivers/scsi/scsi\_transport\_spi.c 定义了传统（快速/宽/超大）SCSI 总线的传输属性。

**void spi\_schedule\_dv\_device(struct scsi\_device \*sdev)**

调度域验证以在该设备上进行

1）参数

struct scsi\_device \*sdev

要验证的设备

与上面的 spi\_dv\_device() 相同，只是 DV 将被调度以在稍后的工作队列中进行。所有内存分配都是原子性的，因此可以从任何上下文（包括持有 SCSI 锁的上下文）中调用它们。

**void spi\_display\_xfer\_agreement(struct scsi\_target \*starget)**

打印当前的目标传输协议

1）参数

struct scsi\_target \*starget

要显示协议的目标

2）说明

每个 SPI 端口都必须维护一份用于总线上的每个其他端口的传输协议。此函数打印当前协议的一行摘要；更详细的信息可在 sysfs 中获得。

**int spi\_populate\_tag\_msg(unsigned char \*msg, struct scsi\_cmnd \*cmd)**

将标记消息放置到缓冲区中

1）参数

unsigned char \*msg

放置标记的区域指针

struct scsi\_cmnd \*cmd

用于标记的 scsi 命令的指针

2）说明

旨在为特定请求创建正确类型的标记消息。返回标记消息的大小。如果此设备禁用 TCQ，则可能返回 0。

### SCSI RDMA（SRP）传输类

文件 drivers/scsi/scsi\_transport\_srp.c 定义了 SCSI over Remote Direct Memory Access 的传输属性。

**int srp\_tmo\_valid(int reconnect\_delay, int fast\_io\_fail\_tmo, long dev\_loss\_tmo)**

检查超时组合的有效性

1）参数

int reconnect\_delay

重新连接延迟时间（秒）。

int fast\_io\_fail\_tmo

快速 I/O 失败超时时间（秒）。

long dev\_loss\_tmo

设备丢失超时时间（秒）。

2）说明

超时参数的组合必须使 SCSI 命令在合理的时间内完成。因此，不要允许快速 I/O 失败超时时间超过 SCSI\_DEVICE\_BLOCK\_MAX\_TIMEOUT，并且如果已禁用快速执行失败，则不要允许 dev\_loss\_tmo 超过该限制。此外，这些参数必须使多路径能够及时检测到失效路径。因此，请不要同时禁用所有三个参数。

**void srp\_start\_tl\_fail\_timers(struct srp\_rport \*rport)**

启动传输层故障定时器

1）参数

struct srp\_rport \*rport

SRP 目标端口。

2）说明

启动传输层快速 I/O 失败和设备丢失定时器。不要修改已经启动的定时器。

**int srp\_reconnect\_rport(struct srp\_rport \*rport)**

重新连接 SRP 目标端口

1）参数

struct srp\_rport \*rport

SRP 目标端口。

2）说明

在调用 reconnect() 之前阻塞 SCSI 命令队列，这样从 SCSI EH 外部并发地调用 queuecommand() 就不会被启动。这很重要，因为 reconnect() 实现可能会重新分配 queuecommand() 需要的资源。

3）注解

此函数既不等待未完成请求的完成，也不尝试中止这些请求。在重新连接到目标端口之前，reconnect() 函数的责任是完成未完成的命令。

调用者有责任确保在此函数执行过程中不使用 reconnect() 函数重新分配的资源。一种可能的策略是仅从 SCSI EH 线程上下文中调用该函数。另一种可能的策略是在 SCSI LLD 回调的每个 SCSI EH（scsi\_host\_template.eh\_\*() 函数和 scsi\_host\_template.queuecommand() 函数）内部锁定 rport 互斥锁。

**enum blk\_eh\_timer\_return srp\_timed\_out(struct scsi\_cmnd \*scmd)**

SCSI 超时 EH 的 SRP 传输拦截器

1）参数

struct scsi\_cmnd \*scmd

SCSI 命令。

2）说明

如果在 rport 处于阻塞状态时超时发生，请请求 SCSI EH 继续等待（BLK\_EH\_RESET\_TIMER）。否则让 SCSI 核心处理超时（BLK\_EH\_DONE）。

3）注解

此函数在 soft-IRQ 上下文中调用，并保持请求队列锁。

**void srp\_rport\_get(struct srp\_rport \*rport)**

增加 rport 引用计数

1）参数

struct srp\_rport \*rport

SRP 目标端口。

**void srp\_rport\_put(struct srp\_rport \*rport)**

减少 rport 引用计数

1）参数

struct srp\_rport \*rport

SRP 目标端口。

**struct srp\_rport \*srp\_rport\_add(struct Scsi\_Host \*shost, struct srp\_rport\_identifiers \*ids)**

将 SRP 远程端口添加到设备层次结构中

1）参数

struct Scsi\_Host \*shost

连接远程端口的 SCSI 主机。

struct srp\_rport\_identifiers \*ids

远程端口的端口 id。

2）说明

将一个端口发布到系统的其他部分。

**void srp\_rport\_del(struct srp\_rport \*rport)**

删除 SRP 远程端口

1）参数

struct srp\_rport \*rport

要删除的 SRP 远程端口

2）说明

删除指定的 SRP 远程端口。

**void srp\_remove\_host(struct Scsi\_Host \*shost)**

拆除 Scsi\_Host 的 SRP 数据结构

1）参数

struct Scsi\_Host \*shost

要拆除的 Scsi Host

2）说明

删除给定 Scsi\_Host 的所有 SRP 远程端口。在 SRP HBA 的 SCSI 移除主机之前必须调用。

**void srp\_stop\_rport\_timers(struct srp\_rport \*rport)**

停止传输层恢复计时器

1）参数

struct srp\_rport \*rport

要停止计时器的 SRP 远程端口。

2）说明

必须在 srp\_remove\_host() 和 scsi\_remove\_host() 之后调用。调用者必须对 rport（rport->dev）和 SCSI 主机（rport->dev.parent）保持引用。

**struct scsi\_transport\_template \*srp\_attach\_transport(struct srp\_function\_template \*ft)**

实例化 SRP 传输模板

1）参数

struct srp\_function\_template \*ft

SRP 传输类模板函数

**void srp\_release\_transport(struct scsi\_transport\_template \*t)**

释放 SRP 传输模板实例

参数

struct scsi\_transport\_template \*t

传输模板实例

## SCSI 较低层

主机总线适配器传输类型

许多现代设备控制器使用 SCSI 命令集作为协议，通过许多不同类型的物理连接与它们的设备通信。

在 SCSI 语言中，一个能够承载 SCSI 命令的总线被称为“传输”，连接到这样的总线的控制器被称为“主机总线适配器”（HBA）。

### 调试传输

文件 drivers/scsi/scsi\_debug.c 模拟带有可变数量的磁盘（或类似磁盘的设备）连接的主机适配器，共享一定量的 RAM。它做了很多检查以确保我们没有混淆块，并在看到任何异常情况时使内核崩溃。

更加真实的是，模拟设备具有 SAS 磁盘的传输属性。

有关文档请参见http://sg.danny.cz/sg/sdebug26.html

### 待办事项

并行（快/宽/超）SCSI，USB，SATA，SAS，纤维通道，FireWire，ATAPI设备，Infiniband，I2O，并行端口，netlink…

# libATA开发人员指南

## 介绍

libATA是一个用于支持ATA主机控制器和设备的Linux内核中使用的库。 libATA提供ATA驱动程序API，ATA和ATAPI设备的类传输以及根据T10 SAT规格说明书为ATA设备提供SCSI <-> ATA转换。

此指南记录了libATA驱动程序API，库函数，库内部以及一些示例ATA低级驱动程序。

## libata驱动程序API

针对每个低级libata硬件驱动程序定义struct ata\_port\_operations，并控制低级驱动程序与ATA和SCSI层的交互。

基于FIS的驱动程序将使用->qc\_prep()和->qc\_issue()高级钩子连接系统。类似于PCI IDE硬件的行为的硬件可以使用多个通用帮助程序，至少定义ATA阴影注册块的总线I/O地址。

**struct ata\_port\_operations**

### 禁用ATA端口

void (\*port\_disable) (struct ata\_port \*);

在ata\_bus\_probe()错误路径以及从SCSI模块（rmmod，热插拔）注销时调用。此函数应该执行需要执行的操作以停用端口。在大多数情况下，ata\_port\_disable()可以用作此钩子。

在探测失败时从ata\_bus\_probe()调用。在ata\_scsi\_release()中调用。

### 后标识符设备配置

void (\*dev\_config) (struct ata\_port \*, struct ata\_device \*);

在发现每个设备之后发出标识符[PACKET] DEVICE之后调用。通常用于在发出SET FEATURES-XFER MODE和操作之前应用特定于设备的修复程序。

此条目可能在ata\_port\_operations中指定为NULL。

### 设置PIO / DMA模式

void (\*set\_piomode) (struct ata\_port \*, struct ata\_device \*);

void (\*set\_dmamode) (struct ata\_port \*, struct ata\_device \*);

void (\*post\_set\_mode) (struct ata\_port \*);

unsigned int (\*mode\_filter) (struct ata\_port \*, struct ata\_device \*, unsigned int);

在发出SET FEATURES-XFER MODE命令之前调用的钩子。当libata构建可能模式的掩码时，可选的->mode\_filter()钩子被调用。这被传递给->mode\_filter()函数，该函数应返回在由于硬件限制而过滤掉不适合的模式后的有效模式的掩码。不允许使用此接口添加模式。

当调用->set\_piomode()和->set\_dmamode()时，dev->pio\_mode和dev->dma\_mode是保证有效的。此时，任何共用电缆的其他驱动器的定时也将有效。也就是说，在尝试设置它们之前，库将记录每个通道上每个驱动器的模式的决策。

在SET FEATURES-XFER MODE命令成功完成后，无条件调用->post\_set\_mode()。

->set\_piomode()始终调用（如果存在），但只有在DMA可用时才调用->set\_dma\_mode()。

### 任务文件读/写

void (\*sff\_tf\_load) (struct ata\_port \*ap, struct ata\_taskfile \*tf);

void (\*sff\_tf\_read) (struct ata\_port \*ap, struct ata\_taskfile \*tf);

->tf\_load()用于将给定的任务文件加载到硬件寄存器/ DMA缓冲区中。->tf\_read()用于读取硬件寄存器/ DMA缓冲区，以获取当前的任务文件寄存器值集。PIO或MMIO的大多数任务文件型硬件驱动程序使用ata\_sff\_tf\_load()和ata\_sff\_tf\_read()来进行这些钩子。

### PIO数据读/写

void (\*sff\_data\_xfer) (struct ata\_device \*, unsigned char \*, unsigned int, int);

所有bmdma样式的驱动程序都必须实现此钩子。这是实际在PIO数据传输期间复制数据字节的底层操作。通常，驱动程序将选择ata\_sff\_data\_xfer()或ata\_sff\_data\_xfer32()之一。

### ATA命令执行

void (\*sff\_exec\_command)(struct ata\_port \*ap, struct ata\_taskfile \*tf);

导致先前使用->tf\_load（）加载的ATA命令在硬件中启动。大多数任务文件型硬件的驱动程序使用ata\_sff\_exec\_command()进行此钩子。

### 每个命令的ATAPI DMA能力过滤器

int (\*check\_atapi\_dma) (struct ata\_queued\_cmd \*qc);

允许底层驱动程序过滤ATA PACKET命令，返回指示是否可以使用提供的PACKET命令的DMA的状态。

此钩子可以指定为NULL，在这种情况下，libata会假定可以支持atapi dma。

### 读取特定ATA阴影寄存器

u8 (\*sff\_check\_status)(struct ata\_port \*ap);

u8 (\*sff\_check\_altstatus)(struct ata\_port \*ap);

从硬件中读取Status / AltStatus ATA阴影寄存器。在某些硬件上，读取状态寄存器的副作用是清除中断条件。大多数任务文件型硬件的驱动程序使用ata\_sff\_check\_status()进行此钩子。

### 写入特定的ATA阴影寄存器

void (\*sff\_set\_devctl)(struct ata\_port \*ap, u8 ctl);

将设备控件ATA阴影寄存器写入硬件中。大多数驱动程序不需要定义此功能。

### 选择ATA总线上的设备

void (\*sff\_dev\_select)(struct ata\_port \*ap, unsigned int device);

发出低级硬件命令，导致N个硬件设备中的一个被视为“选定”（活动且可供使用）在ATA总线上。这通常在FIS型设备上没有意义。

大多数基于任务文件的硬件驱动程序使用ata\_sff\_dev\_select()完成此挂钩。

### 私有调整方法

void (\*set\_mode) (struct ata\_port \*ap);

默认情况下，libata根据ATA计时规则执行驱动器和控制器调整，并应用黑名单和电缆限制。一些控制器需要特殊处理，并具有自定义调整规则，通常是使用ATA命令但实际上不进行驱动器定时的RAID控制器。

**警告**

当控制器存在特殊问题时，不应使用此挂钩替换标准控制器调整逻辑。在这种情况下替换默认调整逻辑将绕过对可能重要的驱动器和桥接异常处理的处理。如果控制器需要过滤模式选择，则应使用mode\_filter挂钩。

### 控制PCI IDE BMDMA引擎

void (\*bmdma\_setup) (struct ata\_queued\_cmd \*qc);

void (\*bmdma\_start) (struct ata\_queued\_cmd \*qc);

void (\*bmdma\_stop) (struct ata\_port \*ap);

u8 (\*bmdma\_status) (struct ata\_port \*ap);

在设置IDE BMDMA事务时，这些挂钩（->bmdma\_setup）装载、执行（->bmdma\_start）和停止（->bmdma\_stop）硬件的DMA引擎，->bmdma\_status用于读取标准PCI IDE DMA状态寄存器。

这些挂钩通常是无操作或在基于FIS的驱动程序中根本没有实现的。

大多数遗留的IDE驱动程序使用ata\_bmdma\_setup()作为bmdma\_setup()挂钩。 ata\_bmdma\_setup()会将指向PRD表的指针写入IDE PRD表地址寄存器，启用DMA命令寄存器中的DMA并调用exec\_command()开始传输。

大多数遗留的IDE驱动程序使用ata\_bmdma\_start()作为bmdma\_start()挂钩。 ata\_bmdma\_start()会将ATA\_DMA\_START标志写入DMA命令寄存器。

许多遗留的IDE驱动程序使用ata\_bmdma\_stop()作为bmdma\_stop()挂钩。 ata\_bmdma\_stop()会清除DMA命令寄存器中的ATA\_DMA\_START标志。

许多遗留的IDE驱动程序使用ata\_bmdma\_status()作为bmdma\_status()挂钩。

### 高级任务文件挂钩

void (\*qc\_prep) (struct ata\_queued\_cmd \*qc);

int (\*qc\_issue) (struct ata\_queued\_cmd \*qc);

这两个挂钩是高级的，可以潜在地取代上述任务文件/DMA引擎挂钩中的几个。->qc\_prep在缓冲区被DMA映射后调用，通常用于填充硬件的DMA散射聚集表。一些驱动程序使用标准的ata\_bmdma\_qc\_prep()和ata\_bmdma\_dumb\_qc\_prep()辅助函数，但更高级的驱动程序会自己编写。

->qc\_issue用于使命令处于活动状态，一旦硬件和S/G表已经准备好。 IDE BMDMA驱动程序使用辅助函数ata\_sff\_qc\_issue()进行任务文件协议调度。更高级的驱动程序实现自己的->qc\_issue。

ata\_sff\_qc\_issue()调用->sff\_tf\_load()，->bmdma\_setup()和->bmdma\_start()，以便根据需要启动传输。

### 异常和探针处理（EH）

void (\*eng\_timeout) (struct ata\_port \*ap);

void (\*phy\_reset) (struct ata\_port \*ap);

已弃用。请改用->error\_handler()。

void (\*freeze) (struct ata\_port \*ap);

void (\*thaw) (struct ata\_port \*ap);

当HSM违规或其他条件干扰端口的正常操作时，会调用ata\_port\_freeze()。冻结的端口不允许执行任何操作，直到端口恢复正常操作，通常是在成功重置后。

可选的->freeze()回调可用于硬件冻结端口（例如，屏蔽中断并停止DMA引擎）。如果无法对端口进行硬件冻结，则中断处理程序必须在端口被冻结时无条件地确认和清除中断。

->thaw()回调可用于执行->freeze()的相反操作：再次为正常操作准备端口。解除屏蔽中断，启动DMA引擎等。

void (\*error\_handler) (struct ata\_port \*ap);

->error\_handler()是驱动程序对探测、热插拔、恢复和其他异常情况的挂钩。实现的主要责任是使用一组EH挂钩调用ata\_do\_eh()或ata\_bmdma\_drive\_eh()：

在执行EH重置之前，在EH重置中调用“prereset”挂钩（可能为NULL）。

在执行EH重置后，在EH重置之后调用“postreset”挂钩（可能为NULL）。根据现有条件、问题严重程度和硬件能力，

执行低级EH重置的“softreset”（可能为NULL）或“hardreset”（可能为NULL）将被调用。

void (\*post\_internal\_cmd) (struct ata\_queued\_cmd \*qc);

在使用ata\_exec\_internal()执行探测时间或EH时间命令后，执行任何必要的硬件特定操作。

### 硬件中断处理

irqreturn\_t (\*irq\_handler)(int, void \*, struct pt\_regs \*);

void (\*irq\_clear) (struct ata\_port \*);

->irq\_handler是由libata在系统中注册的中断处理例程。 ->irq\_clear在探测期间仅在注册中断处理程序之前调用，以确保硬件安静。

第二个**参数**dev\_instance应转换为指向struct ata\_host\_set的指针。

大多数遗留的IDE驱动程序使用ata\_sff\_interrupt()作为irq\_handler挂钩，该挂钩扫描主机集中的所有端口，确定哪个排队的命令处于活动状态（如果有），并调用ata\_sff\_host\_intr(ap，qc)。

大多数遗留的IDE驱动程序使用ata\_sff\_irq\_clear()作为irq\_clear()挂钩，该挂钩仅清除DMA状态寄存器中的中断和错误标志。

### SATA物理读/写

int (\*scr\_read) (struct ata\_port \*ap, unsigned int sc\_reg,u32 \*val);

int (\*scr\_write) (struct ata\_port \*ap, unsigned int sc\_reg,u32 val);

读写标准SATA phy寄存器。目前仅用于->phy\_reset钩子调用sata\_phy\_reset()助手函数时。sc\_reg是SCR\_STATUS、SCR\_CONTROL、SCR\_ERROR或SCR\_ACTIVE之一。

### 初始化和关闭

int (\*port\_start) (struct ata\_port \*ap);

void (\*port\_stop) (struct ata\_port \*ap);

void (\*host\_stop) (struct ata\_host\_set \*host\_set);

->port\_start()在初始化每个端口的数据结构后立即调用。通常用于分配每个端口的DMA缓冲区/表/环，启用DMA引擎和类似任务。一些驱动程序还使用这个入口点作为为ap- >private\_data分配驱动程序专用内存的机会。

许多驱动程序将ata\_port\_start()用作这个挂钩或从自己的port\_start()挂钩调用它。ata\_port\_start()为传统的IDE PRD表分配空间并返回。

->port\_stop()在->host\_stop()之后被调用。它的唯一功能是释放DMA/内存资源，因为它们不再被积极使用。许多驱动程序在此时还会释放端口的驱动程序私有数据。

->host\_stop()在所有->port\_stop()调用完成后调用。挂钩必须完成硬件关闭，释放DMA和其他资源等等。此钩子可能被指定为NULL，此时它不会被调用。

## 错误处理

本章说明了在libata下如何处理错误。读者建议先阅读SCSI EH（SCSI EH）和ATA异常文档。

### 命令的起源

在libata中，命令使用结构ata\_queued\_cmd或qc表示。qc在端口初始化期间预分配，并重复用于命令执行。目前每个端口仅分配一个qc，但尚未合并的NCQ分支为每个标记分配一个qc，并将每个qc映射到NCQ标记1到1。

libata命令可以从两个来源产生- libata本身和SCSI中间层。libata内部命令用于初始化和错误处理。所有用于SCSI模拟的普通blk请求和命令都通过SCSI主机模板的queuecommand回调作为SCSI命令传递。

### 如何发布命令

#### 内部命令

首先，使用 分配和初始化 qc [ata\_qc\_new\_init()](https://www.kernel.org/doc/html/v4.19/driver-api/libata.html" \l "c.ata_qc_new_init" \o "ata_qc_new_init)。虽然[ata\_qc\_new\_init()](https://www.kernel.org/doc/html/v4.19/driver-api/libata.html" \l "c.ata_qc_new_init" \o "ata_qc_new_init)在 qc 不可用时没有实现任何等待或重试机制，但内部命令目前仅在初始化和错误恢复期间发出，因此没有其他命令处于活动状态并且分配可以保证成功。

一旦分配了qc任务文件，就会为将要执行的命令初始化qc。qc目前有两种机制可以通知完成。一种是通过qc->complete\_fn()回调，另一种是完成qc->waiting。qc->complete\_fn()回调是由正常的SCSI翻译命令使用的异步路径，而qc->waiting是由内部命令使用的同步（发行者在进程上下文中睡眠）路径。

初始化完成后，host\_set锁被获取并发出qc。

#### SCSI命令

所有libata驱动程序都使用ata\_scsi\_queuecmd()作为hostt->queuecommand回调。scmds可以是模拟的或翻译的。在处理模拟scmd时不涉及任何qc。结果会立即计算并完成scmd。

qc->complete\_fn()回调用于完成通知。ATA命令使用ata\_scsi\_qc\_complete()，而ATAPI命令使用atapi\_qc\_complete()。这两个函数最终都会调用qc->scsidone，在qc完成时通知上层。翻译完成后，qc通过ata\_qc\_issue()发出。

请注意，SCSI中间层在持有host\_set锁时调用hostt->queuecommand，因此所有上述内容都在持有host\_set锁的同时发生。

### 如何处理命令

根据使用的协议和控制器的不同，处理命令的方式也不同。为了讨论的目的，假定使用taskfile接口和所有标准回调的控制器。

目前使用6种ATA命令协议。根据其处理方式，它们可以分为以下四个类别。

**ATA无数据或DMA**

ATA\_PROT\_NODATA和ATA\_PROT\_DMA属于此类别。这些类型的命令在发出后不需要任何软件干预。设备将在完成时引发中断。

**ATA PIO**

ATA\_PROT\_PIO属于这个类别。libata目前使用轮询实现PIO。ATA\_NIEN位设置为关闭中断，pio\_task on ata\_wq执行轮询和IO。

**ATAPI 无数据或DMA**

ATA\_PROT\_ATAPI\_NODATA和ATA\_PROT\_ATAPI\_DMA属于此类别。 packet\_task用于发出PACKET命令后轮询BSY位。一旦设备关闭BSY，packet\_task即传输CDB并将处理交给中断处理程序。

**ATAPI PIO**

ATA\_PROT\_ATAPI属于此类别。 ATA\_NIEN位被设置，与ATAPI NODATA或DMA一样，packet\_task提交cdb。然而，在提交cdb之后，进一步的处理（数据传输）交给pio\_task。

### 如何完成命令

一旦发出，所有qc都会通过ata\_qc\_complete()完成或超时。对于由中断处理的命令，ata\_host\_intr()会调用ata\_qc\_complete()，对于PIO任务，pio\_task会调用ata\_qc\_complete()。在错误情况下，packet\_task也可能完成命令。

ata\_qc\_complete()执行以下操作。

1）DMA内存解除映射。

2）ATA\_QCFLAG\_ACTIVE从qc->flags中清除。

3）调用qc->complete\_fn回调。如果回调的返回不为零。完成将被短路，ata\_qc\_complete()将返回。

4) 调用\_\_ata\_qc\_complete()，该函数执行以下操作：

qc->flags被设置为0。

ap->active\_tag和qc->tag被清空。

qc->waiting被清空并完成（按顺序）。

通过清除ap->qactive中适当的位来释放qc的内存。

因此，它基本上通知上层，并释放qc的内存。唯一的例外是#3中的短路路径，它由atapi\_qc\_complete()使用。

对于所有非ATAPI命令，无论成功或失败，几乎采用相同的代码路径并且很少进行错误处理。如果命令成功，那么将以成功状态完成qc；否则将以失败状态完成qc。

但是，失败的ATAPI命令需要更多的处理，因为需要使用REQUEST SENSE来获取感官数据。如果ATAPI命令失败，则会使用错误状态调用ata\_qc\_complete()，然后通过qc->complete\_fn()回调调用atapi\_qc\_complete()。

这使得atapi\_qc\_complete()将scmd->result设置为SAM\_STAT\_CHECK\_CONDITION，完成scmd并返回1。由于感官数据为空，但是scmd->result为CHECK CONDITION，因此SCSI中间层将为scmd调用EH，返回1将使ata\_qc\_complete()不释放qc的内存。这将导致我们进入具有部分完成的qc的ata\_scsi\_error()。

#### ata\_scsi\_error()

ata\_scsi\_error()是libata的当前transport-> eh\_strategy\_handler()。如上所述，它将在两种情况下进入-超时和ATAPI错误完成。该函数调用低级别的libata驱动程序的eng\_timeout()回调函数，其标准回调函数为ata\_eng\_timeout()。它检查qc是否激活，并在是的情况下在qc上调用ata\_qc\_timeout()。实际的错误处理发生在ata\_qc\_timeout()中。

如果超时时调用EH，ata\_qc\_timeout()会停止BMDMA并完成qc。请注意，由于我们当前正在EH中，因此无法调用scsi\_done。如SCSI EH文档中所述，恢复的scmd应通过scsi\_queue\_insert()或使用scsi\_finish\_command()完成。在这里，我们将qc->scsidone覆盖为scsi\_finish\_command()，然后调用ata\_qc\_complete()。

如果由于失败的ATAPI qc而调用EH，则此处将完成qc，但不将其内存释放。此半完成的目的是使用qc作为占位符，以使EH代码到达此位置。这有点半吊子的，但是有效。

一旦控制权到达此处，则通过显式调用\_\_ata\_qc\_complete()来释放qc的内存。然后发出REQUEST SENSE的内部qc。获取感官数据后，通过在scmd上直接调用scsi\_finish\_command()完成scmd。请注意，由于我们已经完成并释放了与scmd关联的qc，因此我们不需要/无法再次调用ata\_qc\_complete()。

### 当前EH存在的问题

错误表示太粗糙。目前，所有错误条件都用ATA STATUS和ERROR寄存器表示。不是ATA设备错误的错误都通过设置ATA\_ERR位将其视为ATA设备错误。需要更好的错误说明符，以正确表示ATA和其他错误/异常。

处理超时时，没有采取任何措施使设备忘记超时命令并准备就绪接收新命令。

通过ata\_scsi\_error()进行的EH处理无法正确地受到常规命令处理的保护。在EH进入时，设备不处于不动状态。超时的命令可能随时成功或失败。pio\_task和atapi\_task仍然可以运行。

错误恢复太弱。导致HSM不匹配错误和其他错误的设备/控制器通常需要重置以返回到已知状态。此外，高级错误处理是必要的，以支持诸如NCQ和热插拔之类的功能。

ATA错误直接在中断处理程序中处理，PIO错误在pio\_task中处理。从以下几个原因来说，这对于高级错误处理是有问题的：

首先，高级错误处理通常需要上下文和内部qc执行。

其次，即使是简单的故障（例如，CRC错误）也需要收集信息并可能触发复杂的错误处理（例如，重置和重新配置）。在多个代码路径中收集信息，进入EH并触发操作使生活变得痛苦。

第三，分散的EH代码使实现低级别驱动程序变得困难。低级别驱动程序会覆盖libata回调。如果EH分散在几个位置上，则每个受影响的回调都应执行其部分错误处理。这可能会出错并且很痛苦。

## libata库

### struct ata\_link \*ata\_link\_next(struct ata\_link \*link, struct ata\_port \*ap, enum ata\_link\_iter\_mode mode)

链接迭代辅助函数

**参数**

struct ata\_link \*link

上一个链接，NULL以开始

struct ata\_port \*ap

包含要迭代的链接的ATA端口

enum ata\_link\_iter\_mode mode

迭代模式，ATA\_LITER\_\*之一

**说明**

锁定：主机锁或EH上下文。

**返回**

下一个链接的指针。

### struct ata\_device \*ata\_dev\_next(struct ata\_device \*dev, struct ata\_link \*link, enum ata\_dev\_iter\_mode mode)

设备迭代辅助函数

**参数**

struct ata\_device \*dev

前一个设备，NULL以开始

struct ata\_link \*link

包含要迭代的设备的ATA链接

enum ata\_dev\_iter\_mode mode

迭代模式，ATA\_DITER\_\*之一

锁定：主机锁或EH上下文。

**返回**

下一个设备的指针。

### int atapi\_cmd\_type(u8 opcode)

从SCSI操作码确定ATAPI命令类型

**参数**

u8 opcode

SCSI操作码

从操作码确定ATAPI命令类型。

锁定：无。

**返回**

ATAPI\_{READ|WRITE|READ\_CD|PASS\_THRU|MISC}

### void ata\_tf\_to\_fis(const struct ata\_taskfile \* tf, u8 pmp, int is\_cmd, u8 \* fis)

将ATA任务文件转换为SATA FIS结构

**参数**

const struct ata\_taskfile \* tf

要转换的Taskfile

u8 pmp

端口倍增器端口

int is\_cmd

此FIS是指令

u8 \* fis

将数据输出到其中的缓冲区

**说明**

将标准ATA任务文件转换为Serial ATA FIS结构（Register-Host to Device）。

锁定：从调用者继承。

### void ata\_tf\_from\_fis(const u8 \* fis, struct ata\_taskfile \* tf)

将SATA FIS转换为ATA任务文件

**参数**

const u8 \* fis

将从中输入数据的缓冲区

struct ata\_taskfile \* tf

输出的Taskfile

**说明**

将Serial ATA FIS结构转换为标准ATA任务文件。

锁定：从调用者继承。

### unsigned int ata\_pack\_xfermask(unsigned int pio\_mask, unsigned int mwdma\_mask, unsigned int udma\_mask)

将pio、mwdma和udma掩码打包到xfer\_mask中

**参数**

unsigned int pio\_mask

pio\_mask

unsigned int mwdma\_mask

mwdma\_mask

unsigned int udma\_mask

udma\_mask

**说明**

将pio\_mask、mwdma\_mask和udma\_mask打包成一个unsigned int xfer\_mask。

锁定：无。

**返回**

已打包的xfer\_mask。

### void ata\_unpack\_xfermask(unsigned long xfer\_mask, unsigned long \* pio\_mask, unsigned long \* mwdma\_mask, unsigned long \* udma\_mask)

将xfer\_mask解包为pio、mwdma和udma掩码

**参数**

unsigned long xfer\_mask

要解包的xfer\_mask

unsigned long \* pio\_mask

结果pio\_mask

unsigned long \* mwdma\_mask

结果mwdma\_mask

unsigned long \* udma\_mask

结果udma\_mask

**说明**

将xfer\_mask解包为pio\_mask、mwdma\_mask和udma\_mask。任何空目标掩码都将被忽略。

### u8 ata\_xfer\_mask2mode(unsigned int xfer\_mask)

查找与给定xfer\_mask匹配的XFER\_\*

**参数**

unsigned int xfer\_mask

感兴趣的xfer\_mask

返回与xfer\_mask匹配的XFER\_\*值。只考虑xfer\_mask的最高位。

锁定：无。

**返回**

匹配的XFER\_\*值，如果没有找到，则为0xFF。

### **unsigned** int ata\_xfer\_mode2mask(u8 xfer\_mode)

查找与XFER\_\*匹配的xfer\_mask

**参数**

u8 xfer\_mode

感兴趣的XFER\_\*

返回与xfer\_mode匹配的xfer\_mask。

锁定：无。

**返回**

匹配的xfer\_mask，如果没有找到，则为0。

### int ata\_xfer\_mode2shift(u8 xfer\_mode)

查找与XFER\_\*匹配的xfer\_shift

**参数**

u8 xfer\_mode

感兴趣的XFER\_\*

返回与xfer\_mode匹配的xfer\_shift。

锁定：无。

**返回**

匹配的xfer\_shift，如果没有找到，则为-1。

### const char \*ata\_mode\_string(unsigned int xfer\_mask)

将xfer\_mask转换为字符串

**参数**

unsigned int xfer\_mask

支持的位掩码；只计算最高位。

确定表示最高速度（modemask中的最高位）的字符串。

锁定：无。

**返回**

表示mode\_mask中最高速度的常量C字符串，或常量C字符串“<n/a>”。

### unsigned int ata\_dev\_classify(const struct ata\_taskfile \* tf)

基于ATA规范签名确定设备类型

**参数**

const struct ata\_taskfile \* tf

要确定的设备的ATA任务文件寄存器集

根据ATA/PI规范（卷1，第5.14节）的“签名和持久性”部分从任务文件寄存器内容确定设备是否为ATA或ATAPI。

锁定：无。

**返回**

设备类型，ATA\_DEV\_ATA、ATA\_DEV\_ATAPI、ATA\_DEV\_PMP、ATA\_DEV\_ZAC或ATA\_DEV\_UNKNOWN失败的情况下。

### void ata\_id\_string(const u16 \* id, unsigned char \* s, unsigned int ofs, unsigned int len)

将IDENTIFY DEVICE页面转换为字符串

**参数**

const u16 \* id

要检查的IDENTIFY DEVICE结果

unsigned char \* s

输出数据的字符串

unsigned int ofs

进入识别设备页面

unsigned int len

要返回的字符串长度。必须是偶数。

在IDENTIFY DEVICE页面中，字符串被分解为16位块。运行整个字符串，并线性输出每个8位块，无论平台如何。

锁定：调用者。

### void ata\_id\_c\_string(const u16 \* id, unsigned char \* s, unsigned int ofs, unsigned int len)

将IDENTIFY DEVICE页面转换为C字符串

**参数**

const u16 \* id

要检查的IDENTIFY DEVICE结果

unsigned char \* s

输出数据的字符串

unsigned int ofs

进入识别设备页面

unsigned int len

要返回的字符串长度。必须是奇数。

此函数与ata\_id\_string相同，除了修剪尾随空格并以null终止结果字符串。len必须是实际的最大长度（偶数）+1。

锁定：调用者。

### unsigned int ata\_id\_xfermask(const u16 \* id)

从给定的IDENTIFY数据计算xfermask

**参数**

const u16 \* id

要从中计算xfer掩码的标识数据

计算此设备的xfermask。如果我们必须正确考虑早期设备，则这并不像看起来那么简单。

FIXME：预IDE驱动器定时（我们在乎吗？）。

锁定：无。

**返回**

计算的xfermask

### unsigned int ata\_pio\_need\_iordy(const struct ata\_device \* adev)

检查是否需要iordy

**参数**

const struct ata\_device \* adev

ATA设备

检查设备的当前速度是否需要IORDY。由各种控制器用于芯片配置。

### unsigned int ata\_do\_dev\_read\_id(struct ata\_device \* dev, struct ata\_taskfile \* tf, \_\_le16 \* id)

默认的ID读取方法

**参数**

struct ata\_device \*dev

设备

struct ata\_taskfile \*tf

建议的taskfile

\_\_le16 \*id

数据缓冲区

发出识别taskfile并返回包含识别数据的缓冲区。对于某些RAID控制器和早期的ATA设备，此函数被驱动程序封装或替换

### int ata\_cable\_40wire**(**struct ata\_port \*ap)

返回40根线缆类型

**参数**

struct ata\_port \*ap

端口

帮助驱动程序硬连接40根线缆检测。

### int ata\_cable\_80wire(struct ata\_port \*ap)

返回80根线缆类型

**参数**

struct ata\_port \*ap

端口

帮助驱动程序硬连接80根线缆检测。

### int ata\_cable\_unknown(struct ata\_port \*ap)

返回未知的PATA电缆。

**参数**

struct ata\_port \*ap

端口

帮助那些没有PATA电缆检测的驱动程序。

### int ata\_cable\_ignore(struct ata\_port \*ap)

返回忽略的PATA电缆。

**参数**

struct ata\_port \*ap

端口

帮助那些不使用电缆类型限制传输模式的驱动程序。

### int ata\_cable\_sata(struct ata\_port \*ap)

返回SATA电缆类型

**参数**

struct ata\_port \*ap

端口

帮助驱动程序具有SATA电缆的驱动程序

### struct ata\_device \*ata\_dev\_pair(struct ata\_device \*adev)

返回同一电缆上的其他设备

**参数**

struct ata\_device \*adev

设备

获取同一电缆上的其他设备，如果不存在，返回NULL

### int sata\_set\_spd(struct ata\_link \* link)

根据速度限制设置SATA速度

**参数**

struct ata\_link \* link

要设置SATA速度的链接

**说明**

根据sata\_spd\_limit设置链接的SATA spd。

锁定：从调用者继承。

**返回**

如果不需要更改spd，则为0，如果已更改spd，则为1。如果SCR寄存器无法访问，负errno。

### u8 ata\_timing\_cycle2mode(unsigned int xfer\_shift, int cycle)

查找指定周期持续时间的传输模式

**参数**

unsigned int xfer\_shift

要检查的传输类型的ATA\_SHIFT\_\*值。

int cycle

周期持续时间（以纳秒为单位）

**说明**

返回匹配的xfer模式以进行循环。返回的模式是由xfer\_shift指定的传输类型的模式。如果周期对于xfer\_shift太慢，则返回0xff。如果周期比已知的最快模式更快，则返回最快模式。

锁定：无。

**返回**

匹配的xfer\_mode，如果没有找到匹配，则为0xff。

### int ata\_do\_set\_mode(struct ata\_link \* link, struct ata\_device \*\* r\_failed\_dev)

编程定时并发出SET特征-XFER

**参数**

struct ata\_link \* link

将对其中编程的链接进行超时

struct ata\_device \*\* r\_failed\_dev

输出失败的设备的参数

**说明**

用于调整和设置ATA设备磁盘传输模式（PIO3，UDMA6等）的函数的标准实现。如果ata\_dev\_set\_mode（）失败，则在r\_failed\_dev中返回指向失败设备的指针。

锁定：PCI / etc总线探测信号。

**返回**

成功则返回0，否则为负errno

### int ata\_wait\_after\_reset(**struct** ata\_link \* link, unsigned long deadline, int (\*check\_ready) (struct ata\_link \*link)

重置后等待链接准备就绪

**参数**

struct ata\_link \* link

要等待的链接

unsigned long deadline

操作的截止时间

int (\*)(struct ata\_link \*link) check\_ready

回调以检查链接的准备就绪

**说明**

等待重置后的链接准备就绪。

锁定：EH上下文。

**返回**

如果链接在deadline之前就绪，则为0；否则为-errno。

### int sata\_link\_debounce(struct ata\_link \* link, const unsigned long \* params, unsigned long deadline)

除去SATA phy状态抖动

**参数**

struct ata\_link \* link

对SATA phy状态进行除抖动的ATA链接

const unsigned long \* params

时间参数{interval，duration，timeout }以毫秒为单位

unsigned long deadline

操作的截止时间

**说明**

确保link的SStatus达到稳定状态，该状态由保持不为1的DET的相同值确定，在duration内以interval轮询，然后在超时之前。超时约束稳定状态的开始。由于某些控制器在热拔插后DET卡在1上，因此此功能会等待超时，然后如果DET在1处稳定，则返回0。

timeout还受deadline限制。将使用两者中较早的那个。

锁定：内核线程上下文（可能会睡眠）

**返回**

成功则返回0，失败则为-errno。

### int sata\_link\_resume(struct ata\_link \* link, const unsigned long \* params, unsigned long deadline)

恢复SATA链接

**参数**

struct ata\_link \* link

要恢复SATA的ATA链接

const unsigned long \* params

时间参数{interval，duration，timeout }以毫秒为单位

unsigned long deadline

操作的截止时间

**说明**

恢复SATA phy链接并除去抖动。

锁定：内核线程上下文（可能会睡眠）

**返回**

成功则返回0，失败则为-errno。

### int sata\_link\_scr\_lpm(struct ata\_link \* link, enum ata\_lpm\_policy policy, bool spm\_wakeup)

操纵SControl IPM和SPM字段

**参数**

struct ata\_link \* link

要操纵SControl的ATA链接

枚举 ata\_lpm\_policy policy

要配置的LPM策略

bool spm\_wakeup

启动LPM过渡到活动状态

**说明**

根据策略来操纵link的SControl寄存器的IPM字段。如果政策是ATA\_LPM\_MAX\_POWER，并且spm\_wakeup为真，则操纵SPM字段以唤醒链接。此函数还在返回之前清除PHYRDY\_CHG。

锁定：EH上下文。

成功返回0，否则返回-errno。

### int ata\_std\_prereset（struct ata\_link \* link，unsigned long deadline）

准备重置

**参数**

struct ata\_link \* link

要重置的ATA链接

unsigned long deadline

操作的截止时间

**说明**

链接即将被重置。 初始化它。 来自prereset的故障将使libata中止整个重置序列并放弃该端口，因此prereset应该尽力而为。 它尽力为重置序列做准备，但如果事情出了问题，它应该只是哀叹，而不是失败。

锁定：内核线程上下文（可以休眠）

**返回**

成功返回0，否则返回-errno。

### int sata\_link\_hardreset（struct ata\_link \* link，const unsigned long \* timing，unsigned long deadline，bool \* online，int（\* check\_ready）（struct ata\_link \*）

通过SATA phy重置重置链接

**参数**

struct ata\_link \*link

需要重置的链接

const unsigned long \* timing

以毫秒为单位的时间参数{间隔，持续时间，超时}

unsigned long deadline

操作的截止时间

bool \*online

指示链接在线性的可选输出参数

int（\*）（struct ata\_link \*）check\_ready

用于检查链接准备就绪的可选回调

**说明**

使用SControl寄存器的DET位对SATA phy-reset链接进行重置。 硬复位后，如果指定了check\_ready，则会使用ata\_wait\_ready（）等待链接准备就绪。 LLD允许不指定check\_ready并在此函数返回后自行等待。 设备分类是LLD的责任。

如果重置成功并且链接在重置后处于在线状态，则将\* online设置为1。

锁定：内核线程上下文（可以休眠）

**返回**

成功返回0，否则返回-errno。

### int sata\_std\_hardreset（struct ata\_link \* link，unsigned int \* class，unsigned long deadline）

COMRESET而不等待或分类

**参数**

struct ata\_link \* link

要重置的链接

unsigned int \* class

附加设备的结果类

unsigned long deadline

操作的截止时间

标准SATA COMRESET而不等待或分类。

锁定：内核线程上下文（可以休眠）

**返回**

如果链接离线，则为0，如果链接在线，则为-EAGAIN，如果发生错误，则为-errno。

### void ata\_std\_postreset（struct ata\_link \* link，unsigned int \* classes）

标准postreset回调

**参数**

struct ata\_link \*链接

目标ata\_link

unsigned int \* classes

已附加设备的类

此函数在成功重置后调用。 请注意，可能已使用不同的重置方法多次重置设备，然后才调用postreset。

锁定：内核线程上下文（可以休眠）

### unsigned int ata\_dev\_set\_feature（struct ata\_device \* dev，u8 subcmd，u8 action）

发出SET FEATURES

**参数**

struct ata\_device \* dev

将发送命令的设备

u8 subcmd

要发送的SET FEATURES子命令

u8 action

扇区计数表示特定子命令的操作

将SET FEATURES命令发送到通过扇区计数连接到端口ap的设备dev

锁定：PCI /等总线探测信号。

**返回**

成功返回0，否则为AC\_ERR\_ \*掩码。

### int ata\_std\_qc\_defer（struct ata\_queued\_cmd \* qc）

检查qc是否需要延迟

**参数**

struct ata\_queued\_cmd \* qc

疑问中的ATA命令

非NCQ命令不能与任何其他命令，NCQ或非NCQ一起运行。 由于上层只知道队列深度，因此我们负责维护排除。 此函数检查是否可以发出新命令qc。

锁定：spin\_lock\_irqsave（host lock）

**返回**

如果需要推迟，则为ATA\_DEFER\_ \*，否则为0。

### void ata\_sg\_init（struct ata\_queued\_cmd \* qc，struct scatterlist \* sg，unsigned int n\_elem）

将命令与分散聚集表相关联。

**参数**

struct ata\_queued\_cmd \* qc

要关联的命令

struct scatterlist \* sg

分散聚集表。

unsigned int n\_elem

S / G表中的元素数。

**说明**

将queued\_cmd qc的数据相关元素初始化为指向分散聚集表sg的元素，其中包含n\_elem个元素。

锁定：spin\_lock\_irqsave（host lock）

### void ata\_qc\_complete（struct ata\_queued\_cmd \* qc）

完成一个活动的ATA命令

**参数**

struct ata\_queued\_cmd \* qc

要完成的命令

指示中间和上层已完成一个ATA命令，具有ok或not-ok状态。

成功完成多个NCQ命令时，请勿多次调用此函数。 必须使用ata\_qc\_complete\_multiple（），它将适当地更新IRQ期望状态。

锁定：spin\_lock\_irqsave（host lock）

### int ata\_qc\_complete\_multiple（struct ata\_port \* ap，u64 qc\_active）

完成多个成功的qc

**参数**

struct ata\_port \* ap

问题端口

u64 qc\_active

新的qc\_active掩码

**说明**

完成正在飞行的命令。 此函数旨在从低级驱动程序的中断例程中调用以正常完成请求。 按ap->qc\_active和qc\_active进行比较，并根据需要完成命令。

在IRQ处理程序中完成多个NCQ命令时，请始终使用此函数而不是多次调用ata\_qc\_complete（），以使IRQ期望状态保持同步。

锁定：spin\_lock\_irqsave（host lock）

**返回**

成功时完成的命令数，否则为-errno。

### int sata\_scr\_valid（struct ata\_link \* link）

测试SCR是否可访问

**参数**

struct ata\_link \*链接

要为测试SCR可访问性的ATA链接

**说明**

测试是否可以为链接访问SCR。

锁定：无。

**返回**

如果可以访问SCR，则为1，否则为0。

### int sata\_scr\_read（struct ata\_link \* link，int reg，u32 \* val）

阅读指定端口的SCR寄存器

**参数**

struct ata\_link \* link

要读取SCR的ATA链路

int reg

要读取的SCR

u32 \* val

存储读取值的位置

**说明**

将link的SCR寄存器reg读入\*val。如果link是ap->link，端口的电缆类型是SATA并且端口实现->scr\_read，则此函数保证成功。

锁：如果link是ap->link，则为无。否则是内核线程上下文。

**返回**

成功时为0，失败时为负的errno。

### int sata\_scr\_write(struct ata\_link \* link，int reg，u32 val)

写入指定端口的SCR寄存器

**参数**

struct ata\_link \* link

要为其写SCR的ATA链接

int reg

要写入的SCR

u32 val

要写入的值

**说明**

将val写入link的SCR寄存器reg。如果link是ap->link，端口的电缆类型是SATA并且端口实现->scr\_read，则此函数保证成功。

锁：如果link是ap->link，则为无。否则是内核线程上下文。

**返回**

成功时为0，失败时为负的errno。

### int sata\_scr\_write\_flush(struct ata\_link \* link，int reg，u32 val)

写入指定端口的SCR寄存器并刷新

**参数**

struct ata\_link \* link

要为其写SCR的ATA链接

int reg

要写入的SCR

u32 val

要写入的值

**说明**

此函数与sata\_scr\_write()相同，只是在写入寄存器后执行刷新。

锁：如果link是ap->link，则为无。否则是内核线程上下文。

**返回**

成功时为0，失败时为负的errno。

### bool ata\_link\_online(struct ata\_link \* link)

测试给定链接是否在线

**参数**

struct ata\_link \* link

要测试的ATA链接

测试链接是否在线。如果没有从属链接，则与ata\_phys\_link\_online()相同。如果有从属链接，则仅在主链接上调用此函数，并且如果M/S链接中有任何一个在线，则返回true。

锁：无。

**返回**

如果端口在线状态可用且在线，则为True。

### bool ata\_link\_offline(struct ata\_link \* link)

测试给定链接是否离线

**参数**

struct ata\_link \* link

要测试的ATA链接

测试链接是否离线。如果没有从属链接，则与ata\_phys\_link\_offline()相同。如果有从属链接，则仅在主链接上调用此函数，并且如果M/S链接都离线，则返回true。

锁：无。

**返回**

如果端口离线状态可用且离线，则为True。

### void ata\_host\_suspend(struct ata\_host \* host，pm\_message\_t mesg)

暂停主机

**参数**

struct ata\_host \* host

要暂停的主机

pm\_message\_t mesg

PM消息

暂停主机。端口暂停执行实际操作。

### void ata\_host\_resume(struct ata\_host \* host)

恢复主机

**参数**

struct ata\_host \* host

恢复的主机

恢复主机。端口恢复执行实际操作。

### struct ata\_host \*ata\_host\_alloc(struct device \* dev，int max\_ports)

分配和初始化基本ATA主机资源

**参数**

struct device \* dev

此主机与之关联的通用设备

int max\_ports

与此主机关联的ATA端口的最大数量

分配并初始化基本ATA主机资源。LLD调用此函数以分配主机，完全初始化它并使用ata\_host\_register()附加它。

分配max\_ports端口，并将host->n\_ports初始化为max\_ports。调用者可以在调用ata\_host\_register()之前减少host->n\_ports。未使用的端口将自动释放。

**返回**

成功时分配ATA主机，失败时为NULL。

锁：从调用层继承（可能休眠）。

### struct ata\_host \*ata\_host\_alloc\_pinfo(struct device \* dev，const struct ata\_port\_info \* const \* ppi，int n\_ports)

分配主机并使用port\_info数组进行初始化

**参数**

struct device \* dev

此主机与之关联的通用设备

const struct ata\_port\_info \* const \* ppi

要使用的ATA port\_info数组初始化主机

int n\_ports

附加到此主机的ATA端口数量

分配ATA主机并使用ppi中的信息进行初始化。如果以NULL结尾，则ppi可以包含少于n\_ports的条目。剩余端口将使用最后一个条目。

**返回**

成功时分配ATA主机，失败时为NULL。

锁：从调用层继承（可能休眠）。

### int ata\_slave\_link\_init(struct ata\_port \* ap)

初始化从属链接

**参数**

struct ata\_port \* ap

要为其初始化从属链接的端口

**说明**

创建并初始化ap的从属链接。这使能了在端口上处理从属链接。

在libata中，一个端口包含链接，一个链接包含设备。有单个主链接，但是如果将PMP连接到其上，则可以有多个扇出链接。在SATA上，通常将单个设备连接到链接上，但是模拟基于TF界面的PATA和SATA控制器可以有两个 - 主和从属。

但是，还有一些控制器不太适合这种抽象 - SATA控制器，它们模拟具有主设备和从属设备的TF接口，但也具有每个设备的单独SCR寄存器集。这些控制器需要单独的链接用于物理链接处理（例如在线，链接速度），但在其他方面（例如命令发出，软复位）应像传统的M / S控制器一样处理。

slave\_link是libata处理这类控制器的方法，不会对核心层产生太大影响。除了物理链路处理之外，对于其他任何事情，默认的主机链路都用于主从。对于物理链路处理，使用单独的ap->slave\_link。所有脏细节都在libata核心层中实现。从LLD的角度来看，唯一的区别是为从链路调用了prereset、hardreset和postreset，因此复位序列如下所示：

prereset(M) -> prereset(S) -> hardreset(M) -> hardreset(S) -> softreset(M) -> postreset(M) -> postreset(S)

请注意，软复位仅为主机调用。软复位根据定义可重置M/S，因此主机上的SRST应同时处理这两者（标准方法将完美地工作）。

锁定：在注册主机之前应调用。

**返回**

成功返回0，失败返回-errno。

### int ata\_host\_start(struct ata\_host \*host)

启动和冻结ATA主机的端口

**参数**

struct ata\_host \*host

要为其启动端口的ATA主机

启动然后冻结主机的端口。已启动状态记录在host->flags中，因此可以多次调用此函数。保证端口仅启动一次。如果host->ops尚未初始化，则将其设置为第一个非虚假端口操作。

锁定：从调用层继承（可能休眠）。

**返回**

如果成功启动所有端口，则返回0，否则返回-errno。

### void ata\_host\_init(struct ata\_host \*host, struct device \*dev, struct ata\_port\_operations \*ops)

为sas（ipr、libsas）初始化主机结构

**参数**

struct ata\_host \*host

要初始化的主机

struct device \*dev

主机附加到的设备

struct ata\_port\_operations \*ops

port\_ops

### int ata\_host\_register(struct ata\_host \*host, struct scsi\_host\_template \*sht)

注册初始化的ATA主机

**参数**

struct ata\_host \*host

要注册的ATA主机

struct scsi\_host\_template \*sht

用于SCSI主机的模板

注册初始化的ATA主机。主机使用ata\_host\_alloc()分配，并由LLD完全初始化。此函数启动端口，在ATA和SCSI层中注册主机并探测已注册的设备。

锁定：从调用层继承（可能休眠）。

**返回**

成功返回0，否则返回-errno。

### int ata\_host\_activate(struct ata\_host \*host, int irq, irq\_handler\_t irq\_handler, unsigned long irq\_flags, struct scsi\_host\_template \*sht)

启动主机，请求IRQ并注册它

**参数**

struct ata\_host \*host

目标ATA主机

int irq

要请求的IRQ

irq\_handler\_t irq\_handler

请求IRQ时使用的irq\_handler

unsigned long irq\_flags

请求IRQ时使用的irq\_flags

struct scsi\_host\_template \*sht

注册主机时要使用的scsi\_host\_template

**说明**

分配ATA主机并初始化后，大多数libata LLD执行三个步骤以激活主机-启动主机，请求IRQ并注册它。这个助手获取必要的参数并一次性执行三个步骤。

无效的IRQ跳过IRQ注册，并且希望主机在端口上设置轮询模式。在这种情况下，irq\_handler应为NULL。

锁定：从调用层继承（可能休眠）。

**返回**

成功返回0，否则返回-errno。

### void ata\_host\_detach(struct ata\_host \*host)

分离ATA主机的所有端口

**参数**

struct ata\_host \*host

要分离的主机

分离主机的所有端口。

锁定：内核线程上下文（可能休眠）。

### void ata\_pci\_remove\_one(struct pci\_dev \*pdev)

设备移除的PCI层回调

**参数**

struct pci\_dev \*pdev

已移除的PCI设备

PCI层通过此挂钩向libata指示已发生热拔插或模块卸载事件。分离所有端口。资源释放由devres处理。

锁定：从PCI层继承（可能休眠）。

### int ata\_platform\_remove\_one(struct platform\_device \*pdev)

设备移除的平台层回调

**参数**

struct platform\_device \*pdev

已移除的平台设备

**说明**

平台层通过此挂钩向libata指示已发生热拔插或模块卸载事件。分离所有端口。资源释放由devres处理。

锁定：从平台层继承（可能休眠）。

### void ata\_msleep(struct ata\_port \*ap, unsigned int msecs)

ATA EH所有者感知msleep

**参数**

struct ata\_port \*ap

要将睡眠时间归因于的ATA端口

unsigned int msecs

要睡眠的持续时间（以毫秒为单位）

**说明**

睡眠毫秒。如果当前任务是ap的EH的所有者，则在进入睡眠状态之前释放所有权，并在完整睡眠后重新获取所有权。换句话说，在此任务睡眠时，共享ap->host的其他端口将被允许拥有EH。

锁定：可能会休眠。

### u32 ata\_wait\_register(struct ata\_port \*ap, void \_\_iomem \*reg, u32 mask, u32 val, unsigned long interval, unsigned long timeout)

等待寄存器值更改

**参数**

struct ata\_port \*ap

要等待寄存器的ATA端口，可以为NULL

void \_\_iomem \*reg

IO映射的寄存器

u32 mask

要应用于读取寄存器值的掩码

u32 val

等待条件

unsigned long interval

以毫秒为单位的轮询间隔

unsigned long timeout

超时时间（以毫秒为单位）

**说明**

等待寄存器的一些位更改是ATA控制器的常见操作。此函数读取32位LE IO映射的寄存器reg，并测试以下条件。

（\*reg & mask）! = val

如果满足条件，则返回；否则，在interval\_msec之后重复该过程，直到超时。

锁定：内核线程上下文（可能会睡觉）

**返回**

最终的寄存器值。

### bool sata\_lpm\_ignore\_phy\_events（struct ata\_link \* link）

测试是否应忽略物理事件

**参数**

struct ata\_link \*链接

接收事件的链接

**说明**

测试是否需要忽略接收到的物理事件。

锁住：无：

**返回**

如果必须忽略事件，则为True。

## libata核心内部

### struct ata\_link \* ata\_dev\_phys\_link（struct ata\_device \* dev）

查找设备的物理链接

**参数**

struct ata\_device \* dev

要查找物理链接的ATA设备

**说明**

查找连接到dev的物理链接。请注意，当dev在从机链接上时，这与dev->link不同。对于所有其他情况，它与dev->link相同。

锁定：不介意。

**返回**

指向找到的物理链接的指针。

### void ata\_force\_cbl(struct ata\_port \* ap)

按照libata.force强制电缆类型

**参数**

struct ata\_port \* ap

感兴趣的ATA端口

根据libata.force强制电缆类型并对此进行抱怨。使用具有匹配端口号的最后一个条目，因此它可以作为设备强制参数的一部分指定。例如，“a：40c，1.00：udma4”和“1.00：40c，udma4”的效果相同。

锁住：EH上下文。

### void ata\_force\_link\_limits(struct ata\_link \* link)

按照libata.force强制链接限制

**参数**

struct ata\_link \*链接

感兴趣的ATA链接

根据libata.force强制链接标志和SATA spd限制并对其进行抱怨。当仅指定端口部分（例如1:）时，限制适用于连接到主链接和通过PMP连接的所有扇出端口的所有链接。如果将设备部分指定为0（例如1.00：），则指定第一个扇出链接而不是主链接。设备号15始终指向主链接，无论是否连接了PMP。如果控制器具有从机链接，则设备号16指向它。

锁定：EH上下文。

### void ata\_force\_xfermask(struct ata\_device \* dev)

根据libata.force强制xfermask

**参数**

struct ata\_device \* dev

感兴趣的ATA设备

根据libata.force强制xfer\_mask并对其进行抱怨。为了保持与链接选择的一致性，设备号15选择连接到主链接的第一个设备。

锁住：EH上下文。

### void ata\_force\_horkage(struct ata\_device \* dev)

根据libata.force强制horkage

**参数**

struct ata\_device \* dev

感兴趣的ATA设备

根据libata.force强制horkage并对其进行抱怨。为了保持与链接选择的一致性，设备号15选择连接到主链接的第一个设备。

锁住：EH上下文。

### int ata\_rwcmd\_protocol(struct ata\_taskfile \* tf，struct ata\_device \* dev)

设置任务文件的r / w命令和协议

**参数**

struct ata\_taskfile \* tf

要检查和配置的命令

struct ata\_device \* dev

tf所属的设备

检查设备配置和tf->flags以计算使用的适当读/写命令和协议。

锁定：呼叫者。

### u64 ata\_tf\_read\_block（const struct ata\_taskfile \* tf，struct ata\_device \* dev）

从ATA任务文件中读取块地址

**参数**

const struct ata\_taskfile \* tf

感兴趣的ATA任务文件

struct ata\_device \* dev

ATA设备tf所属的

锁住：无。

从tf中读取块地址。此函数可处理所有三种地址格式-LBA，LBA48和CHS。tf->protocol和标志选择要使用的地址格式。

**返回**

从TF中读取的块地址。

### int ata\_build\_rw\_tf（struct ata\_queued\_cmd \* qc，u64 block，u32 n\_block，unsigned int tf\_flags，int class）

为给定的读/写请求构建ATA任务文件

**参数**

struct ata\_queued\_cmd \* qc

与要构建任务文件的元数据

u64 block

块地址

u32 n\_block

块数

unsigned int tf\_flags

RW / FUA等…

int class

IO优先级类

锁住：无。

为命令qc构建ATA任务文件，用于由块，n\_block，tf\_flags和class说明的读/写请求。

**返回**

成功时为0，如果请求对于dev太大则为-ERANGE，如果请求无效则为-EINVAL。

### int ata\_read\_native\_max\_address（struct ata\_device \* dev，u64 \* max\_sectors）

读取本地最大地址

**参数**

struct ata\_device \* dev

目标设备

u64 \* max\_sectors

结果本机最大地址的输出参数

对所讨论的设备执行LBA48或LBA28本机大小查询。

返回

成功时为0，如果命令被驱动器中止，则为-EACCES。发生其他错误时为-EIO。

### int ata\_set\_max\_sectors（struct ata\_device \* dev，u64 new\_sectors）

设置最大扇区数

**参数**

struct ata\_device \* dev

目标设备

u64 new\_sectors

要为设备设置的新最大扇区值

将dev的最大扇区数设置为new\_sectors。

**返回**

成功时为0，如果命令被驱动器中止或拒绝（由于先前的非易失性SET\_MAX）则为-EACCES。发生其他错误时为-EIO。

### int ata\_hpa\_resize（struct ata\_device \* dev）

调整具有HPA设置的设备的大小

**参数**

struct ata\_device \*dev

需要调整大小的设备

读取带有HPA特征的LBA28或LBA48磁盘的大小，如果需要则将其调整为介质的完整大小。调用者必须检查驱动器已启用HPA功能集。

**返回**

成功返回0，失败返回-errno。

### void ata\_dump\_id(struct ata\_device \*dev，const u16 \*id)

识别设备信息的调试输出

**参数**

struct ata\_device \*dev

获取信息的设备

const u16 \*id

要转储的IDENTIFY DEVICE页面

从给定的IDENTIFY DEVICE页面中转储所选的16位字。

锁定：调用者。

### unsigned ata\_exec\_internal\_sg(struct ata\_device \*dev, struct ata\_taskfile \*tf, const u8 \*cdb，int dma\_dir，struct scatterlist \*sgl，unsigned int n\_elem，unsigned int timeout)

执行libata内部命令

**参数**

struct ata\_device \*dev

发送命令的设备

struct ata\_taskfile \*tf

用于命令和结果的Taskfile寄存器

const u8 \* cdb

用于分组命令的CDB

int dma\_dir

命令的数据传输方向

struct scatterlist \* sg1

用于命令数据缓冲区的sg列表

unsigned int n\_elem

sg条目数

unsigned int timeout

以毫秒为单位的超时(默认为0)

使用超时执行libata内部命令。tf在入口处包含命令，在返回时包含结果。超时和错误条件通过返回报告。命令超时后不会采取恢复动作。这是调用者在超时后清理的职责。

锁定：无。应该在内核上下文中调用，可能会休眠。

**返回**

成功返回零，失败返回AC\_ERR\_\*掩码。

### unsigned ata\_exec\_internal(struct ata\_device \*dev，struct ata\_taskfile \*tf，const u8 \*cdb，int dma\_dir，void \*buf，unsigned int buflen，unsigned int timeout)

执行libata内部命令

**参数**

struct ata\_device \*dev

发送命令的设备

struct ata\_taskfile \*tf

用于命令和结果的Taskfile寄存器

const u8 \* cdb

用于分组命令的CDB

int dma\_dir

命令的数据传输方向

void \* buf

命令的数据缓冲区

unsigned int buflen

数据缓冲区的长度

unsigned int timeout

以毫秒为单位的超时(默认为0)

ata\_exec\_internal\_sg()的包装器，它使用简单的缓冲区而不是sg列表。

锁定：无。应该在内核上下文中调用，可能会休眠。

**返回**

成功返回零，失败返回AC\_ERR\_\*掩码。

### u32 ata\_pio\_mask\_no\_iordy(const struct ata\_device \*adev)

返回非IORDY掩码

**参数**

const struct ata\_device \*adev

ATA设备

如果我们没有使用iordy，计算最高可能的模式。如果没有iordy模式可用，则返回-1。

### int ata\_dev\_read\_id(struct ata\_device \*dev, unsigned int \* p\_class，unsigned int flags，u16 \* id)

从指定的设备读取ID数据

**参数**

struct ata\_device \*dev

目标设备

unsigned int \* p\_class

指向目标设备类的指针(可能会更改)

unsigned int flags

ATA\_READID\_\*标志

u16 \* id

读取IDENTIFY数据的缓冲区

从指定的设备读取ID数据。在ATA设备上执行ATA\_CMD\_ID\_ATA，在ATAPI设备上执行ATA\_CMD\_ID\_ATAPI。此函数还为早期驱动器发出ATA\_CMD\_INIT\_DEV\_PARAMS。

FIXME：ATA\_CMD\_ID\_ATA对于早期的驱动器是可选的，如果我们遇到这种情况，现在我们会中止。

锁定：内核线程上下文(可能会休眠)

**返回**

成功返回0，否则返回-errno。

### unsigned int ata\_read\_log\_page(struct ata\_device \*dev，u8 log，u8 page，void \* buf，unsigned int sectors)

读取特定的日志页面

**参数**

struct ata\_device \*dev

目标设备

u8 log

要读取的日志

u8 page

要读取的页面

void \* buf

缓冲区以存储已读取的页面

unsigned int sectors

要读取的扇区数

使用READ\_LOG\_EXT命令读取日志页面。

锁定：内核线程上下文(可能会休眠)。

**返回**

成功返回0，否则返回AC\_ERR\_\*掩码。

### int ata\_dev\_configure(struct ata\_device \*dev)

配置指定的ATA/ATPI设备

**参数**

struct ata\_device \*dev

要配置的目标设备

根据dev->id配置dev。还应用通用和低级驱动程序特定的修复程序。

锁定：内核线程上下文(可能会休眠)

**返回**

成功返回0，否则返回-errno

### int ata\_bus\_probe(struct ata\_port \* ap)

重置和探测ATA总线

**参数**

struct ata\_port \*ap

要探测的总线

主ATA总线探测函数。启动硬件相关的总线复位，然后尝试识别在总线上找到的任何设备。

锁定：PCI等总线探测信号量。

**返回**

成功返回零，否则返回负的errno。

### void sata\_print\_link\_status(struct ata\_link \*link)

打印SATA链接状态

**参数**

struct ata\_link \*link

要打印链接状态的SATA链接

此函数打印SATA链接的链接速度和状态。

锁定：无。

### int sata\_down\_spd\_limit(struct ata\_link \*link，u32 spd\_limit)

调整SATA spd下限

**参数**

struct ata\_link \*link

要调整SATA spd下限的链接

u32 spd\_limit

附加限制

将链接的SATA spd限制向下调整。请注意，此函数仅调整限制。必须使用sata\_set\_spd()应用更改。

锁定：继承自调用程序。

成功返回0，失败返回负errno

### int sata\_set\_spd\_needed(struct ata\_link \*link)

SATA SPD配置是否需要

**参数**

struct ata\_link \*link

相关链接

**说明**

测试SControl中的spd限制是否与link->sata\_spd\_limit匹配。此函数用于确定是否需要应用SATA spd配置进行硬复位。

锁定：继承自调用程序。

**返回**

如果需要SATA spd配置，则返回1，否则返回0。

### int ata\_down\_xfermask\_limit(struct ata\_device \*dev，unsigned int sel)

降低设备xfer掩码

**参数**

struct ata\_device \*dev

要调整xfer掩码的设备

unsigned int sel

ATA\_DNXFER\_\*选择器

降低dev的xfer掩码。请注意，此函数不应用更改。随后调用ata\_set\_mode()将应用限制。

锁定：继承自调用程序。

**返回**

成功返回0，失败返回负errno

### int ata\_wait\_ready(struct ata\_link \*link，unsigned long deadline，int (\*check\_ready)(struct ata\_link \*link))

等待链接准备就绪

**参数**

struct ata\_link \*link

要等待的链接

unsigned long deadline

操作的截止jiffies

int (\*check\_ready)(struct ata\_link \*link)

检查链接准备的回调

等待链接准备就绪。如果链接准备就绪，check\_ready应返回正数；如果不是，则返回0;-ENODEV如果链接似乎没有被占用，则为其他errno为其他错误条件。

允许跨ATA\_TMOUT\_FF\_WAIT的暂时-ENODEV条件。

锁定：EH环境。

**返回**

如果链接在截止日期之前准备好，则返回0；否则，返回-errno。

### int ata\_dev\_same\_device(struct ata\_device \*dev，unsigned int new\_class，const u16 \*new\_id)

确定新ID是否与配置的设备匹配

**参数**

struct ata\_device \*dev

要比较的设备

unsigned int new\_class

新设备的类别

const u16 \*new\_id

新设备的IDENTIFY页面

将new\_class和new\_id与dev进行比较，并确定dev是否是由new\_class和new\_id指示的设备。

锁定：无。

**返回**

如果dev与new\_class和new\_id匹配，则返回1，否则返回0。

### int ata\_dev\_reread\_id(struct ata\_device \*dev，unsigned int readid\_flags)

重新读取标识数据

**参数**

struct ata\_device \*dev

目标ATA设备

unsigned int readid\_flags

读取ID标志

重新读取识别页面，并确保dev仍连接到端口。

锁定：内核线程上下文（可能会睡眠）

**返回**

成功返回0，否则返回负errno

### int ata\_dev\_revalidate(struct ata\_device \*dev，unsigned int new\_class，unsigned int readid\_flags)

重新验证ATA设备

**参数**

struct ata\_device \*dev

要重新验证的设备

unsigned int new\_class

新类别代码

unsigned int readid\_flags

读取ID标志

重新读取识别页面，确保dev仍连接到端口，并根据新的IDENTIFY页面重新配置它。

锁定：内核线程上下文（可能会睡眠）

**返回**

成功返回0，否则返回负errno

### int ata\_is\_40wire(struct ata\_device \*dev)

检查驱动器端的检测

**参数**

struct ata\_device \*dev

设备

执行驱动器侧检测解码，允许设备供应商无法遵循文档。

### int cable\_is\_40wire(struct ata\_port \*ap)

40/80/SATA决策者

**参数**

struct ata\_port \*ap

要考虑的端口

这个函数将速度管理策略封装在一个地方。目前我们不缓存结果，但有一个好的案例可以在我们用未知电缆调用时将ap->cbl设置为结果（并找出它是否会影响热插拔）。

如果电缆似乎为40电缆，则返回1。

### void ata\_dev\_xfermask(struct ata\_device \*dev)

计算给定设备的支持xfer掩码

**参数**

struct ata\_device \*dev

计算xfer掩码的设备

计算dev的支持xfer掩码，并将其存储在dev->\*\_mask中。此函数负责应用所有已知限制，包括主机控制器限制，设备黑名单等...

锁定：无。

### unsigned int ata\_dev\_set\_xfermode(struct ata\_device \*dev)

发出SET FEATURES-XFER MODE命令

**参数**

struct ata\_device \*dev

将要发送命令的设备

向端口ap的设备dev发出设置特性-XFER MODE命令。

锁定：PCI/等总线探测信号。

**返回**

成功返回0，否则返回AC\_ERR\_\*掩码。

### unsigned int ata\_dev\_init\_params(struct ata\_device \*dev，u16 heads，u16 sectors)

发出初始化DEV PARAMS命令

**参数**

struct ata\_device \*dev

将要发送命令的设备

u16 heads

磁头数（任务文件参数）

u16 sectors

扇区数（任务文件参数）

锁定：内核线程上下文（可能会睡眠）

**返回**

成功返回0，否则返回AC\_ERR\_\*掩码。

### int atapi\_check\_dma(struct ata\_queued\_cmd \*qc)

检查是否支持ATAPI DMA

**参数**

struct ata\_queued\_cmd \*qc

用于检查任务文件的元数据

允许低级驱动程序过滤ATA PACKET命令，返回一个指示能否为所提供的PACKET命令使用DMA的状态。

锁定：spin\_lock\_irqsave（主机锁定）

**返回**

当可以使用ATAPI DMA时返回0

否则为非零

LOCKING: spin\_lock\_irqsave（主机锁）

### int ata\_sg\_setup（struct ata\_queued\_cmd \* qc）

DMA映射与命令相关的散射-聚集表。

**参数**

struct ata\_queued\_cmd \* qc

具有散射-聚集表要映射的命令。

DMA映射与queued\_cmd qc相关联的散射-聚集表。

LOCKING：spin\_lock\_irqsave（主机锁）

**返回**

成功为零，错误为负。

### void swap\_buf\_le16（u16 \* buf，unsigned int buf\_words）

地方交换16位字的一半

**参数**

u16 \* buf

要交换的缓冲区

unsigned int buf\_words

缓冲区中的16位字数。

如果需要将16位字的后一半交换以将字节顺序从小端转换为本机CPU字节顺序或反之亦然，则交换16位字的一半。

锁定：从调用方继承。

### struct ata\_queued\_cmd \* ata\_qc\_new\_init（struct ata\_device \* dev，int tag）

请求可用的ATA命令并初始化它

**参数**

struct ata\_device \* dev

我们从中请求可用命令结构的设备

int tag

标签

**说明**

LOCKING：无。

### void ata\_qc\_free（struct ata\_queued\_cmd \* qc）

释放未使用的ata\_queued\_cmd

**参数**

struct ata\_queued\_cmd \* qc

要完成的命令

设计在某些情况下阻止使用它时释放未使用的ata\_queued\_cmd对象。

锁定：spin\_lock\_irqsave（主机锁）

### void ata\_qc\_issue（struct ata\_queued\_cmd \* qc）

发出任务文件到设备

**参数**

struct ata\_queued\_cmd \* qc

要发出到设备的命令

准备ATA命令以提交到设备。这包括将数据映射到可进行DMA的区域，填充S / G表，最后将任务文件写入硬件，启动命令。

锁定：spin\_lock\_irqsave（主机锁）

bool ata\_phys\_link\_online（struct ata\_link \* link）

测试给定的链接是否在线

**参数**

struct ata\_link \* link

要测试的ATA链接

测试链接是否在线。请注意，如果无法获取链接的在线状态，则此函数返回0，因此ata\_link\_online（link）！=！ata\_link\_offline（link）。

锁定：无。

**返回**

如果端口在线状态可用且在线，则为True。

### bool ata\_phys\_link\_offline（struct ata\_link \* link）

测试给定的链接是否离线

**参数**

struct ata\_link \* link

要测试的ATA链接

测试链接是否离线。请注意，如果无法获取链接的离线状态，则此函数返回0，因此ata\_link\_online（link）！=！ata\_link\_offline（link）。

锁定：无。

**返回**

如果端口离线状态可用并且离线，则为真。

### void ata\_dev\_init（struct ata\_device \* dev）

初始化ata\_device结构

**参数**

struct ata\_device \* dev

要初始化的设备结构

在探测之前初始化dev。

锁定：从调用方继承。

### void ata\_link\_init（struct ata\_port \* ap，struct ata\_link \* link，int pmp）

初始化ata\_link结构

**参数**

struct ata\_port \* ap

ATA端口连接的端口链接

struct ata\_link \* link

要初始化的链接结构

int pmp

端口乘法器端口号

初始化链接。

锁定：内核线程上下文（可能会睡眠）

### int sata\_link\_init\_spd（struct ata\_link \* link）

初始化link- > sata\_spd\_limit

**参数**

struct ata\_link \* link

要为其配置sata\_spd\_limit的链接

将link- > [hw\_ ]sata\_spd\_limit初始化为当前配置的值。

锁定：内核线程上下文（可能会睡眠）。

**返回**

成功则为0，失败则为-errno。

### struct ata\_port \* ata\_port\_alloc（struct ata\_host \* host）

分配并初始化基本ATA端口资源

**参数**

struct ata\_host \* host

此分配端口所属的ATA主机

分配和初始化基本ATA端口资源。

**返回**

成功则分配ATA端口，否则为NULL。

锁定：从调用层继承（可能会睡眠）。

### void ata\_finalize\_port\_ops（struct ata\_port\_operations \* ops）

最终ata\_port\_operations

**参数**

struct ata\_port\_operations \* ops

要完成的ata\_port\_operations

ata\_port\_operations可以继承自另一个ops，该ops可以再次继承自另一个ops。只要继承链中没有循环，就可以一直进行下去。

当主机启动时，Ops表会被完成。 NULL或未指定的条目从最接近的祖先继承该方法，该条目用它进行填充。完成后，ops表直接指向所有方法，而-> inherits不再需要并清除。

使用ATA\_OP\_NULL，继承ops可以将方法强制为NULL。

锁定：无。

### void ata\_port\_detach（struct ata\_port \* ap）

准备拆卸设备以分离ATA端口

**参数**

struct ata\_port \* ap

要分离的ATA端口

拆卸ap的所有ATA设备和相关的SCSI设备;然后，删除关联的SCSI主机。保证ap在此功能返回时是静止的。

锁定：内核线程上下文（可能会睡眠）。

### void \_\_ata\_ehi\_push\_desc（struct ata\_eh\_info \* ehi，const char \* fmt，...）

在不添加分隔符的情况下推送错误说明

**参数**

struct ata\_eh\_info \* ehi

目标EHI

const char \* fmt

printf格式字符串

...

变量参数

根据fmt格式化字符串并将其附加到ehi- > desc。

锁定：spin\_lock\_irqsave（主机锁）

### void ata\_ehi\_push\_desc（struct ata\_eh\_info \* ehi，const char \* fmt，...）

推送带分隔符的错误说明

**参数**

struct ata\_eh\_info \* ehi

目标EHI

const char \* fmt

printf格式字符串

...

变量参数

根据fmt格式化字符串并将其附加到ehi- > desc。如果ehi- > desc不为空，则在中间添加“，”。

锁定：spin\_lock\_irqsave（主机锁）

### void ata\_ehi\_clear\_desc（struct ata\_eh\_info \* ehi）

清除错误说明

**参数**

struct ata\_eh\_info \*ehi

目标EHI

清除ehi->desc

锁定: spin\_lock\_irqsave（host lock）

### void ata\_port\_desc（struct ata\_port \*ap，const char \*fmt，...）

附加端口说明

**参数**

struct ata\_port \*ap

目标ATA端口

const char \*fmt

printf格式字符串

...

变量参数

根据fmt格式字符串，附加端口说明。如果端口说明不为空，则在其中添加“ ”。此函数用于初始化ata\_host。该说明将打印在主机注册上。

### void ata\_port\_pbar\_desc（struct ata\_port \*ap，int bar，ssize\_t offset，const char \*name）

附加PCI BAR说明

**参数**

struct ata\_port \*ap

目标ATA端口

int bar

目标PCI BAR

ssize\_t offset

偏移到PCI BAR中

const char \*name

该区域的名称

如果偏移为负，则该函数格式化一个包含该BAR的名称、地址、大小和类型的字符串，并将其附加到端口说明中。如果偏移为零或正，则只附加名称和偏移地址。

锁定：没有

### unsigned int ata\_internal\_cmd\_timeout（struct ata\_device \*dev，u8 cmd）

确定内部命令的超时时间

**参数**

struct ata\_device \*dev

目标设备

u8 cmd

要发出的内部命令

确定设备的命令cmd的超时时间。

锁定：EH上下文。

**返回**

确定的超时时间。

### void ata\_internal\_cmd\_timed\_out（struct ata\_device \*dev，u8 cmd）

内部命令超时通知

**参数**

struct ata\_device \*dev

目标设备

u8 cmd

超时的内部命令

通知EH，该设备的命令cmd已超时。此函数仅应针对使用ata\_internal\_cmd\_timeout（）确定超时的命令调用。

锁定：EH上下文。

### void ata\_eh\_acquire（struct ata\_port \*ap）

获得EH所有权

**参数**

struct ata\_port \*ap

为其获取EH所有权的ATA端口

为ap获取EH所有权。这是端口共享主机的基本互斥机制。只有一个端口从同一主机下挂掉，可以声明EH的所有权。

锁定：EH context。

### void ata\_eh\_release（struct ata\_port \*ap）

释放EH所有权

**参数**

struct ata\_port \*ap

为其释放EH所有权的ATA端口

如果调用者，则释放ap的EH所有权。调用者必须预先使用ata\_eh\_acquire（）获取EH所有权。

锁定：EH context。

### void ata\_scsi\_error（struct Scsi\_Host \*host）

SCSI层错误处理程序回调

**参数**

struct Scsi\_Host \*host

发生错误的SCSI主机

处理SCSI层引发的错误事件。

锁定：从SCSI层继承（没有，可以睡眠）

**返回**

零。

### void ata\_scsi\_cmd\_error\_handler（struct Scsi\_Host \*host，struct ata\_port \*ap，struct list\_head \*eh\_work\_q）

一系列命令的错误回调

**参数**

struct Scsi\_Host \*host

包含端口的SCSI主机

struct ata\_port \*ap

主机内的ATA端口

struct list\_head \*eh\_work\_q

要处理的命令列表

**说明**

处理给定的一系列命令，并将已完成的命令返回到ap->eh\_done\_q。此函数是libata错误处理程序的第一部分，用于处理给定的失败命令列表。

### void ata\_scsi\_port\_error\_handler（struct Scsi\_Host \*host，struct ata\_port \*ap）

在命令后恢复端口

**参数**

struct Scsi\_Host \*host

包含端口的SCSI主机

struct ata\_port \*ap

ATA端口

**说明**

在所有命令恢复后，处理端口ap的恢复。

### void ata\_port\_wait\_eh（struct ata\_port \*ap）

等待当前挂起的EH完成

**参数**

struct ata\_port \*ap

等待EH的端口

等待当前挂起的EH完成。

锁定：内核线程上下文（可能睡眠）。

### void ata\_eh\_set\_pending（struct ata\_port \*ap，int fastdrain）

设置ATA\_PFLAG\_EH\_PENDING并激活快速排水

**参数**

struct ata\_port \*ap

目标ATA端口

int fastdrain

激活快速排水

如果fastdrain为非零且之前未挂起EH，则设置ATA\_PFLAG\_EH\_PENDING并激活快速排水。快速排水确保EH及时启动。

锁定：spin\_lock\_irqsave（host lock）

### void ata\_qc\_schedule\_eh（struct ata\_queued\_cmd \*qc）

为错误处理程序安排qc

**参数**

struct ata\_queued\_cmd \*qc

计划进行错误处理的命令

为qc安排错误处理。其他命令排干后，EH将开始工作。

锁定：spin\_lock\_irqsave（host lock）

### void ata\_std\_sched\_eh（struct ata\_port \*ap）

非Libsas ata\_ports使用此公共例程进行eh

**参数**

struct ata\_port \*ap

为其安排EH的ATA端口

锁定：从ata\_port\_schedule\_eh spin\_lock\_irqsave（host lock）继承

### void ata\_std\_end\_eh（struct ata\_port \*ap）

非Libsas ata\_ports使用此公共例程完成eh

**参数**

struct ata\_port \*ap

为其结束EH的ATA端口

**说明**

在libata对象模型中，ata\_port与shost具有1：1映射，因此可以在ap->lock下直接操作主机字段，在libsas情况下，我们需要在ha->level上保持锁定状态，以协调这些事件。

锁定：spin\_lock\_irqsave（host lock）

### void ata\_port\_schedule\_eh（struct ata\_port \*ap）

安排错误处理程序而不使用qc

**参数**

struct ata\_port \*ap

为其安排EH的ATA端口

为ap安排错误处理程序。当所有命令排干时，EH将开始工作。

锁定：spin\_lock\_irqsave（host lock）

### int ata\_link\_abort（struct ata\_link \*link）

放弃链接上的所有qc

**参数**

struct ata\_link \*link

要中止qc的ATA链接

放弃链路上所有活动的qc并计划EH。

锁定：spin\_lock\_irqsave（host lock）

**返回**

中止的qc数。

### int ata\_port\_abort（struct ata\_port \*ap）

放弃端口上的所有qc

**参数**

struct ata\_port \* ap

要中止qc的ATA端口

放弃ap的所有活动qc并计划EH。

锁定：spin\_lock\_irqsave（host\_set lock）

**返回**

中止的qc数。

### void \_\_ata\_port\_freeze（struct ata\_port \* ap）

冻结端口

**参数**

struct ata\_port \* ap

要冻结的ATA端口

当HSM违规或其他条件破坏端口正常操作时调用此函数。冻结的端口不允许执行任何操作，直到恢复端口为止，通常会进行成功复位。

ap->ops->freeze（）回调可用于冻结端口硬件（例如屏蔽中断和停止DMA引擎）。如果端口无法硬件冻结，则中断处理程序必须在端口冻结时无条件确认并清除中断。

锁定：spin\_lock\_irqsave（host lock）

### int ata\_port\_freeze（struct ata\_port \* ap）

放弃和冻结端口

**参数**

struct ata\_port \* ap

要冻结的ATA端口

放弃并冻结ap。必须先调用冻结操作，因为某些硬件要求在可以访问任务文件寄存器之前执行特殊操作。

锁定：spin\_lock\_irqsave（host lock）

**返回**

中止命令的数量。

### int sata\_async\_notification（struct ata\_port \* ap）

SATA异步通知处理程序

**参数**

struct ata\_port \* ap

接收异步通知的ATA端口

**说明**

当通过SDB FIS接收异步通知时调用处理程序。如果需要，此函数将计划EH。

锁定：spin\_lock\_irqsave（host lock）

**返回**

如果计划了EH，则为1，否则为0。

### void ata\_eh\_freeze\_port（struct ata\_port \* ap）

EH助手冻结端口

**参数**

struct ata\_port \* ap

要冻结的ATA端口

冻结ap。

锁定：无。

### void ata\_eh\_thaw\_port（struct ata\_port \* ap）

解冻端口的EH助手

**参数**

struct ata\_port \* ap

要解冻的ATA端口

解冻被冻结的端口ap。

锁定：无。

### void ata\_eh\_qc\_complete（struct ata\_queued\_cmd \* qc）

完成来自EH的活动ATA命令

**参数**

struct ata\_queued\_cmd \* qc

要完成的命令

向中间和上层指示ATA命令已完成。应从EH中使用。

### void ata\_eh\_qc\_retry（struct ata\_queued\_cmd \* qc）

告诉中间层在EH后重试ATA命令

**参数**

struct ata\_queued\_cmd \* qc

要重试的命令

指示中间和上层需要重试ATA命令。应从EH中使用。

SCSI中间层将重试次数限制为scmd->allowed。 scmd->allowed会增加由于不相关故障（qc-> err\_mask为零）而重试的命令。

### void ata\_dev\_disable（struct ata\_device \* dev）

禁用ATA设备

**参数**

struct ata\_device \* dev

要禁用的ATA设备

禁用dev。

锁定：EH上下文。

### void ata\_eh\_detach\_dev（struct ata\_device \* dev）

分离ATA设备

**参数**

struct ata\_device \* dev

要分离的ATA设备

分离dev。

锁定：无。

### void ata\_eh\_about\_to\_do（struct ata\_link \* link，struct ata\_device \* dev，unsigned int action）

即将执行eh\_action

**参数**

struct ata\_link \* link

目标ATA链接

struct ata\_device \* dev

执行每个设备操作的目标ATA dev（可以为NULL）

unsigned int action

即将执行的操作

执行EH操作前调用以清除link-> eh\_info中的相关位，使eh操作不被不必要地重复。

锁定：无。

### void ata\_eh\_done（struct ata\_link \* link，struct ata\_device \* dev，unsigned int action）

EH操作完成

**参数**

struct ata\_link \* link

完成EH操作的ATA链接

struct ata\_device \* dev

执行每个设备操作的目标ATA dev（可以为NULL）

unsigned int action

刚刚完成的操作

在执行EH操作后立即调用以清除link-> eh\_context中的相关位。

锁定：无。

### const char \* ata\_err\_string（unsigned int err\_mask）

将err\_mask转换为说明性字符串

**参数**

unsigned int err\_mask

要转换为字符串的错误掩码

将err\_mask转换为说明性字符串。错误根据严重程度进行优先级排序，仅报告最严重的错误。

锁定：无。

**返回**

err\_mask的说明性字符串

### int ata\_eh\_read\_log\_10h（struct ata\_device \* dev，int \* tag，struct ata\_taskfile \* tf）

读取NCQ错误详情的日志页面10h

**参数**

struct ata\_device \* dev

要从中读取日志页面10h的设备

int \* tag

失败的命令的结果标记

struct ata\_taskfile \* tf

失败的命令的结果taskfile寄存器

**说明**

读取日志页面10h以获取NCQ错误详细信息并清除错误条件。

锁定：内核线程上下文（可能会睡眠）。

**返回**

成功则为0，否则为-errno。

### unsigned int atapi\_eh\_tur（struct ata\_device \* dev，u8 \* r\_sense\_key）

执行ATAPI测试单元就绪

**参数**

struct ata\_device \* dev

目标ATAPI设备

u8 \* r\_sense\_key

感官键的输出参数

执行ATAPI TEST\_UNIT\_READY。

锁定：EH上下文（可能会睡眠）。

**返回**

成功则为0，失败则为AC\_ERR\_\*掩码。

### void ata\_eh\_request\_sense（struct ata\_queued\_cmd \* qc）

执行REQUEST\_SENSE\_DATA\_EXT

**参数**

struct ata\_queued\_cmd \*qc

要执行REQUEST\_SENSE\_SENSE\_DATA\_EXT的qc

在设备报告CHECK SENSE后执行REQUEST\_SENSE\_DATA\_EXT。这个函数是EH助手。

锁定：内核线程上下文（可能会休眠）。

### unsigned int atapi\_eh\_request\_sense(struct ata\_device \*dev，u8 \*sense\_buf，u8 dfl\_sense\_key）

执行ATAPI REQUEST\_SENSE

**参数**

struct ata\_device \*dev

要执行REQUEST\_SENSE的设备

u8 \*sense\_buf

结果感觉数据缓冲区（SCSI\_SENSE\_BUFFERSIZE字节长）

u8 dfl\_sense\_key

要使用的默认感觉键

在设备报告CHECK SENSE后执行ATAPI REQUEST\_SENSE。这个函数是EH助手。

锁定：内核线程上下文（可能会休眠）。

**返回**

成功为0，失败为AC\_ERR\_\*掩码

### void ata\_eh\_analyze\_serror(struct ata\_link \*link)

分析失败端口的SError

**参数**

struct ata\_link \*link

要分析SError的ATA链路

分析如果可用的SError并进一步确定失败的原因。

锁定：无。

### void ata\_eh\_analyze\_ncq\_error(struct ata\_link \*link)

分析NCQ错误

**参数**

struct ata\_link \* link

要分析NCQ错误的ATA链路

**说明**

读取日志页面10h，确定有问题的qc并获取错误状态TF。对于NCQ设备错误，所有LLDDs所要做的就是在ehi->err\_mask中设置AC\_ERR\_DEV。此函数负责其余部分。

锁定：内核线程上下文（可能会休眠）。

### unsigned int ata\_eh\_analyze\_tf(struct ata\_queued\_cmd \*qc)

分析失败的qc的taskfile

**参数**

struct ata\_queued\_cmd \* qc

要分析的qc

分析qc的taskfile并进一步确定失败的原因。如果可用，此函数还会请求ATAPI感觉数据。

锁定：内核线程上下文（可能会休眠）。

**说明**

确定的恢复动作

### unsigned int ata\_eh\_speed\_down\_verdict(struct ata\_device \*dev)

确定降速决定

**参数**

struct ata\_device \*dev

感兴趣的设备

此函数检查dev的错误环并确定是否需要关闭NCQ、降低传输速度或回退到PIO。

ECAT\_ATA\_BUS：任何命令的ATA\_BUS错误

ECAT\_TOUT\_HSMTIMEOUT适用于任何命令或IO命令的HSM违规

ECAT\_UNK\_DEV：IO命令的未知DEV错误

ECAT\_DUBIOUS\_\*与上面三个相同，但发生在

数据传输还没有得到验证。

裁决是

NCQ\_OFF：关闭NCQ

SPEED\_DOWN：降速但不回退

FALLBACK\_TO\_PIO：回退到PIO。

即使返回多个裁决，每个错误只采取一个动作。由非DUBIOUS错误触发的动作清除ERING，而由DUBIOUS\_\*错误触发的动作则不清除。这是为了在设备初始配置后加速降速决策。

以下是降速规则。#1和#2处理DUBIOUS错误。

如果在过去的5分钟内发生了多个DUBIOUS\_ATA\_BUS或DUBIOUS\_TOUT\_HSM错误，则速度减慢并回退到PIO。

如果在过去的5分钟内发生了多个DUBIOUS\_TOUT\_HSM或DUBIOUS\_UNK\_DEV错误，则关闭NCQ。

如果在过去的5分钟内发生了8个以上的ATA\_BUS、TOUT\_HSM或UNK\_DEV错误，则回退到PIO

如果在过去的10分钟内发生了3个以上的TOUT\_HSM或UNK\_DEV错误，则关闭NCQ。

如果在过去的10分钟内发生了3个以上的ATA\_BUS或TOUT\_HSM错误，或者6个以上的UNK\_DEV错误，则速度会降低。

锁定：承袭自调用者。

**返回**

OR ATA\_EH\_SPDN\_\*标志。

### unsigned int ata\_eh\_speed\_down(struct ata\_device \*dev，unsigned int eflags，unsigned int err\_mask）

记录错误并降速如果必要

**参数**

struct ata\_device \*dev

失败的设备

unsigned int eflags

ATA\_EFLAG\_\*标志的掩码

unsigned int err\_mask

错误的err\_mask

记录错误，并检查错误历史记录以确定是否需要调整传输速度。如果需要这样的调整，它还会适当地设置传输限制。

锁定：内核线程上下文（可能会休眠）。

**返回**

确定的恢复动作。

### int ata\_eh\_worth\_retry(struct ata\_queued\_cmd \*qc)

分析错误并决定是否重试

**参数**

struct ata\_queued\_cmd \* qc

可能重试的qc

查看错误的原因并决定是否重试可能有用。我们不想重试媒体错误，因为驱动器自己可能已经花费了10-30秒钟进行内部重试，然后才报告失败。

### bool ata\_eh\_quiet(struct ata\_queued\_cmd \*qc)

检查我们是否需要对命令错误保持安静

**参数**

struct ata\_queued\_cmd \* qc

要检查的qc

查看qc标志和其scsi命令请求标志，以确定我们是否需要对命令失败保持安静。

### void ata\_eh\_link\_autopsy(struct ata\_link \*link)

分析错误并确定恢复动作

**参数**

struct ata\_link \* link

要在其中执行尸体解剖的主机链接

分析为什么链接失败并确定需要哪些恢复操作。这个函数还设置了更详细的AC\_ERR\_\*值，并为ATAPI CHECK SENSE填充了感觉数据。

锁定：内核线程上下文（可能会休眠）。

### void ata\_eh\_autopsy(struct ata\_port \*ap)

分析错误并确定恢复动作

**参数**

struct ata\_port \*ap

要在其中执行尸体解剖的主机端口

分析ap的所有链接，并确定它们失败的原因和需要的恢复操作。

锁定：内核线程上下文（可能会休眠）。

### const char \* ata\_get\_cmd\_descript(u8 command)

获取ATA命令的说明

**参数**

u8 command

获取说明的ATA命令代码

**说明**

返回给定命令的文本说明，如果命令未知，则返回NULL。

锁定：无

### void ata\_eh\_link\_report(struct ata\_link \*link)

向用户报告错误处理

**参数**

struct ata\_link \*link

正在进行ATA链接EH

报告EH给用户。

锁定：无。

### void ata\_eh\_report(struct ata\_port \*ap)

向用户报告错误处理

**参数**

struct ata\_port \*ap

报告关于ATA端口的EH

报告EH给用户。

锁定：无。

### int ata\_set\_mode(struct ata\_link \*link, struct ata\_device \*\*r\_failed\_dev)

编程时序并发出SET FEATURES - XFER

**参数**

struct ata\_link \*link

在其上将编程定时的链接

struct ata\_device \*\*r\_failed\_dev

无效设备的输出参数

设置ATA设备磁盘传输模式（PIO3、UDMA6等）。如果ata\_set\_mode（）失败，则指向失败设备的指针将在r\_failed\_dev中返回。

锁定：PCI/等总线探测sem。

**返回**

成功返回0，否则返回负errno

### int atapi\_eh\_clear\_ua(struct ata\_device \*dev)

重设后清除ATAPI UNIT ATTENTION

**参数**

struct ata\_device \*dev

要为其清除UA的ATAPI设备

重置和其他操作可能会使ATAPI设备引发UNIT ATTENTION，这会导致下一操作失败。此函数清除UA。

锁定：EH上下文（可能休眠）。

**返回**

成功返回0，失败返回-errno。

### int ata\_eh\_maybe\_retry\_flush(struct ata\_device \*dev)

如果需要，重试FLUSH

**参数**

struct ata\_device \*dev

可能需要FLUSH重试的ATA设备

如果dev失败了FLUSH，需要立即向上层报告，因为这意味着dev无法重新映射并已经丢失至少一个扇区，并且进一步的FLUSH重试不会对丢失的扇区有任何影响。但是，如果FLUSH由于其他原因失败，例如传输错误，则需要重试FLUSH。

此函数确定是否需要FLUSH失败重试，如果需要，则执行它。

**返回**

EH可以继续，则返回0，否则返回-errno。

### int ata\_eh\_set\_lpm(struct ata\_link \*link, enum ata\_lpm\_policy policy, struct ata\_device \*\*r\_failed\_dev)

配置SATA接口电源管理

**参数**

struct ata\_link \*link

配置电源管理的链接

enum ata\_lpm\_policy policy

链接电源管理策略

struct ata\_device \*\*r\_failed\_dev

无效设备的输出参数

启用SATA接口电源管理。这将为min\_power和medium\_power\_with\_dipm策略启用设备接口电源管理（DIPM），然后调用特定于驱动程序的回调以启用Host Initiated Power管理。

锁定：EH上下文。

**返回**

成功返回0，失败返回-errno。

### int ata\_eh\_recover(struct ata\_port \*ap, ata\_prereset\_fn\_t prereset, ata\_reset\_fn\_t softreset, ata\_reset\_fn\_t hardreset, ata\_postreset\_fn\_t postreset, struct ata\_link \*\*r\_failed\_link)

在错误之后恢复主机端口

**参数**

struct ata\_port \*ap

要恢复的主机端口

ata\_prereset\_fn\_t prereset

prereset方法（可以为NULL）

ata\_reset\_fn\_t softreset

softreset方法（可以为NULL）

ata\_reset\_fn\_t hardreset

hardreset方法（可以为NULL）

ata\_postreset\_fn\_t postreset

postreset方法（可以为NULL）

struct ata\_link \*\*r\_failed\_link

无效链接的输出参数

这是libata异常处理的Alpha和Omega，Eum和Yang，心脏和灵魂。进入时，记录了恢复每个链接和热插拔请求所需的操作在链接的eh\_context中。此函数使用适当的重试和回退执行所有操作，以使失败的设备复活，分离上场者并向新手致以问候。

锁定：内核线程上下文（可能休眠）。

**返回**

成功返回0，失败返回-errno。

### void ata\_eh\_finish(struct ata\_port \*ap)

完成EH

**参数**

struct ata\_port \*ap

要完成EH的主机端口

恢复完成。清理EH状态并重试或完成失败的qcs。

锁定：无。

### void ata\_do\_eh(struct ata\_port \*ap, ata\_prereset\_fn\_t prereset, ata\_reset\_fn\_t softreset, ata\_reset\_fn\_t hardreset, ata\_postreset\_fn\_t postreset)

执行标准错误处理

**参数**

struct ata\_port \*ap

要为其处理错误的主机端口

ata\_prereset\_fn\_t prereset

prereset方法（可以为NULL）

ata\_reset\_fn\_t softreset

softreset方法（可以为NULL）

ata\_reset\_fn\_t hardreset

hardreset方法（可能为NULL）

ata\_postreset\_fn\_t postreset

postreset方法（可能为NULL）

执行标准错误处理序列。

锁定：内核线程上下文（可能休眠）。

### void ata\_std\_error\_handler(struct ata\_port \*ap)

标准错误处理程序

**参数**

struct ata\_port \*ap

要为其处理错误的主机端口

标准错误处理程序

锁定：内核线程上下文（可能休眠）。

### void ata\_eh\_handle\_port\_suspend(struct ata\_port \*ap)

执行端口挂起操作

**参数**

struct ata\_port \*ap

要挂起的端口

挂起ap。

锁定：内核线程上下文（可能休眠）。

### void ata\_eh\_handle\_port\_resume(struct ata\_port \*ap)

执行端口恢复操作

**参数**

struct ata\_port \*ap

要恢复的端口

恢复ap。

锁定：内核线程上下文（可能休眠）。

## libata SCSI转换/仿真

### struct ata\_port \* ata\_sas\_port\_alloc(struct ata\_host \* host, struct ata\_port\_info \* port\_info, struct Scsi\_Host \* shost)

为连接的SATA设备分配端口

**参数**

struct ata\_host \* host

所有SAS端口的ATA主机容器

struct ata\_port\_info \* port\_info

来自低级主机驱动程序的信息

struct Scsi\_Host \* shost

SCSI主机连接到的scsi设备

**说明**

锁定：PCI/等总线探测sem。

**返回**

成功时的ata\_port指针/失败时的NULL。

### int ata\_sas\_port\_start(struct ata\_port \* ap)

设置DMA端口。

**参数**

struct ata\_port \* ap

要初始化的端口

**说明**

在每个端口的数据结构初始化后调用。

可以用作ata\_port\_operations中的port\_start()入口。

锁定：从调用者继承。

### void ata\_sas\_port\_stop(struct ata\_port \* ap)

撤消ata\_sas\_port\_start（）

**参数**

struct ata\_port \* ap

要关闭的端口

**说明**

可以用作ata\_port\_operations中的port\_stop()入口。

锁定：从调用者继承。

void ata\_sas\_async\_probe(struct ata\_port \* ap)

简单地安排探测并**返回**

**参数**

struct ata\_port \* ap

要探测的端口

**说明**

用于批量调度sas附加的ata设备的探测，假定端口已经通过ata\_sas\_port\_init()。

### int ata\_sas\_port\_init(struct ata\_port \* ap)

初始化SATA设备

**参数**

struct ata\_port \* ap

要初始化的SATA端口

**说明**

锁定：PCI / etc。总线探测信号。

**返回**

成功为零，出错为非零。

### void ata\_sas\_port\_destroy(struct ata\_port \* ap)

销毁由ata\_sas\_port\_alloc分配的SATA端口

**参数**

struct ata\_port \* ap

要销毁的SATA端口

### int ata\_sas\_slave\_configure(struct scsi\_device \* sdev，struct ata\_port \* ap)

用于libata设备的默认slave\_config例程

**参数**

struct scsi\_device \* sdev

要配置的SCSI设备

struct ata\_port \* ap

连接SCSI设备的ATA端口

**返回**

零。

### int ata\_sas\_queuecmd(struct scsi\_cmnd \* cmd，struct ata\_port \* ap)

向由libata管理的设备发出SCSI cdb

**参数**

struct scsi\_cmnd \* cmd

要发送的SCSI命令

struct ata\_port \* ap

发送命令的ATA端口

**返回**

来自\_\_ata\_scsi\_queuecmd（）的返回，如果可以排队cmd，则返回0。

### int ata\_std\_bios\_param(struct scsi\_device \* sdev，struct block\_device \* bdev，sector\_t capacity，int geom)

由sd使用的通用BIOS头/扇区/磁柱计算器。

**参数**

struct scsi\_device \* sdev

要确定BIOS几何形状的SCSI设备

struct block\_device \* bdev

与sdev相关联的块设备

sector\_t capacity

SCSI设备的容量

int geom

将几何图形输出到的位置

**说明**

由sd使用的通用BIOS头/扇区/磁柱计算器。现在，大多数BIOS都期望XXX / 255/16（CHS）映射。如果不使用此方法，则可能出现某些情况导致磁盘无法启动。

锁定：由SCSI层定义。我们并不关心。

**返回**

零。

### void ata\_scsi\_unlock\_native\_capacity(struct scsi\_device \* sdev)

解锁本机容量

**参数**

struct scsi\_device \* sdev

要调整设备容量的SCSI设备

**说明**

如果sdev上的分区超出设备的末尾，则调用此函数。它请求EH解锁HPA。

锁定：由SCSI层定义。可能睡眠。

### int ata\_get\_identity(struct ata\_port \* ap，struct scsi\_device \* sdev，void \_\_user \* arg)

HDIO\_GET\_IDENTITY ioctl的处理程序

**参数**

struct ata\_port \* ap

目标端口

struct scsi\_device \* sdev

要获取识别数据的SCSI设备

void \_\_user \* arg

识别数据的用户缓冲区区域

**说明**

锁定：由SCSI层定义。我们并不关心。

**返回**

成功为零，负错误号为错误。

### int ata\_cmd\_ioctl（struct scsi\_device \* scsidev，void \_\_user \* arg）

HDIO\_DRIVE\_CMD ioctl的处理程序

**参数**

struct scsi\_device \* scsidev

我们正在向其发出命令的设备

void \_\_user \* arg

用于发出命令的用户提供的数据

**说明**

锁定：由SCSI层定义。我们并不关心。

**返回**

成功为零，负错误号为错误。

### int ata\_task\_ioctl（struct scsi\_device \* scsidev，void \_\_user \* arg）

HDIO\_DRIVE\_TASK ioctl的处理程序

**参数**

struct scsi\_device \* scsidev

我们正在向其发出命令的设备

void \_\_user \* arg

用于发出命令的用户提供的数据

**说明**

锁定：由SCSI层定义。我们并不关心。

**返回**

成功为零，负错误号为错误。

### struct ata\_queued\_cmd \* ata\_scsi\_qc\_new（struct ata\_device \* dev，struct scsi\_cmnd \* cmd）

获取新的ata\_queued\_cmd引用

**参数**

struct ata\_device \* dev

新命令所连接的ATA设备

struct scsi\_cmnd \* cmd

发起此ATA命令的SCSI命令

**说明**

获取对未使用的ata\_queued\_cmd结构的引用，该结构是表示发送到硬件的单个ATA命令的基本libata结构。

如果命令可用，请使用当前命令的信息填写结构的SCSI特定部分。

锁定：spin\_lock\_irqsave（主机锁定）

**返回**

分配的命令，如果没有可用则为NULL。

### void ata\_dump\_status（unsigned id，struct ata\_taskfile \* tf）

错误信息的用户友好显示

**参数**

unsigned id

问的端口ID

struct ata\_taskfile \* tf

填好的任务文件指针

**说明**

解码并转储ATA错误/状态寄存器，以便用户了解在非虚构层面上实际发生了什么。

锁定：从调用者继承

### void ata\_to\_sense\_error（unsigned id，u8 drv\_stat，u8 drv\_err，u8 \* sk，u8 \* asc，u8 \* ascq，int verbose）

将ATA错误转换为SCSI错误

**参数**

unsigned id

ATA设备号

u8 drv\_stat

ATA状态寄存器中包含的值

u8 drv\_err

ATA错误寄存器中包含的值

u8 \* sk

SCSI密钥

u8 \* asc

SCSI进一步码

u8 \* ascq

SCSI进一步码限定符

int verbose

我们将要填写的感应键

u8 \*asc

我们将要填写的附加感应码

u8 \*ascq

我们将要填写的附加感应码限定符

int verbose

详细说明

将ATA错误转换为SCSI错误。填写SK、ASC和ASCQ字节的指针，以便后续在固定或说明符格式的感应块中使用。

锁定：spin\_lock\_irqsave(host lock)

### void ata\_gen\_ata\_sense(struct ata\_queued\_cmd \*qc)

生成SCSI固定感应块

**参数**

struct ata\_queued\_cmd \*qc

我们正在出错的命令

详细说明

为失败的ATA命令qc生成感应块。使用说明符格式以适应LBA48块地址。

锁定：无。

### int atapi\_drain\_needed(struct request \*rq)

检查数据传输是否可能溢出

**参数**

struct request \*rq

要检查的请求

详细说明

传输可变长度数据到主机的ATAPI命令可能由于应用程序错误或硬件错误而溢出。此函数检查是否应该排空和忽略请求的溢出。

锁定：无。

**返回**

1如果是；否则为0。

### int ata\_scsi\_slave\_config(struct scsi\_device \*sdev)

设置SCSI设备属性

**参数**

struct scsi\_device \*sdev

要检查的SCSI设备

详细说明

在我们实际开始读写设备之前调用此函数，以配置某些SCSI中间层行为。

锁定：由SCSI层定义。我们并不在意。

### void ata\_scsi\_slave\_destroy(struct scsi\_device \*sdev)

SCSI设备即将被销毁

**参数**

struct scsi\_device \*sdev

要销毁的SCSI设备

**说明**

sdev即将被热拔插销毁。如果此拔插由NULL dev->sdev指示的libata发起，则此函数不必做任何事情。否则，正在进行SCSI层启动的热插拔。清除dev->sdev，将设备安排为ATA分离并调用EH。

锁定：由SCSI层定义。我们并不在意。

### int \_\_ata\_change\_queue\_depth(struct ata\_port \*ap, struct scsi\_device \*sdev, int queue\_depth)

用于ata\_scsi\_change\_queue\_depth的帮助程序

**参数**

struct ata\_port \*ap

要更改队列深度的设备的ATA端口

struct scsi\_device \*sdev

要为其配置队列深度的SCSI设备

int queue\_depth

新的队列深度

说明

libsas和libata在将sdev关联到其ata\_port方面采用不同的方法。

### int ata\_scsi\_change\_queue\_depth(struct scsi\_device \*sdev, int queue\_depth)

队列深度配置的SCSI回调

**参数**

struct scsi\_device \*sdev

要为其配置队列深度的SCSI设备

int queue\_depth

新的队列深度

**说明**

这是libata标准hostt->change\_queue\_depth回调。当用户尝试通过sysfs设置队列深度时，SCSI将调用此回调。

锁定：SCSI层（我们不在意）

**返回**

新配置的队列深度。

### unsigned int ata\_scsi\_start\_stop\_xlat(struct ata\_queued\_cmd \*qc)

将SCSI START STOP UNIT命令转换为ATA命令

**参数**

struct ata\_queued\_cmd \*qc

存储已翻译的ATA任务文件

**说明**

设置ATA任务文件以发出STANDBY（停止）或READ VERIFY（启动）。也许这些命令应该先由CHECK POWER MODE跟踪，以查看设备已经在哪种电源模式下。【参见www.t10.org的SAT修订版5】

锁定：spin\_lock\_irqsave(host lock)

**返回**

成功时为零，错误时为非零。

### unsigned int ata\_scsi\_flush\_xlat(struct ata\_queued\_cmd \*qc)

将SCSI SYNCHRONIZE CACHE命令转换为ATA命令

**参数**

struct ata\_queued\_cmd \*qc

存储已翻译的ATA任务文件

**说明**

设置ATA任务文件以发出FLUSH CACHE或FLUSH CACHE EXT。

锁定：spin\_lock\_irqsave(host lock)

**返回**

成功时为零，错误时为非零。

### void scsi\_6\_lba\_len(const u8 \*cdb, u64 \*plba, u32 \*plen)

获取LBA和传输长度

**参数**

const u8 \*cdb

要翻译的SCSI命令

u64 \*plba

LBA

u32 \*plen

传输长度

**说明**

计算6字节命令的LBA和传输长度。

### void scsi\_10\_lba\_len(const u8 \*cdb, u64 \*plba, u32 \*plen)

获取LBA和传输长度

**参数**

const u8 \*cdb

要翻译的SCSI命令

u64 \*plba

LBA

u32 \*plen

传输长度

**说明**

计算10字节命令的LBA和传输长度。

### void scsi\_16\_lba\_len(const u8 \*cdb, u64 \*plba, u32 \*plen)

获取LBA和传输长度

**参数**

const u8 \*cdb

要翻译的SCSI命令

u64 \*plba

LBA

u32 \*plen

传输长度

**说明**

计算16字节命令的LBA和传输长度。

### unsigned int ata\_scsi\_verify\_xlat(struct ata\_queued\_cmd \*qc)

将SCSI VERIFY命令转换为ATA命令

**参数**

struct ata\_queued\_cmd \*qc

存储已翻译的ATA任务文件

**说明**

将SCSI VERIFY命令转换为ATA读验证命令。

锁定：spin\_lock\_irqsave(host lock)

**返回**

成功时为零，错误时为非零。

### unsigned int ata\_scsi\_rw\_xlat(struct ata\_queued\_cmd \*qc)

将SCSI读/写命令转换为ATA命令

**参数**

struct ata\_queued\_cmd \*qc

存储已翻译的ATA任务文件

**说明**

将六个SCSI读/写命令中的任何一个转换为ATA对应命令，包括起始扇区（LBA）、扇区计数，并考虑设备的LBA48支持。

READ\_6、READ\_10、READ\_16、WRITE\_6、WRITE\_10和WRITE\_16目前受支持。

锁定：spin\_lock\_irqsave（主机锁）

**返回**

成功时返回零，出错时返回非零。

### int ata\_scsi\_translate（struct ata\_device \* dev，struct scsi\_cmnd \* cmd，ata\_xlat\_func\_t xlat\_func）

翻译并发出SCSI命令到ATA设备

**参数**

struct ata\_device \* dev

命令要发送的ATA设备

struct scsi\_cmnd \* cmd

要执行的SCSI命令

ata\_xlat\_func\_t xlat\_func

翻译器，将cmd转换为ATA任务文件

**说明**

我们的 ->:c:func:queuecommand（）函数已经决定，发出的SCSI命令可以直接翻译成ATA命令，而不是在内部处理。

这个函数为SCSI命令设置一个ata\_queued\_cmd结构，并把该ata\_queued\_cmd发送给硬件。

xlat\_func参数（演员）返回0，如果准备好执行ATA命令，否则返回1以完成翻译。如果返回1，则假定cmd->result（和可能是cmd->sense\_buffer）已设置，表示错误条件或干净（早期）终止。

锁定：spin\_lock\_irqsave（主机锁）

**返回**

成功时返回0，如果需要延迟命令，则返回SCSI\_ML\_QUEUE\_DEVICE\_BUSY。

### void \* ata\_scsi\_rbuf\_get（struct scsi\_cmnd \* cmd，bool copy\_in，unsigned long \* flags）

映射响应缓冲区。

**参数**

struct scsi\_cmnd \* cmd

要映射的缓冲区SCSI命令。

bool copy\_in

从用户缓冲区中进行复制

unsigned long \* flags

存储irq启用状态的unsigned long变量。

**说明**

为模拟SCSI命令准备缓冲区。

锁定：spin\_lock\_irqsave（ata\_scsi\_rbuf\_lock），成功时

**返回**

响应缓冲区的指针。

### void ata\_scsi\_rbuf\_put（struct scsi\_cmnd \* cmd，bool copy\_out，unsigned long \* flags）

取消映射响应缓冲区。

**参数**

struct scsi\_cmnd \* cmd

要取消映射的缓冲区的SCSI命令。

bool copy\_out

复制输出结果

unsigned long \* flags

传递到ata\_scsi\_rbuf\_get()的flags参数。

**说明**

返回rbuf缓冲区。如果copy\_back为true，则将结果复制到cmd的缓冲区中。

锁定：解锁ata\_scsi\_rbuf\_lock。

### void ata\_scsi\_rbuf\_fill（struct ata\_scsi\_args \* args，unsigned int（\*actor）（struct ata\_scsi\_args \* args，u8 \* rbuf）

SCSI命令模拟器的包装器

**参数**

struct ata\_scsi\_args \* args

设备识别数据/感兴趣的SCSI命令。

unsigned int（\*）（struct ata\_scsi\_args \* args，u8 \* rbuf）演员

所需SCSI命令模拟器的回调钩子

**说明**

负责模拟SCSI命令的艰巨工作...映射响应缓冲区，调用命令的处理程序，并处理处理程序的返回。这个返回指示处理程序是否希望SCSI命令成功完成（0），或不希望（这种情况下假定设置了cmd->result和sense\_buffer）。

锁定：spin\_lock\_irqsave（主机锁）

### unsigned int ata\_scsiop\_inq\_std（struct ata\_scsi\_args \* args，u8 \* rbuf）

模拟INQUIRY命令

**参数**

struct ata\_scsi\_args \* args

设备识别数据/感兴趣的SCSI命令。

u8 \* rbuf

将模拟的SCSI cmd输出发送到的响应缓冲区。

**说明**

**返回**与非VPD INQUIRY命令输出相关联的标准设备识别数据。

锁定：spin\_lock\_irqsave（主机锁）

### unsigned int ata\_scsiop\_inq\_00（struct ata\_scsi\_args \* args，u8 \* rbuf）

模拟INQUIRY VPD页面0，页面列表

**参数**

struct ata\_scsi\_args \* args

设备识别数据/感兴趣的SCSI命令。

u8 \* rbuf

将模拟的SCSI cmd输出发送到的响应缓冲区。

**说明**

返回可用的inquiry VPD页面列表。

锁定：spin\_lock\_irqsave（主机锁）

### unsigned int ata\_scsiop\_inq\_80（struct ata\_scsi\_args \* args，u8 \* rbuf）

模拟INQUIRY VPD页面80，设备序列号

**参数**

struct ata\_scsi\_args \* args

设备识别数据/感兴趣的SCSI命令。

u8 \* rbuf

将模拟的SCSI cmd输出发送到的响应缓冲区。

**说明**

返回ATA设备序列号。

锁定：spin\_lock\_irqsave（主机锁）

### unsigned int ata\_scsiop\_inq\_83（struct ata\_scsi\_args \* args，u8 \* rbuf）

模拟INQUIRY VPD页面83，设备身份

**参数**

struct ata\_scsi\_args \* args

设备识别数据/感兴趣的SCSI命令。

u8 \* rbuf

将模拟的SCSI cmd输出发送到的响应缓冲区。

**说明**

生成包含ATA序列号的供应商特定ASCII，以及SAT**定义**的基于供应商ID的ASCII供应商名称（“ATA”），型号和序列号的逻辑单元设备标识符。

锁定：spin\_lock\_irqsave（主机锁）

### unsigned int ata\_scsiop\_inq\_89（struct ata\_scsi\_args \* args，u8 \* rbuf）

模拟INQUIRY VPD页面89，ATA信息

**参数**

struct ata\_scsi\_args \* args

设备识别数据/感兴趣的SCSI命令。

u8 \* rbuf

将模拟的SCSI cmd输出发送到的响应缓冲区。

**说明**

产生SAT指定的ATA VPD页面。

锁定：spin\_lock\_irqsave（主机锁）

### void modecpy（u8 \* dest，const u8 \* src，int n，bool changeable）

为MODE SENSE准备响应

**参数**

u8 \* dest

输出缓冲区

const u8 \* src

正在复制的数据

int n

模式页的长度

bool changeable

是否请求可变参数

**说明**

为当前或可变参数生成通用MODE SENSE页面。

锁定：无。

### unsigned int ata\_msense\_caching（u16 \* id，u8 \* buf，bool changeable）

模拟MODE SENSE高速缓存信息页面

**参数**

u16 \* id

设备识别数据

u8 \* buf

输出缓冲区

bool changeable

是否请求可变参数

**说明**

生成一个缓存信息页面，根据设备的能力，有条件地指示写缓存到SCSI层。

锁定：无。

### unsigned int ata\_msense\_control（struct ata\_device \* dev，u8 \* buf，bool changeable）

模拟MODE SENSE控制模式页面

**参数**

struct ata\_device \* dev

感兴趣的ATA设备

u8 \* buf

输出缓冲区

bool changeable

是否请求可更改参数

**说明**

生成通用的MODE SENSE控制模式页面。

锁定：无。

### unsigned int ata\_msense\_rw\_recovery(u8 \* buf, bool changeable)

模拟MODE SENSE读/写错误恢复页面

**参数**

u8 \* buf

输出缓冲区

bool changeable

是否请求可更改参数

**说明**

生成通用的MODE SENSE读/写错误恢复页面。

锁定：无。

### unsigned int ata\_scsiop\_mode\_sense(struct ata\_scsi\_args \* args, u8 \* rbuf)

模拟MODE SENSE 6，10命令

**参数**

struct ata\_scsi\_args \* args

设备IDENTIFY数据/感兴趣的SCSI命令。

u8 \* rbuf

响应缓冲区，模拟SCSI cmd输出发送到其中。

**说明**

模拟MODE SENSE命令。假设只针对直接访问设备（例如磁盘）调用。其他设备类型应该没有块说明符。

锁定：spin\_lock\_irqsave（主机锁定）

### unsigned int ata\_scsiop\_read\_cap(struct ata\_scsi\_args \* args, u8 \* rbuf)

模拟读CAPACITY [16]命令

**参数**

struct ata\_scsi\_args \* args

设备IDENTIFY数据/感兴趣的SCSI命令。

u8 \* rbuf

响应缓冲区，模拟SCSI cmd输出发送到其中。

**说明**

模拟读CAPACITY命令。

锁定：无。

### unsigned int ata\_scsiop\_report\_luns(struct ata\_scsi\_args \* args, u8 \* rbuf)

模拟REPORT LUNS命令

**参数**

struct ata\_scsi\_args \* args

设备IDENTIFY数据/感兴趣的SCSI命令。

u8 \* rbuf

响应缓冲区，模拟SCSI cmd输出发送到其中。

**说明**

模拟REPORT LUNS命令。

锁定：spin\_lock\_irqsave（主机锁定）

### unsigned int atapi\_xlat(struct ata\_queued\_cmd \* qc)

初始化数据包任务文件

**参数**

struct ata\_queued\_cmd \* qc

要初始化的命令结构

**说明**

锁定：spin\_lock\_irqsave（主机锁定）

**返回**

成功返回零，失败返回非零。

### struct ata\_device \* ata\_scsi\_find\_dev(struct ata\_port \* ap，const struct scsi\_device \* scsidev)

查找scsi\_cmnd的ata\_device

**参数**

struct ata\_port \* ap

设备附加到的ATA端口

const struct scsi\_device \* scsidev

我们从中派生ATA设备的SCSI设备

**说明**

根据struct scsi\_cmnd中提供的各种信息，将其映射到ATA总线，并使用此映射确定与要发送的SCSI命令相关联的ata\_device。

锁定：spin\_lock\_irqsave（主机锁定）

**返回**

关联的ATA设备，如果未找到则为NULL。

### unsigned int ata\_scsi\_pass\_thru(struct ata\_queued\_cmd \* qc)

将ATA pass-thru CDB转换为任务文件

**参数**

struct ata\_queued\_cmd \* qc

要初始化的命令结构

**说明**

处理12、16或32字节版本的CDB。

**返回**

成功返回零，失败返回非零。

### size\_t ata\_format\_dsm\_trim\_descr(struct scsi\_cmnd \* cmd，u32 trmax，u64 sector，u32 count)

SATL Write Same转换为DSM Trim

**参数**

struct scsi\_cmnd \* cmd

正在转换的SCSI命令

u32 trmax

适合sector\_size字节的最大条目数。

u64 sector

起始扇区

u32 count

逻辑扇区的总范围

**说明**

重写WRITE SAME说明符为DSM TRIM小端格式的说明符。

最多64个条目，格式如下：

63:48范围长度47:0 LBA

0的范围长度被忽略。 LBA应按顺序排序且不重叠。

注意

这与ADD LBA（S）TO NV CACHE PINNED SET格式相同

**返回**

复制到sglist中的字节数。

### unsigned int ata\_scsi\_write\_same\_xlat(struct ata\_queued\_cmd \* qc)

SATL Write Same转换为ATA SCT Write Same

**参数**

struct ata\_queued\_cmd \* qc

要转换的命令

**说明**

将SCSI WRITE SAME命令转换为DSM TRIM命令或SCT Write Same命令。基于WRITE SAME是否具有UNMAP标志：

当设置时，转换为DSM TRIM

当清除时，转换为SCT Write Same

### unsigned int ata\_scsiop\_maint\_in(struct ata\_scsi\_args \* args，u8 \* rbuf)

模拟MAINTENANCE\_IN的子集

**参数**

struct ata\_scsi\_args \* args

设备MAINTENANCE\_IN数据/感兴趣的SCSI命令。

u8 \* rbuf

响应缓冲区，模拟SCSI cmd输出发送到其中。

**说明**

产生一个子集，以满足scsi\_report\_opcode（）

锁定：spin\_lock\_irqsave（主机锁定）

### void ata\_scsi\_report\_zones\_complete(struct ata\_queued\_cmd \* qc)

转换ATA输出

**参数**

struct ata\_queued\_cmd \* qc

返回数据的命令结构

**说明**

将T-13小端字段表示转换为T-10大端字段表示。一团糟。

### int ata\_mselect\_caching(struct ata\_queued\_cmd \* qc，const u8 \* buf，int len，u16 \* fp)

模拟用于缓存信息页面的MODE SELECT

**参数**

struct ata\_queued\_cmd \* qc

用于翻译的存储ATA任务文件

const u8 \* buf

输入缓冲区

int len

输入缓冲区中有效字节数

u16 \* fp

错误时的失败字段的输出参数

**说明**

准备一个任务文件以修改设备的缓存信息。

锁定：无。

### int ata\_mselect\_control(struct ata\_queued\_cmd \* qc，const u8 \* buf，int len，u16 \* fp)

模拟控制页面的MODE SELECT

**参数**

struct ata\_queued\_cmd \* qc

用于翻译的存储ATA任务文件

const u8 \* buf

输入缓冲区

int len

输入缓冲区中有效字节数

u16 \* fp

错误时的失败字段的输出参数

**说明**

准备一个任务文件以修改设备的缓存信息。

锁定：无。

### unsigned int ata\_scsi\_mode\_select\_xlat(struct ata\_queued\_cmd \* qc)

模拟 MODE SELECT 6, 10 命令

**参数**

struct ata\_queued\_cmd \* qc

用于翻译 ATA 任务文件的存储空间

**说明**

将 MODE SELECT 命令转换为 ATA SET FEATURES 任务文件。假定这仅针对直接访问设备（例如磁盘）。对于其他设备类型，不应有块说明符。

锁定：spin\_lock\_irqsave（host lock）

### unsigned int ata\_scsi\_var\_len\_cdb\_xlat(struct ata\_queued\_cmd \* qc)

SATL 可变长度 CDB 到处理程序

**参数**

struct ata\_queued\_cmd \* qc

要翻译的命令

**说明**

将 SCSI 可变长度 CDB 转换为指定的命令。它检查 CDB 中的服务操作值以调用相应的处理程序。

**返回**

成功则为零，失败则为非零

### ata\_xlat\_func\_t ata\_get\_xlat\_func(struct ata\_device \* dev，u8 cmd)

检查 SCSI 到 ATA 翻译是否可行

**参数**

struct ata\_device \* dev

ATA 设备

u8 cmd

要考虑的 SCSI 命令操作码

**说明**

查找给定的 SCSI 命令，并确定是否翻译或模拟 SCSI 命令。

**返回**

如果可能，则返回指向翻译函数的指针；否则返回 NULL。

### void ata\_scsi\_dump\_cdb(struct ata\_port \* ap，struct scsi\_cmnd \* cmd)

将 SCSI 命令内容转储到 dmesg

**参数**

struct ata\_port \* ap

命令要发送到的 ATA 端口

struct scsi\_cmnd \* cmd

要转储的 SCSI 命令

**说明**

通过 printk() 打印 SCSI 命令的内容。

### int ata\_scsi\_queuecmd(struct Scsi\_Host \* shost，struct scsi\_cmnd \* cmd)

将 SCSI cdb 发送到 libata 管理的设备

**参数**

struct Scsi\_Host \* shost

要发送的命令的 SCSI 主机

struct scsi\_cmnd \* cmd

要发送的 SCSI 命令

**说明**

在某些情况下，此函数将 SCSI 命令转换为 ATA 任务文件，并将任务文件排队以发送到硬件。在其他情况下，此函数通过评估和响应某些 SCSI 命令模拟 SCSI 设备。从而使 ATA 和 ATAPI 设备出现为 SCSI 设备。

锁定：ATA 主机锁

**返回**

如果 cmd 可以排队，则返回\_\_ata\_scsi\_queuecmd() 的返回；否则返回 0。

### void ata\_scsi\_simulate(struct ata\_device \* dev，struct scsi\_cmnd \* cmd)

模拟 ATA 设备上的 SCSI 命令

**参数**

struct ata\_device \* dev

目标设备

struct scsi\_cmnd \* cmd

正在发送到设备的 SCSI 命令。

**说明**

解释并直接执行可以内部处理的一组 SCSI 命令。

锁定：spin\_lock\_irqsave（host lock）

### int ata\_scsi\_offline\_dev(struct ata\_device \* dev)

下线附加的 SCSI 设备

**参数**

struct ata\_device \* dev

要下线 SCSI 设备的 ATA 设备

**说明**

此函数从 ata\_eh\_hotplug() 调用，并负责将附加到 dev 的 SCSI 设备下线。此函数使用保护 dev->sdev 不被清除的主机锁进行调用。

锁定：spin\_lock\_irqsave（host lock）

**返回**

存在附加的 SCSI 设备则为 1，否则为 0。

### void ata\_scsi\_remove\_dev(struct ata\_device \* dev)

删除附加的 SCSI 设备

**参数**

struct ata\_device \* dev

要删除已附加 SCSI 设备的 ATA 设备

**说明**

此函数从 ata\_eh\_scsi\_hotplug() 调用，并负责删除附加到 dev 的 SCSI 设备。

锁定：内核线程上下文（可能会睡眠）。

### void ata\_scsi\_media\_change\_notify(struct ata\_device \* dev)

发送媒体更改事件

**参数**

struct ata\_device \* dev

具有媒体更改事件的磁盘设备的指针

**说明**

告诉块层发送媒体更改通知事件。

锁定：spin\_lock\_irqsave（host lock）

### void ata\_scsi\_hotplug(struct work\_struct \* work)

热插拔的 SCSI 部分

**参数**

struct work\_struct \* work

要在其上执行 SCSI 热插拔的 ATA 端口的指针

**说明**

执行 SCSI 部分的热插拔。EH 完成后，它从分离的工作队列中执行。这是必要的，因为 SCSI 热插拔需要工作的 EH，并且热拔插与互斥体同步。

锁定：内核线程上下文（可能会睡眠）。

### int ata\_scsi\_user\_scan(struct Scsi\_Host \* shost，unsigned int channel，unsigned int id，u64 lun)

用户启动的总线扫描指示

**参数**

结构 Scsi\_Host \* shost

要扫描的 SCSI 主机

unsigned int channel

要扫描的通道

unsigned int id

要扫描的 ID

u64 lun

要扫描的 LUN

**说明**

当用户明确请求总线扫描时调用此函数。设置探测挂起标志并调用 EH。

锁定：SCSI 层（我们不关心）

**返回**

零。

### voidata\_scsi\_dev\_rescan(struct work\_struct \* work)

启动 scsi\_rescan\_device()

**参数**

struct work\_struct \* work

要执行 scsi\_rescan\_device() 操作的 ATA 端口的指针

**说明**

执行 ATA pass thru (SAT) 命令成功后，libata 需要将更改传播到 SCSI 层。

锁定：内核线程上下文（可能会睡眠）。

## ATA 错误和异常

本章尝试确定 ATA/ATAPI 设备存在哪些错误/异常情况，并以实现中立的方式说明它们应该如何处理。

术语“错误”用于说明设备或命令是否超时报告明确的错误情况。

术语“异常”用于说明非错误的异常情况（例如电源或热插拔事件），或用于同时说明错误和非错误的异常情况。在必要区分错误和异常的情况下，使用术语“非错误异常”。

### 异常分类

异常主要针对历史任务文件+总线主控IDE接口进行说明。如果控制器提供了其他更好的错误报告机制，则将其映射到下面说明的类别中不应该很困难。

在以下章节中，提到了两种恢复操作-重置和重新配置传输。这些在EH恢复操作中进一步说明。

#### HSM违规

在发出或执行任何ATA / ATAPI命令期间，如果STATUS值与HSM要求不匹配，则指示此错误。

在尝试发出命令时，ATA\_STATUS不包含!BSY && DRDY && !DRQ。

PIO数据传输期间的!BSY && !DRQ。

命令完成时的DRQ。

在CDB传输开始但CDB的最后一个字节传输之前，!BSY && ERR。ATA / ATAPI标准规定：“在命令包的最后一个字节写入之前，设备不得以错误终止PACKET命令”在PACKET命令的错误输出说明和状态图中不包括这样的转换。

在这些情况下，HSM被违反，从STATUS或ERROR寄存器中不能获得有关错误的太多信息。换句话说，这个错误可能是任何东西-驱动程序错误，故障设备，控制器和/或电缆。

由于HSM被违反，重置是恢复已知状态的必要步骤。降低传输速度的重新配置也可能是有帮助的，因为传输错误有时会导致这种类型的错误。

#### ATA / ATAPI设备错误（非NCQ /非检查条件）

这些是由ATA / ATAPI设备检测到并报告的指示设备问题的错误。对于此类错误，STATUS和ERROR寄存器的值是有效的并说明错误条件。请注意，某些ATA总线错误由ATA / ATAPI设备检测到，并使用与设备错误相同的机制报告。这些情况稍后在本节中说明。

对于ATA命令，!BSY && ERR在命令执行和完成期间表示此类错误。

对于ATAPI命令，

在发出PACKET后的!BSY && ERR && ABRT表示不支持PACKET命令并属于此类别。

在传输CDB的最后一个字节后，!BSY && ERR（==CHK）&& !ABRT表示检查条件并且不属于此类别。

在传输CDB的最后一个字节后，!BSY && ERR（==CHK）&& ABRT \*可能\*表示检查条件，不属于此类别。

在上述发现的错误中，以下不是ATA / ATAPI设备错误，而是ATA总线错误，应根据ATA总线错误进行处理。

**数据传输期间的CRC错误**

这由ERROR寄存器中的ICRC位指示，并表示在数据传输过程中发生了损坏。到ATA / ATAPI-7为止，标准规定此位仅适用于UDMA传输，但ATA / ATAPI-8草案修订版1f表示该位可能适用于多字DMA和PIO。

**在数据传输或完成期间的ABRT错误**

到ATA / ATAPI-7为止，标准规定ABRT可以在ICRC错误以及设备无法完成命令的情况下设置。结合MWDMA和PIO传输错误在ATA / ATAPI-7之前不允许使用ICRC位的事实，似乎暗示ABRT位本身可能指示传输错误。

但是，ATA / ATAPI-8草案修订版1f删除了ICRC错误可能打开ABRT的部分。因此，这是某种灰色地带。这里需要一些启发式方法。

ATA / ATAPI设备错误可以进一步分类如下。

**介质错误**

这由ERROR寄存器中的UNC位指示。 ATA设备仅在一定数量的重试无法恢复数据时报告UNC错误，因此除了通知上层之外，没有其他事情可做。

READ和WRITE命令报告第一个失败扇区的CHS或LBA，但ATA / ATAPI标准规定错误完成时传输的数据量是不确定的，因此不能假设失败扇区之前的扇区已传输，因此不能像SCSI那样成功地完成那些扇区。

**介质更改/请求介质更改错误**
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**地址错误**

这由ERROR寄存器中的IDNF位指示。报告给上层。

**其他错误**

这可能是由ABRT ERROR位或其他错误条件指示的无效命令或参数。请注意，ABRT位可以指示许多内容，包括ICRC和地址错误。需要启发式方法。

根据命令，不是所有STATUS / ERROR位都适用。这些不适用的位在输出说明中用“na”标记，但是在ATA / ATAPI-7之前找不到“na”的定义。但是，ATA / ATAPI-8草案修订版1f将“N / A”说明为：

"N/A"表示一个字段在此标准中没有定义的值，主机或设备不应检查它。N/A字段应清零。

因此，可以合理地假设设备将"na"位清零，因此不需要明确屏蔽它们。

#### ATAPI设备CHECK CONDITION

在传输PACKET命令的最后一个字节之后，在状态寄存器中设置CHK位（ERR位）表示ATAPI设备CHECK CONDITION错误。对于这种类型的错误，需要获取感知数据以收集关于错误的信息。应使用REQUEST SENSE命令获取感知数据。

一旦获取了感知数据，可以像处理其他SCSI错误一样处理这种类型的错误。请注意，感知数据可能会指示ATA总线错误（例如，感知键值04h HARDWARE ERROR&&ASC/ASCQ 47h/00h SCSI PARITY ERROR）。在这种情况下，应将错误视为ATA总线错误，并根据ATA总线错误处理。

#### ATA设备错误（NCQ）

在NCQ命令阶段（一个或多个NCQ命令待处理）内，清除BSY并设置ERR位表示NCQ命令错误。虽然STATUS和ERROR寄存器将包含说明错误的有效值，但需要使用READ LOG EXT以清除错误状态，确定哪个命令失败以及获取更多信息。

读取LOG EXT日志页面10h报告已失败的标记和说明错误的任务文件寄存器值。有了这些信息，可以像处理ATA/ATAPI设备错误（非NCQ/非CHECK CONDITION）中的普通ATA命令错误一样处理失败的命令，并必须重试所有其他正在进行的命令。请注意，不应计算此重试-如果没有失败的命令，以这种方式重试的命令很可能已正常完成。

请注意，ATA总线错误可能会作为ATA设备NCQ错误报告。应按照ATA总线错误中说明的方式处理此问题。

如果读取LOG EXT日志页面10h失败或报告了NQ，则我们非常糟糕。应根据HSM违规进行处理。

#### ATA总线错误

ATA总线错误表示在ATA总线（SATA或PATA）上传输期间发生了数据损坏。此类错误可以由以下指示：

根据ATA/ATAPI设备错误（非NCQ/非CHECK CONDITION）中说明的ICRC或ABRT错误指示。

具有指示传输错误的错误信息的控制器特定错误完成。

在某些控制器上，命令超时。在这种情况下，可能有一种机制来确定超时是否由传输错误引起。

未知/随机错误、超时和各种奇思妙想。

如上所述，传输错误可能会导致各种症状，从设备ICRC错误到随机设备死机。对于许多情况，没有办法确定错误条件是否由传输错误引起；因此，在处理错误和超时时，有必要采用某种启发式方法。例如，对于已知支持指令的重复ABRT错误，很可能会表示ATA总线错误。

确定可能发生ATA总线错误后，降低ATA总线传输速度是可以缓解问题的操作之一。有关更多信息，请参见重新配置传输。

#### PCI总线错误

在PCI（或其他系统总线）上传输期间发生数据损坏或其他故障。对于标准BMDMA，这由BMDMA状态寄存器中的错误位表示。此类错误必须记录下来，因为它表明系统出现了重大问题。建议重置主机控制器。

#### 延迟完成

这当超时发生时，超时处理程序发现已成功地或带有错误地完成了已超时的命令时发生。这通常是由于中断丢失引起的。必须记录此类错误。建议重置主机控制器。

#### 未知错误（超时）

当超时发生并且命令仍在处理中或主机和设备处于未知状态时，就会发生这种情况。当出现这种情况时，HSM可能处于任何有效或无效状态。为了使设备处于已知状态并使其忘记已超时的命令，需要进行重置。可以重试已超时的命令。

超时也可能是由于传输错误引起的。有关详细信息，请参见ATA总线错误。

#### 热插拔和电源管理异常
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### EH恢复操作

此部分讨论了几个重要的恢复操作。

#### 清除错误条件

许多控制器要求其错误寄存器由错误处理程序清除。不同的控制器可能具有不同的要求。

对于SATA，强烈建议在错误处理期间至少清除SError寄存器。

#### 重置

在EH期间，以下情况需要进行重置。

HSM处于未知或无效状态

HBA处于未知或无效状态

EH需要让HBA/设备忘记关于在飞行中的命令

HBA/设备的行为异常

不管是否存在错误情况，在EH期间进行重置可能是一种改善EH健壮性的好主意。重置HBA和设备中的哪一个或哪两个，取决于情况，但建议使用以下方案。

当HBA处于就绪状态，但ATA/ATAPI设备处于未知状态时，只重置设备。

如果HBA处于未知状态，则重置HBA和设备。

HBA重置是实现特定的。对于符合任务文件/BMDMA PCI IDE的控制器而言，停止活动的DMA事务可能足以满足，前提是BMDMA状态是唯一的HBA上下文。但即使大多数任务文件/BMDMA PCI IDE符合的控制器可能也有实现特定的要求和机制来重置自己。这必须由特定的驱动程序解决。

另一方面，ATA/ATAPI标准详细说明了重置ATA/ATAPI设备的方法。

**PATA硬件重置**

这是通过断言PATA RESET-信号发出的硬件启动设备重置。虽然有些硬件提供允许驱动程序直接调整RESET-信号的寄存器，但没有标准的软件启动硬件重置的方式。

**软件重置**

这是通过将CONTROL SRST位打开至少5us来实现的。PATA和SATA都支持它，但在SATA的情况下，这可能需要控制器特定的支持，因为在BSY位仍然设置时应该传输第二个寄存器FIS以清除SRST。请注意，对于PATA，这会重置一个通道上的主设备和从设备。

**执行设备诊断命令**

尽管ATA/ATAPI标准没有明确定义，但EDD意味着某种级别的重置，可能与软件重置类似。主机侧EDD协议可以通过正常的命令处理来处理，大多数SATA控制器应该能够像处理其他命令一样处理EDD。与软件重置一样，在PATA总线上影响两个设备的EDD也会影响到。

尽管EDD确实会重置设备，但作为错误处理，这并不适用，因为无法在BSY设置时发出EDD，并且当设备处于未知/异常状态时，它将如何起作用尚不清楚。

**ATAPI 设备重置命令**

这与软件重置非常相似，只是重置可以限制在选定的设备上，而不影响共享电缆的其他设备。

**SATA物理重置**

这是重置SATA设备的首选方法。实际上，它与PATA硬件重置相同。请注意，这可以使用标准SCR控制寄存器完成。因此，它通常比软件重置更容易实现。

重置设备时要考虑的另一件事是，重置会清除某些配置参数，并且需要将它们设置为先前或新调整的值。

受影响的参数包括：

使用INITIALIZE DEVICE PARAMETERS设置的CHS

使用SET FEATURES设置的参数，包括传输模式设置

使用SET MULTIPLE MODE设置的块计数

其他参数（SET MAX、MEDIA LOCK...）

ATA/ATAPI标准指定某些参数必须在硬件或软件重置时保持不变，但并没有严格指定所有参数。始终需要在重置后重新配置所需的参数以保证鲁棒性。请注意，这也适用于从深度睡眠（断电）恢复。

此外，ATA/ATAPI标准要求在更新任何配置参数或进行硬件重置后发布IDENTIFY DEVICE/IDENTIFY PACKET DEVICE，并使用结果进行进一步操作。操作系统驱动程序需要实现重新验证机制以支持此功能。

#### 重新配置传输

对于PATA和SATA，许多便宜的连接器、电缆或控制器都采用了砍掉成本的方法，很常见的情况是出现高传输错误率。可以通过降低传输速度来减轻这种情况。

以下是Jeff Garzik建议的可能方案。

如果在15分钟内出现超过$N（3？）个传输错误，

如果是SATA，则降低SATA PHY速度。如果速度无法降低，

降低UDMA传输速度。如果在UDMA0，切换到PIO4，

降低PIO传输速度。如果在PIO3，投诉，但继续

## ata\_piix内部结构

### int ich\_pata\_cable\_detect(struct ata\_port \* ap)

探测主机控制器电缆检测信息

**参数**

struct ata\_port \* ap

需要电缆检测信息的端口

**说明**

从ATA PCI设备的PCI配置寄存器中读取80c电缆指示器。该寄存器通常由固件（BIOS）设置。

锁定：无（继承自调用方）。

### int piix\_pata\_prereset(struct ata\_link \* link，unsigned long deadline)

针对PATA主机控制器的prereset

**参数**

struct ata\_link \* link

目标链接

unsigned long deadline

**说明**

操作期限jiffies

锁定：无（继承自调用方）。

### void piix\_set\_piomode(struct ata\_port \*ap, struct ata\_device \*adev)

初始化主机控制器PATA PIO时间

**参数**

struct ata\_port \*ap

正在配置时间的端口

struct ata\_device \*adev

需要设置的驱动器

**说明**

在主机控制器PCI配置空间中设置设备的PIO模式。

锁定：无（继承自调用者）。

### void do\_pata\_set\_dmamode(struct ata\_port \*ap, struct ata\_device \*adev, int isich)

初始化主机控制器PATA PIO时间

**参数**

struct ata\_port \*ap

正在配置时间的端口

struct ata\_device \*adev

需要设置的驱动器

int isich

如果芯片是ICH设备，则设置

**说明**

在主机控制器PCI配置空间中设置设备的UDMA模式。

锁定：无（继承自调用者）。

### void piix\_set\_dmamode(struct ata\_port \*ap, struct ata\_device \*adev)

初始化主机控制器PATA DMA时间

**参数**

struct ata\_port \*ap

正在配置时间的端口

struct ata\_device \*adev

um

**说明**

在主机控制器PCI配置空间中设置设备的MW/UDMA模式。

锁定：无（继承自调用者）。

### void ich\_set\_dmamode(struct ata\_port \*ap, struct ata\_device \*adev)

初始化主机控制器PATA DMA时间

**参数**

struct ata\_port \*ap

正在配置时间的端口

struct ata\_device \*adev

um

**说明**

在主机控制器PCI配置空间中设置设备的MW/UDMA模式。

锁定：无（继承自调用者）。

### int piix\_check\_450nx\_errata(struct pci\_dev \*ata\_dev)

检查450NX设置的问题

**参数**

struct pci\_dev \*ata\_dev

要检查的PCI设备

**说明**

检查450NX勘误#19和勘误#25是否存在。如果发现它们，返回一个错误代码，以便我们可以关闭DMA。

### int piix\_init\_one(struct pci\_dev \*pdev, const struct pci\_device\_id \*ent)

向内核服务注册PIIX ATA PCI设备

**参数**

struct pci\_dev \*pdev

要注册的PCI设备

const struct pci\_device\_id \*ent

与pdev匹配的piix\_pci\_tbl中的条目

**说明**

从内核PCI层调用。我们探测组合模式（叹息），然后将控制权交给libata，让它完成其余操作。

锁定：从PCI层继承（可能会休眠）。

**返回**

成功时为零，或-ERRNO值。

## sata\_sil内部

### int sil\_set\_mode(struct ata\_link \*link, struct ata\_device \*\*r\_failed)

包装set\_mode函数

**参数**

struct ata\_link \*link

要设置的链接

struct ata\_device \*\*r\_failed

当我们失败时返回的设备

**说明**

将设备设置的libata方法包装，因为设置后我们需要检查结果并做一些配置工作。

### void sil\_dev\_config(struct ata\_device \*dev)

应用设备/主机特定的勘误修复

**参数**

struct ata\_device \*dev

要检查的设备

**说明**

完成IDENTIFY [PACKET] DEVICE步骤后，并且已知存在设备，将调用此函数。我们应用两个特定于Silicon Image的勘误修复：Seagate和Maxtor修复。

对于某些Seagate设备，我们必须将最大扇区数限制在8K以下。

对于某些Maxtor设备，我们不得超出udma5来编程驱动器。

这两个修复非常悲观。一旦我获得有关这些勘误的更多信息，我将创建更详尽的列表，并将修复应用于仅需要它的特定设备/主机/固件。

20040111-受Mod15Write错误影响的Seagate驱动器被列入黑名单。Maxtor诡计在黑名单中，但出于以下原因，我仍然保留原始悲观的解决方案...-似乎少有关于它的信息，从Windows驱动程序中仅获取了一个设备，可能只有一个受到影响。任何更多的信息将不胜感激。-不过，UDMA5几乎没有什么好抱怨的
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ATA知识的大部分归功于与Andre Hedrick（www.linux-ide.org）的漫长交谈以及研究ATA和SCSI规范的漫长时间。

感谢Alan Cox指出SATA和SCSI之间的相似之处，并一般上激励我们对libata进行黑客攻击。

libata的设备检测方法ata\_pio\_devchk以及一般上所有的早期探测都是基于仔细研究Hale Landis在他的ATADRVR驱动程序（www.ata-atapi.com）中的探测/重置代码。

# 目标和iSCSI接口指南

## 介绍和概述

待定

## 目标核心设备接口

## 目标核心传输接口

### int transport\_init\_session(struct se\_session \*se\_sess)

初始化会话对象

**参数**

struct se\_session \*se\_sess

会话对象指针。

**说明**

在调用此函数之前，调用方必须将se\_sess初始化为零。

### struct se\_session \*transport\_alloc\_session(enum target\_prot\_op sup\_prot\_ops)

分配会话对象并将其初始化

**参数**

enum target\_prot\_op sup\_prot\_ops

定义支持的T10-PI模式的位掩码。

### int transport\_alloc\_session\_tags(struct se\_session \*se\_sess, unsigned int tag\_num, unsigned int tag\_size)

分配目标驱动程序私有数据

**参数**

struct se\_session \*se\_sess

会话指针。

unsigned int tag\_num

发起方和目标之间最大的在飞命令数。

unsigned int tag\_size

目标驱动程序与每个命令关联的私有数据的大小（以字节为单位）。

### int target\_submit\_cmd\_map\_sgls(struct se\_cmd \*se\_cmd, struct se\_session \*se\_sess, unsigned char \*cdb, unsigned char \*sense, u64 unpacked\_lun, u32 data\_length, int task\_attr, int data\_dir, int flags, struct scatterlist \*sgl, u32 sgl\_count, struct scatterlist \*sgl\_bidi, u32 sgl\_bidi\_count, struct scatterlist \*sgl\_prot, u32 sgl\_prot\_count)

查找解包后的LUN并提交未初始化的se\_cmd + 使用预分配的SGL内存。

**参数**

struct se\_cmd\* se\_cmd

要提交的命令说明符

struct se\_session\* se\_sess

关联的se\_sess端点

unsigned char\* cdb

指向SCSI CDB的指针

unsigned char\* sense

指向SCSI sense缓冲区的指针

u64 unpacked\_lun

引用struct se\_lun的解包后的LUN

u32 data\_length

预期的数据传输长度

int task\_attr

SAM任务属性

int data\_dir

DMA数据方向

int flags

来自target\_sc\_flags\_tables的命令提交标志

struct scatterlist\* sgl

单向映像的结构scatterlist内存

u32 sgl\_count

单向映像的scatterlist计数

struct scatterlist\* sgl\_bidi

双向读取映像的结构scatterlist内存

u32 sgl\_bidi\_count

双向读取映像的scatterlist计数

struct scatterlist\* sgl\_prot

结构scatterlist内存保护信息

u32 sgl\_prot\_count

保护信息的scatterlist计数

**说明**

如果调用者设置了se\_cmd->tag，则支持任务标记。

返回非零以发出活动I/O关闭失败的信号。所有其他设置异常将被返回为SCSI CHECK\_CONDITION响应，但在此处仍返回零。

这只能从进程上下文中调用，并且目前假定由目标核心对传输载荷缓冲区进行内部分配。

### int target\_submit\_cmd（struct se\_cmd \* se\_cmd，struct se\_session \* se\_sess，unsigned char \* cdb，unsigned char \* sense，u64 unpacked\_lun，u32 data\_length，int task\_attr，int data\_dir，int flags）

查找解包后的lun并提交未初始化的se\_cmd

**参数**

struct se\_cmd\* se\_cmd

要提交的命令说明符

struct se\_session\* se\_sess

关联的se\_sess端点

unsigned char\* cdb

指向SCSI CDB的指针

unsigned char\* sense

指向SCSI sense缓冲区的指针

u64 unpacked\_lun

引用struct se\_lun的解包后的LUN

u32 data\_length

预期的数据传输长度

int task\_attr

SAM任务属性

int data\_dir

DMA数据方向

int flags

来自target\_sc\_flags\_tables的命令提交标志

**说明**

如果调用者设置了se\_cmd->tag，则支持任务标记。

返回非零以发出活动I/O关闭失败的信号。所有其他设置异常将被返回为SCSI CHECK\_CONDITION响应，但在此处仍返回零。

这只能从进程上下文中调用，并且目前假定由目标核心对传输载荷缓冲区进行内部分配。

它还假定内部目标核心SGL内存分配。

### int target\_submit\_tmr（struct se\_cmd \* se\_cmd，struct se\_session \* se\_sess，unsigned char \* sense，u64 unpacked\_lun，void \* fabric\_tmr\_ptr，unsigned char tm\_type，gfp\_t gfp，u64 tag，int flags）

查找解包后的LUN并提交未初始化的se\_cmd以获取TMR CDB

**参数**

struct se\_cmd\* se\_cmd

要提交的命令**说明**符

struct se\_session\* se\_sess

关联的se\_sess端点

unsigned char\* sense

指向SCSI sense缓冲区的指针

u64 unpacked\_lun

引用struct se\_lun的解包后的LUN

void\* fabric\_tmr\_ptr

TMR req的fabric上下文

unsigned char tm\_type

TM请求类型

gfp\_t gfp

调用者的gfp类型

u64 tag

引用的任务标记以进行TMR\_ABORT\_TASK

int flags

提交cmd标志

**说明**

从所有上下文中调用。

### int target\_get\_sess\_cmd（struct se\_cmd \* se\_cmd，bool ack\_kref）

将命令添加到活动->sess\_cmd\_list

**参数**

struct se\_cmd\* se\_cmd

要添加的命令说明符

bool ack\_kref

发出信号，表明fabric将执行一个ack target\_put\_sess\_cmd（）

### int target\_put\_sess\_cmd（struct se\_cmd \* se\_cmd）

减少命令引用计数

**参数**

struct se\_cmd\* se\_cmd

要从中降低参考的命令

**说明**

仅当此target\_put\_sess\_cmd（）调用将引用计数降至零时，才返回1。否则返回零。

### void target\_sess\_cmd\_list\_set\_waiting（struct se\_session \* se\_sess）

设置sess\_tearing\_down，因此不会排队新命令。

**参数**

struct se\_session\* se\_sess

要标记的会话

### void target\_wait\_for\_sess\_cmds（struct se\_session \* se\_sess）

等待未完成的命令

**参数**

struct se\_session\* se\_sess

等待活动I/O的会话

### bool transport\_wait\_for\_tasks（struct se\_cmd \* cmd）

设置CMD\_T\_STOP并等待t\_transport\_stop\_comp

**参数**

struct se\_cmd\* cmd

要等待的命令

## 目标支持的用户空间I / O

### 用户空间I / O

为LIO定义共享内存接口，以传递SCSI命令和数据到用户空间进行处理。这是为了允许过于复杂以无法在内核中支持的后端成为可能。

它使用UIO框架为我们执行大量设备创建和自省工作。

有关环形的布局方式，请参见.h文件。请注意，虽然定义了命令环，但数据区域的细节尚未确定。命令条目中的偏移值指向映射到mmap的区域内部的其他位置。在命令环外部还有单独的空间用于数据缓冲区。这样可以最大限度地灵活地移动缓冲区分配，甚至可以进行页面翻转或其他分配技术，而无需更改命令环布局。

安全性：必须假定用户进程是恶意的。如果它愿意，没有办法阻止它破坏命令环协议，但为了防止其他问题，我们必须始终只从共享内存区域中读取数据，而不会读取偏移量或大小。这适用于命令环条目以及邮箱。所需的附加代码可能具有“UAM”注释。

### 环设计

mmaped区域分为三个部分：1）邮箱（结构tcmu\_mailbox，下文）；2）命令环；3）命令环之外的一切（数据）。

邮箱告诉用户空间命令环距共享内存区域开始的偏移量以及命令环的大小。

内核通过向该环中放置tcmu\_cmd\_entry结构、更新mailbox->cmd\_head和通过UIO的中断机制触发用户空间来将SCSI命令传递给用户空间。

tcmu\_cmd\_entry包含一个头。如果头类型是填充（PAD），则用户空间应跳过hdr->长度字节（mod cmdr\_size）以找到下一个cmd\_entry。否则，该条目将包含指向包含cdb和数据缓冲区的mmaped区域中的偏移量 - 后者可以通过iov数组访问。iov地址也是共享区域中的偏移量。当用户空间完成处理命令时，设置entry->rsp.scsi\_status、如果适用填写rsp.sense\_buffer，还将mailbox->cmd\_tail设置为旧的cmd\_tail加上hdr->length，mod cmdr\_size。如果cmd\_tail不等于cmd\_head，则应以同样的方式处理下一个数据包，以此类推。

## iSCSI辅助函数

### void iscsi\_prep\_data\_out\_pdu(struct iscsi\_task \*task, struct iscsi\_r2t\_info \*r2t, struct iscsi\_data \*hdr)

初始化数据输出

**参数**

struct iscsi\_task \*task

SCSI命令任务

struct iscsi\_r2t\_info \*r2t

R2T信息

struct iscsi\_data \*hdr

PDU中的iSCSI数据

**备注**

初始化此R2T序列中的Data-Out，并找到此SCSI命令中的适当的data\_offset。

此函数在连接锁定的情况下调用。

### void iscsi\_complete\_scsi\_task(struct iscsi\_task \*task, uint32\_t exp\_cmdsn, uint32\_t max\_cmdsn)

正常完成SCSI任务

**参数**

struct iscsi\_task \*task

iscsi任务用于SCSI命令

uint32\_t exp\_cmdsn

预期的cmd sn（CPU格式）

uint32\_t max\_cmdsn

最大的cmd sn（CPU格式）

**说明**

当驱动程序不需要或无法执行较低级别的pdu处理时使用此函数。

使用session back\_lock调用

### struct iscsi\_task \*iscsi\_itt\_to\_task(struct iscsi\_conn \*conn, itt\_t itt)

按itt查找任务

**参数**

struct iscsi\_conn \*conn

iSCSI连接

itt\_t itt

itt

**说明**

这应该用于像登录和NOP这样的管理任务，或者LDD的itt空间不包括会话年龄时。

必须持有会话 back\_lock。

### int \_\_iscsi\_complete\_pdu(struct iscsi\_conn \*conn, struct iscsi\_hdr \*hdr, char \*data, int datalen)

完整的pdu

**参数**

struct iscsi\_conn \*conn

iSCSI连接

struct iscsi\_hdr \*hdr

iSCSI头

char \*data

数据缓冲区

int datalen

数据缓冲区的长度

**说明**

通过释放在queuecommand或send generic时分配的任何资源完成pdu处理。会话back\_lock必须被持有且必须验证已调用itt。

### struct iscsi\_task \*iscsi\_itt\_to\_ctask(struct iscsi\_conn \*conn, itt\_t itt)

按itt查找任务

**参数**

struct iscsi\_conn \*conn

iSCSI连接

itt\_t itt

itt

**说明**

这应该用于cmd任务。

必须持有session back\_lock。

### void iscsi\_requeue\_task(struct iscsi\_task \*task)

重新将任务排队以从会话工作队列运行

**参数**

struct iscsi\_task \*task

重新排队的任务

**说明**

调用者必须对将重新排队的任务引用。

### void iscsi\_suspend\_queue(struct iscsi\_conn \*conn)

挂起iscsi\_queue命令

**参数**

struct iscsi\_conn \*conn

要停止在其上排队IO的iSCSI连接

**说明**

它抓住session frwd\_lock，以确保没有人在xmit\_task/queuecommand中，并设置挂起以防止排队新命令。这仅需要由需要将路径与iscsi\_queuecommand/xmit\_task同步的卸载驱动程序调用，例如ep断开连接。要再次启动IO，则libiscsi将在FFP中调用iscsi\_start\_tx和iscsi\_unblock\_session。

### void iscsi\_suspend\_tx(struct iscsi\_conn \*conn)

暂停iscsi\_data\_xmit

**参数**

struct iscsi\_conn \*conn

要在其上停止处理IO的iSCSI连接。

**说明**

此函数将挂起位设置为防止iscsi\_data\_xmit发送新IO，如果xmit线程上有工作，则会等待其完成。

### int iscsi\_eh\_session\_reset(struct scsi\_cmnd \* sc)

放弃会话并尝试重新登录

**参数**

struct scsi\_cmnd \* sc

SCSI命令

**说明**

此函数将等待重新登录、来自用户空间的会话终止或恢复/替换超时。

### int iscsi\_eh\_recover\_target(struct scsi\_cmnd \* sc)

重置目标，可能还包括会话

**参数**

struct scsi\_cmnd \* sc

SCSI命令

**说明**

这将尝试发送一个温暖的目标重置。如果失败，我们将升级到ERL0会话恢复。

### int iscsi\_host\_add(struct Scsi\_Host \* shost, struct device \* pdev)

将主机添加到系统

**参数**

struct Scsi\_Host \* shost

SCSI主机

struct device \* pdev

父设备

**说明**

这应该由部分卸载和软件iSCSI驱动程序调用，以将主机添加到系统中。

### struct Scsi\_Host \* iscsi\_host\_alloc(struct scsi\_host\_template \* sht, int dd\_data\_size, bool xmit\_can\_sleep)

分配主机和驱动程序数据

**参数**

struct scsi\_host\_template \* sht

SCSI主机模板

int dd\_data\_size

驱动程序主机数据大小

bool xmit\_can\_sleep

表示LLD是否将从工作队列排队IO

**说明**

这应该被称为部分卸载和软件iscsi驱动程序。使用iscsi\_host\_priv（）宏访问驱动程序特定的内存。

### void iscsi\_host\_remove（struct Scsi\_Host \* shost）

删除主机和会话

**参数**

struct Scsi\_Host \* shost

scsi主机

**说明**

如果还有剩余的会话，这将启动删除并等待完成。

### struct iscsi\_cls\_session \* iscsi\_session\_setup（struct iscsi\_transport \* iscsit，struct Scsi\_Host \* shost，uint16\_t cmds\_max，int dd\_size，int cmd\_task\_size，uint32\_t initial\_cmdsn，unsigned int id）

创建iscsi cls会话、主机和会话

**参数**

struct iscsi\_transport \* iscsit

iscsi传输模板

struct Scsi\_Host \* shost

scsi主机

uint16\_t cmds\_max

会话可以排队

int dd\_size

私有驱动程序数据大小，添加到会话分配大小

int cmd\_task\_size

LLD任务私有数据大小

uint32\_t initial\_cmdsn

初始CmdSN

unsigned int id

要添加到此会话的目标ID

**说明**

这可以被软件iscsi\_transports使用，每个scsi主机分配一个会话。

调用者应将cmds\_max设置为他们支持的最大任务总数（mgmt + scsi）。iscsi层为nop处理和登录/注销请求保留iscsi\_mgmt\_cmds\_max任务。

### void iscsi\_session\_teardown（struct iscsi\_cls\_session \* cls\_session）

销毁会话、主机和cls\_session

**参数**

struct iscsi\_cls\_session \* cls\_session

iscsi会话

### struct iscsi\_cls\_conn \* iscsi\_conn\_setup（struct iscsi\_cls\_session \* cls\_session，int dd\_size，uint32\_t conn\_idx）

创建iscsi\_cls\_conn和iscsi\_conn

**参数**

struct iscsi\_cls\_session \* cls\_session

iscsi\_cls会话

int dd\_size

私有驱动程序数据大小

uint32\_t conn\_idx

cid

### void iscsi\_conn\_teardown（struct iscsi\_cls\_conn \* cls\_conn）

拆除iscsi连接

**参数**

struct iscsi\_cls\_conn \* cls\_conn

iscsi类连接

**说明**

TODO：我们可能需要将其变成类似于scsi-mls remove +put host的两个步骤。

## iSCSI引导信息

### struct iscsi\_boot\_kobj \*iscsi\_boot\_create\_target（struct iscsi\_boot\_kset \* boot\_kset，int index，void \* data，ssize\_t（\* show）（void \* data，int type，char \* buf），umode\_t（\* is\_visible）（void \* data，int type），void（\* release）（void \* data））

创建引导目标sysfs目录

**参数**

struct iscsi\_boot\_kset \* boot\_kset

引导kset

int index

目标ID

void \* data

目标特定数据

ssize\_t（\* show）（void \* data，int type，char \* buf）

attr show函数

umode\_t（\* is\_visible）（void \* data，int type）

attr可见性函数

void（\* release）（void \* data）

释放函数

**注**

当所有对目标kobject的引用都被释放时，引导sysfs lib将释放为调用者传递的数据。

### struct iscsi\_boot\_kobj \*iscsi\_boot\_create\_initiator（struct iscsi\_boot\_kset \* boot\_kset，int index，void \* data，ssize\_t（\* show）（void \* data，int type，char \* buf），umode\_t（\* is\_visible）（void \* data，int type），void（\* release）（void \* data））

创建引导初始化程序sysfs目录

**参数**

struct iscsi\_boot\_kset \* boot\_kset

引导kset

int index

发起者ID

void \* data

驱动程序特定数据

ssize\_t（\* show）（void \* data，int type，char \* buf）

attr show函数

umode\_t（\* is\_visible）（void \* data，int type）

attr可见性函数

void（\* release）（void \* data）

释放函数

注

当所有对初始化程序kobject的引用都被释放时，引导sysfs lib将释放为调用者传递的数据。

### struct iscsi\_boot\_kobj \*iscsi\_boot\_create\_ethernet（struct iscsi\_boot\_kset \* boot\_kset，int index，void \* data，ssize\_t（\* show）（void \* data，int type，char \* buf），umode\_t（\* is\_visible）（void \* data，int type），void（\* release）（void \* data））

创建引导以太网sysfs目录

**参数**

struct iscsi\_boot\_kset \* boot\_kset

引导kset

int index

以太网设备ID

void \* data

驱动程序特定数据

ssize\_t（\* show）（void \* data，int type，char \* buf）

attr show函数

umode\_t（\* is\_visible）（void \* data，int type）

attr可见性函数

void（\* release）（void \* data）

释放函数

**注**

当所有对以太网kobject的引用都被释放时，引导sysfs lib将释放为调用者传递的数据。

### struct iscsi\_boot\_kobj \*iscsi\_boot\_create\_acpitbl（struct iscsi\_boot\_kset \* boot\_kset，int index，void \* data，ssize\_t（\* show）（void \* data，int type，char \* buf），umode\_t（\* is\_visible）（void \* data，int type），void（\* release）（void \* data））

创建引导acpi表sysfs目录

**参数**

struct iscsi\_boot\_kset \* boot\_kset

引导kset

int index

未使用

void \* data

驱动程序特定数据

ssize\_t（\* show）（void \* data，int type，char \* buf）

attr show函数

umode\_t（\* is\_visible）（void \* data，int type）

attr可见性函数

void（\* release）（void \* data）

释放函数

**注**

当所有对acpitbl kobject的引用都被释放时，引导sysfs lib将释放为调用者传递的数据。

### struct iscsi\_boot\_kset \*iscsi\_boot\_create\_kset（const char \* set\_name）

创建根sysfs树

**参数**

const char \* set\_name

根目录名

### struct iscsi\_boot\_kset \*iscsi\_boot\_create\_host\_kset（unsigned int hostno）

为scsi主机创建根sysfs树

**参数**

unsigned int hostno

scsi主机的主机号

### void iscsi\_boot\_destroy\_kset（struct iscsi\_boot\_kset \* boot\_kset）

销毁kset及其下面的kobject

**参数**

struct iscsi\_boot\_kset \* boot\_kset

引导kset

**说明**

这将删除kset和kobject及其下面的属性。

## iSCSI传输类

文件drivers/scsi/scsi\_transport\_iscsi.c定义了iSCSI类的传输属性，用于在TCP/IP连接上发送SCSI数据包。

### struct iscsi\_bus\_flash\_session \* iscsi\_create\_flashnode\_sess（struct Scsi\_Host \* shost，int index，struct iscsi\_transport \* transport，int dd\_size）

在sysfs中添加flashnode会话条目。

**参数**

struct Scsi\_Host \* shost

主机数据指针

int index

在sysfs中添加的flashnode索引

struct iscsi\_transport \* transport

传输数据指针

int dd\_size

要分配的总大小

**说明**

添加flashnode会话属性的sysfs条目

**返回**

成功时分配的flashnode会话指针 失败时返回 NULL

### struct iscsi\_bus\_flash\_conn \* iscsi\_create\_flashnode\_conn(struct Scsi\_Host \* shost, struct iscsi\_bus\_flash\_session \* fnode\_sess, struct iscsi\_transport \* transport, int dd\_size)

在sysfs中添加flashnode连接条目

**参数**

struct Scsi\_Host \* shost

主机数据指针

struct iscsi\_bus\_flash\_session \* fnode\_sess

父级flashnode会话条目指针

struct iscsi\_transport \* transport

传输数据指针

int dd\_size

要分配的总大小

**说明**

添加flashnode连接属性的sysfs条目

**返回**

成功时分配的flashnode连接指针 失败时返回 NULL

### struct device \* iscsi\_find\_flashnode\_sess(struct Scsi\_Host \* shost, void \* data, int (\*fn) (struct device \*dev, void \*data)

查找flashnode会话条目

**参数**

struct Scsi\_Host \* shost

主机数据指针

void \* data

包含要用于比较的值的数据指针

int (\*)(struct device \*dev, void \*data) fn

执行实际比较的函数指针

**说明**

使用传递的函数指针中定义的逻辑来比较数据，找到flashnode会话对象

**返回**

成功时找到的flashnode会话设备对象指针 失败时返回 NULL

### struct device \* iscsi\_find\_flashnode\_conn(struct iscsi\_bus\_flash\_session \* fnode\_sess)

查找flashnode连接条目

**参数**

struct iscsi\_bus\_flash\_session \* fnode\_sess

父级flashnode会话条目指针

**说明**

使用传递的函数指针中定义的逻辑来比较数据，找到flashnode连接对象

**返回**

成功时找到的flashnode连接设备对象指针 失败时返回 NULL

### void iscsi\_destroy\_flashnode\_sess(struct iscsi\_bus\_flash\_session \* fnode\_sess)

删除flashnode会话条目

**参数**

struct iscsi\_bus\_flash\_session \* fnode\_sess

要删除的flashnode会话条目指针

**说明**

从sysfs中删除flashnode会话条目以及所有子flashnode连接条目

### void iscsi\_destroy\_all\_flashnode(struct Scsi\_Host \* shost)

删除所有flashnode会话条目

**参数**

struct Scsi\_Host \* shost

主机数据指针

**说明**

从sysfs中删除所有flashnode会话条目以及相应的子flashnode连接条目

### int iscsi\_scan\_finished(struct Scsi\_Host \* shost, unsigned long time)

帮助报告运行扫描的完成时间

**参数**

struct Scsi\_Host \* shost

SCSI主机

unsigned long time

扫描运行时长

**说明**

此函数可用于驱动程序，如qla4xxx，报告扫描启动时完成的时间。

### int iscsi\_block\_scsi\_eh(struct scsi\_cmnd \* cmd)

阻止SCSI eh直到会话状态转换完毕

**参数**

struct scsi\_cmnd \* cmd

传递给SCSI eh处理器的SCSI命令

**说明**

如果会话已关闭，此函数将等待恢复计时器触发或会话重新登录。如果恢复计时器触发，则返回FAST\_IO\_FAIL。调用者应将此错误值传递给SCSI eh。

### void iscsi\_unblock\_session(struct iscsi\_cls\_session \* session)

将会话设置为已登录并开始IO

**参数**

struct iscsi\_cls\_session \* session

iSCSI会话

**说明**

标记会话已准备好接受IO。

### struct iscsi\_cls\_session \* iscsi\_create\_session(struct Scsi\_Host \* shost, struct iscsi\_transport \* transport, int dd\_size, unsigned int target\_id)

创建iSCSI类会话

**参数**

struct Scsi\_Host \* shost

SCSI主机

struct iscsi\_transport \* transport

iSCSI传输

int dd\_size

私有驱动程序数据大小

unsigned int target\_id

目标ID

**说明**

这可以从LLD或iscsi\_transport调用。

### struct iscsi\_cls\_conn \* iscsi\_create\_conn(struct iscsi\_cls\_session \* session, int dd\_size, uint32\_t cid)

创建iSCSI类连接

**参数**

struct iscsi\_cls\_session \* session

iSCSI类会话

int dd\_size

私有驱动程序数据大小

uint32\_t cid

连接ID

**说明**

这可以从LLD或iscsi\_transport调用。连接是会话的子元，因此cid必须对会话上的所有连接都是唯一的。

由于我们不支持MCS，cid通常为零。在某些情况下，对于软件iSCSI，我们可能会尝试预分配连接结构，在这种情况下可能会有两个连接结构，cid将为非零。

### int iscsi\_destroy\_conn(struct iscsi\_cls\_conn \* conn)

销毁iSCSI类连接

**参数**

struct iscsi\_cls\_conn \* conn

iSCSI类会话

**说明**

这可以从LLD或iscsi\_transport调用。

### int iscsi\_session\_event(struct iscsi\_cls\_session \* session, enum iscsi\_uevent\_e event)

发送会话销毁完成事件

**参数**

struct iscsi\_cls\_session \* session

iSCSI类会话

enum iscsi\_uevent\_e event

事件类型

## iSCSI TCP接口

### int iscsi\_sw\_tcp\_recv(read\_descriptor\_t \*rd\_desc, struct sk\_buff \*skb, unsigned int offset, size\_t len)

以sendfile方式接收TCP

**参数**

read\_descriptor\_t \*rd\_desc

读取**说明**符

struct sk\_buff \*skb

套接字缓冲区

unsigned int offset

skb中的偏移量

size\_t len

skb->len - offset

### int iscsi\_sw\_sk\_state\_check(struct sock \*sk)

检查套接字状态

**参数**

struct sock \*sk

套接字

**说明**

如果套接字处于CLOSE或CLOSE\_WAIT状态，则如果仍有一些数据未处理完毕，我们不应关闭连接。

必须使用sk\_callback\_lock调用。

### void iscsi\_sw\_tcp\_write\_space(struct sock \*sk)

当有更多输出缓冲区空间可用时调用

**参数**

struct sock \*sk

可用于套接字空间的套接字

### int iscsi\_sw\_tcp\_xmit\_segment(struct iscsi\_tcp\_conn \*tcp\_conn, struct iscsi\_segment \*segment)

传输段

**参数**

struct iscsi\_tcp\_conn \*tcp\_conn

iSCSI TCP 连接

struct iscsi\_segment \*segment

要传输的缓冲区

**说明**

此函数将尽量传输网络层接受的缓冲区，并返回传输的字节数。如果启用了 CRC 哈希，则此函数将在传输时计算哈希值。当整个段已传输时，它将检索哈希值并将其发送。

### int iscsi\_sw\_tcp\_xmit(struct iscsi\_conn \*conn)

TCP 传输

**参数**

struct iscsi\_conn \*conn

iSCSI 连接

### int iscsi\_sw\_tcp\_xmit\_qlen(struct iscsi\_conn \*conn)

返回排队等待传输的字节数

**参数**

struct iscsi\_conn \*conn

iSCSI 连接

### int iscsi\_tcp\_segment\_done(struct iscsi\_tcp\_conn \*tcp\_conn, struct iscsi\_segment \*segment, int recv, unsigned copied)

检查段是否完成

**参数**

struct iscsi\_tcp\_conn \*tcp\_conn

iSCSI TCP 连接

struct iscsi\_segment \*segment

要检查的 iSCSI 段

int recv

如果从接收路径中调用，则设置为 1

unsigned copied

复制的字节数

**说明**

检查我们是否已完成接收此段。如果接收缓冲区已满但我们还需要更多数据，则继续移动到散列列表中的下一个条目。如果我们接收的数据量不是 4 的倍数，则我们还将透明地接收填充字节。此函数必须是可重入的。

### void iscsi\_tcp\_hdr\_recv\_prep(struct iscsi\_tcp\_conn \*tcp\_conn)

为 hdr 接收准备段

**参数**

struct iscsi\_tcp\_conn \*tcp\_conn

要准备的 iSCSI 连接

**说明**

此函数始终针对散列参数传递 NULL，因为在调用此函数时，我们尚不知道标头的最终大小，并希望延迟摘要处理直到知道为止。

### void iscsi\_tcp\_cleanup\_task(struct iscsi\_task \*task)

释放 tcp\_task 资源

**参数**

struct iscsi\_task \*task

iSCSI 任务

**说明**

必须使用 session back\_lock 调用

### int iscsi\_tcp\_recv\_segment\_is\_hdr(struct iscsi\_tcp\_conn \*tcp\_conn)

测试是否正在读取标头

**参数**

struct iscsi\_tcp\_conn \*tcp\_conn

iSCSI TCP 连接

**说明**

如果当前正在处理或设置以处理标头，则返回非零。

### int iscsi\_tcp\_recv\_skb(struct iscsi\_conn \*conn, struct sk\_buff \*skb, unsigned int offset, bool offloaded, int \*status)

处理 skb

**参数**

struct iscsi\_conn \*conn

iSCSI 连接

struct sk\_buff \*skb

网络缓冲区，其中包含标头和/或数据段

unsigned int offset

skb 中的偏移量

bool offloaded

表示传输是否已卸载的布尔值

int \*status

iSCSI TCP 状态结果

**说明**

将返回状态传输给 status。并将返回已复制的字节数。

### int iscsi\_tcp\_task\_init(struct iscsi\_task \*task)

初始化 iSCSI SCSI\_READ 或 SCSI\_WRITE 命令

**参数**

struct iscsi\_task \*task

SCSI 命令任务

### int iscsi\_tcp\_task\_xmit(struct iscsi\_task \*task)

传输普通 PDU 任务

**参数**

struct iscsi\_task \*task

iSCSI 命令任务

**说明**

当一切顺利传输时，我们预期返回 0，如果队列中仍有数据，则返回 -EAGAIN，否则返回 != 0 的任何其他错误。

# MTD NAND 驱动程序编程接口

## 介绍

通用 NAND 驱动程序支持几乎所有 NAND 和 AG-AND 基于芯片，将其连接到 Linux 内核的 Memory Technology Devices (MTD) 子系统中。

为希望实现适用于 NAND 设备的板载驱动程序或文件系统驱动程序的开发人员提供此文档。

## 已知的错误和假设

无。

## 文档提示

函数和结构文档是自动生成的。每个函数和结构成员都具有简短的说明，并带有 [XXX] 标识符。以下章节解释了这些标识符的含义。

### 函数标识符 [XXX]

在短注释中，函数用 [XXX] 标识符标记。标识符解释了函数的使用和范围。使用以下标识符：

[MTD Interface]

这些函数提供对 MTD 内核 API 的接口。它们不可替换并提供硬件上完全独立的功能。

[NAND Interface]

这些函数是导出的，并提供对 NAND 内核 API 的接口。

[GENERIC]

通用函数不可替换并提供完全独立于硬件的功能。

[DEFAULT]

默认函数提供适用于大多数实现的硬件相关功能。如果必要，板载驱动程序可以替换这些函数。这些函数通过 NAND 芯片说明结构中的指针调用。在调用 nand\_scan() 之前，板载驱动程序可以设置应由板依赖函数替换的函数。如果函数指针在进入 nand\_scan() 时为 NULL，则指针设置为适用于检测到的芯片类型的默认函数。

### 结构成员标识符 [XXX]

在注释中，结构成员用 [XXX] 标识符标记。标识符解释了成员的使用和范围。使用以下标识符：

[INTERN]

这些成员仅限 NAND 驱动程序内部使用，不得修改。这些值中的大多数根据在 nand\_scan() 中评估的芯片几何信息计算。

[REPLACEABLE]

可替换的成员包含与硬件有关的功能，这些功能可以由板载驱动程序提供。在调用nand\_scan()之前，板载驱动程序可以设置应替换为板依赖功能的功能。如果函数指针在进入nand\_scan()时为NULL，则指针将设置为默认函数，适用于检测到的芯片类型。

[BOARDSPECIFIC]

板特定的成员包含必须由板载驱动程序提供的与硬件有关的信息。板载驱动程序必须在调用nand\_scan()之前设置函数指针和数据字段。

[OPTIONAL]

可选成员可能包含与板载驱动程序有关的信息。通用NAND驱动程序代码不使用此信息。

## 基本板载驱动程序

对于大多数板，只需提供基本功能并在nand芯片说明结构中填写一些真正依赖于板子的成员即可。

### 基本定义

至少需要提供一个nand\_chip结构和一个存储ioremap化的芯片地址的存储器。您可以使用kmalloc分配nand\_chip结构，也可以静态分配它。NAND芯片结构嵌入了一个将注册到MTD子系统中的mtd结构。您可以使用nand\_to\_mtd()助手从nand\_chip指针中提取指向mtd结构的指针。

基于kmalloc的示例

Kmalloc based example

static struct mtd\_info \*board\_mtd;

static void \_\_iomem \*baseaddr;

静态示例

static struct nand\_chip board\_chip;

static void \_\_iomem \*baseaddr;

### 分区定义

如果要将设备分成分区，则定义适合您的板的分区方案。

#define NUM\_PARTITIONS 2

static struct mtd\_partition partition\_info[] = {

{ .name = "Flash partition 1",

.offset = 0,

.size = 8 \* 1024 \* 1024 },

{ .name = "Flash partition 2",

.offset = MTDPART\_OFS\_NEXT,

.size = MTDPART\_SIZ\_FULL },

};

### 硬件控制函数

硬件控制函数提供对NAND芯片的控制引脚的访问。可以通过GPIO引脚或地址线进行访问。如果使用地址线，请确保符合时序要求。

基于GPIO的示例

static void board\_hwcontrol(struct mtd\_info \*mtd, int cmd)

{

switch(cmd){

case NAND\_CTL\_SETCLE: /\* Set CLE pin high \*/ break;

case NAND\_CTL\_CLRCLE: /\* Set CLE pin low \*/ break;

case NAND\_CTL\_SETALE: /\* Set ALE pin high \*/ break;

case NAND\_CTL\_CLRALE: /\* Set ALE pin low \*/ break;

case NAND\_CTL\_SETNCE: /\* Set nCE pin low \*/ break;

case NAND\_CTL\_CLRNCE: /\* Set nCE pin high \*/ break;

}

}

基于地址线的示例。假设nCE引脚由片选解码器驱动.

static void board\_hwcontrol(struct mtd\_info \*mtd, int cmd)

{

struct nand\_chip \*this = mtd\_to\_nand(mtd);

switch(cmd){

case NAND\_CTL\_SETCLE: this->legacy.IO\_ADDR\_W |= CLE\_ADRR\_BIT; break;

case NAND\_CTL\_CLRCLE: this->legacy.IO\_ADDR\_W &= ~CLE\_ADRR\_BIT; break;

case NAND\_CTL\_SETALE: this->legacy.IO\_ADDR\_W |= ALE\_ADRR\_BIT; break;

case NAND\_CTL\_CLRALE: this->legacy.IO\_ADDR\_W &= ~ALE\_ADRR\_BIT; break;

}

}

### 设备准备函数

如果硬件接口将NAND芯片的准备就绪引脚连接到GPIO或其他可访问的I/O引脚，则使用此函数读取引脚的状态。该函数没有参数，如果设备忙（R/B引脚为低电平），则应返回0；如果设备准备就绪（R/B引脚为高电平），则应返回1。如果硬件接口无法访问准备就绪引脚，则不得定义该函数并将函数指针this->legacy.dev\_ready设置为NULL。

### 初始化函数

初始化函数分配内存并设置所有板特定参数和函数指针。当一切都设置好后，调用nand\_scan()。此函数尝试检测和识别芯片。如果找到芯片，则所有内部数据字段都将相应地初始化。struct 必须先清零，然后用关于设备的必要信息填充。

static int \_\_init board\_init (void)

{

struct nand\_chip \*this;

int err = 0;

/\* Allocate memory for MTD device structure and private data \*/

this = kzalloc(sizeof(struct nand\_chip), GFP\_KERNEL);

if (!this) {

printk ("Unable to allocate NAND MTD device structure.\n");

err = -ENOMEM;

goto out;

}

board\_mtd = nand\_to\_mtd(this);

/\* map physical address \*/

baseaddr = ioremap(CHIP\_PHYSICAL\_ADDRESS, 1024);

if (!baseaddr) {

printk("Ioremap to access NAND chip failed\n");

err = -EIO;

goto out\_mtd;

}

/\* Set address of NAND IO lines \*/

this->IO\_ADDR\_R = baseaddr;

this->IO\_ADDR\_W = baseaddr;

/\* Reference hardware control function \*/

this->hwcontrol = board\_hwcontrol;

/\* Set command delay time, see datasheet for correct value \*/

this->chip\_delay = CHIP\_DEPENDEND\_COMMAND\_DELAY;

/\* Assign the device ready function, if available \*/

this->dev\_ready = board\_dev\_ready;

this->eccmode = NAND\_ECC\_SOFT;

/\* Scan to find existence of the device \*/

if (nand\_scan (board\_mtd, 1)) {

err = -ENXIO;

goto out\_ior;

}

add\_mtd\_partitions(board\_mtd, partition\_info, NUM\_PARTITIONS);

goto out;

out\_ior:

iounmap(baseaddr);

out\_mtd:

kfree (this);

out:

return err;

}

module\_init(board\_init);

### 退出函数

如果驱动程序被编译为模块，则仅在此需要退出函数。它释放芯片驱动程序持有的所有资源，并在MTD层中注销分区。

#ifdef MODULE

static void \_\_exit board\_cleanup (void)

{

/\* Unregister device \*/

WARN\_ON(mtd\_device\_unregister(board\_mtd));

/\* Release resources \*/

nand\_cleanup(mtd\_to\_nand(board\_mtd));

/\* unmap physical address \*/

iounmap(baseaddr);

/\* Free the MTD device structure \*/

kfree (mtd\_to\_nand(board\_mtd));

}

module\_exit(board\_cleanup);

#endif

## 高级板级驱动程序功能

本章介绍了NAND驱动程序的高级功能。需要重写的板级驱动程序的函数列表请参阅nand\_chip结构的文档。

### 多芯片控制

NAND驱动程序可以控制芯片阵列。因此，板级驱动程序必须提供自己的select\_chip函数。此功能必须选择（取消选择）要请求的芯片。在调用nand\_scan（）之前，必须设置nand\_chip结构中的函数指针。 nand\_scan（）的maxchip参数定义了要扫描的芯片的最大数量。确保select\_chip函数可以处理请求的芯片数。

NAND驱动程序将芯片连接成一个虚拟芯片，并将此虚拟芯片提供给MTD层。

注意：驱动程序只能处理等大小芯片的线性芯片阵列。不支持扩展总线宽度的并行阵列。

基于GPIO的示例

static void board\_select\_chip (struct mtd\_info \*mtd, int chip)

{

/\* Deselect all chips, set all nCE pins high \*/

GPIO(BOARD\_NAND\_NCE) |= 0xff;

if (chip >= 0)

GPIO(BOARD\_NAND\_NCE) &= ~ (1 << chip);

}

基于地址线的示例。假设nCE引脚连接到地址解码器。

static void board\_select\_chip (struct mtd\_info \*mtd, int chip)

{

struct nand\_chip \*this = mtd\_to\_nand(mtd);

/\* Deselect all chips \*/

this->legacy.IO\_ADDR\_R &= ~BOARD\_NAND\_ADDR\_MASK;

this->legacy.IO\_ADDR\_W &= ~BOARD\_NAND\_ADDR\_MASK;

switch (chip) {

case 0:

this->legacy.IO\_ADDR\_R |= BOARD\_NAND\_ADDR\_CHIP0;

this->legacy.IO\_ADDR\_W |= BOARD\_NAND\_ADDR\_CHIP0;

break;

....

case n:

this->legacy.IO\_ADDR\_R |= BOARD\_NAND\_ADDR\_CHIPn;

this->legacy.IO\_ADDR\_W |= BOARD\_NAND\_ADDR\_CHIPn;

break;

}

}

### 硬件ECC支持

#### 函数和常量

NAND驱动程序支持三种不同类型的硬件ECC。

1）NAND\_ECC\_HW3\_256

提供每256个字节3个字节的ECC的硬件ECC生成器。

2）NAND\_ECC\_HW3\_512

提供每512个字节3个字节的ECC的硬件ECC生成器。

3）NAND\_ECC\_HW6\_512

提供每512个字节6个字节的ECC的硬件ECC生成器。

4）NAND\_ECC\_HW8\_512

提供每512个字节8个字节的ECC的硬件ECC生成器。

如果您的硬件生成器具有不同的功能，请在nand\_base.c的适当位置添加它。

板级驱动程序必须提供以下功能：

1）enable\_hwecc

在读/写芯片之前调用此函数。在此功能中重置或初始化硬件生成器。该函数是使用可让您区分读取和写入操作的参数调用的。

2）calculate\_ecc

在从/写入芯片后调用此函数。将ECC从硬件传输到缓冲区。如果设置了NAND\_HWECC\_SYNDROME选项，则仅在写入时调用该函数。详见下文。

3）correct\_data

在ECC出现错误的情况下调用此函数进行错误检测和更正。如果可以更正错误，则返回1或2。如果错误不可更正，则返回-1。如果您的硬件生成器与nand\_ecc软件生成器的默认算法匹配，则使用nand\_ecc提供的校正函数而不是实现重复代码。

#### 具有综合计算的硬件ECC

许多硬件ECC实现提供Reed-Solomon代码并在读取时计算错误综合。在调用通用Reed-Solomon库中的错误更正代码之前，必须将该综合转换为标准Reed-Solomon综合。

在数据字节之后立即放置ECC字节，以使综合发生器工作。这与软件ECC通常使用的布局相反。不再可以分离数据和带外区域。NAND驱动程序代码处理此布局，而剩余的自由字节在autoplacement代码中管理。在这种情况下提供匹配的oob-layout。有关实现参考，请参见rts\_from4.c和diskonchip.c。在这些情况下，我们还必须在FLASH上使用坏块表，因为ECC布局与坏块标记位置干扰。有关详细信息，请参阅坏块表支持。

#### 坏块表支持

大多数NAND芯片将坏块标记放在空闲区的特定位置。绝不能擦除这些坏块，因为坏块信息将丢失。可以通过读取块中第一页的空闲区域来每次访问块时检查坏块标记。这很耗时，因此使用坏块表。

NAND驱动程序支持各种类型的坏块表。

1）每个设备

坏块表包含设备的所有坏块信息，该设备可能由多个芯片组成。

2）按芯片

每个芯片使用一个坏块表，并包含该特定芯片的坏块信息。

3）固定偏移量

坏块表位于芯片（设备）的固定偏移量上。这适用于各种DiskOnChip设备。

4）自动放置

坏块表自动放置并检测到芯片（设备）的末尾或开头。

5）镜像表

坏块表在芯片（设备）上镜像，允许更新坏块表而不会丢失数据。

nand\_scan（）调用函数nand\_default\_bbt（）。nand\_default\_bbt（）根据nand\_scan（）检索到的芯片信息选择适当的默认坏块表说明符。

标准策略是扫描设备以查找坏块并构建基于RAM的坏块表，这样比始终检查闪存芯片本身的坏块信息更快。

#### 基于闪存的表格

可能希望或需要在闪存中保留坏块表。对于AG-AND芯片，这是强制性的，因为它们没有出厂标记的坏块。它们有出厂标记的好块。这个标记模式在块被擦除以便重新使用时被擦除。因此，如果在将模式写回芯片之前发生断电，该块将丢失并添加到坏块中。因此，当我们第一次检测到它们时扫描芯片以获取好块信息，并将此信息存储在坏块表中，然后才擦除任何块。

存储表格的块通过在内存坏块表中标记它们为坏块来防止意外访问。坏块表管理函数允许规避此保护。

激活FLASH基础坏块表支持的最简单方法是在调用nand\_scan（）之前将选项NAND\_BBT\_USE\_FLASH设置为nand芯片结构的bbt\_option字段中。对于AG-AND芯片，这是默认设置的。这会激活NAND驱动程序的默认FLASH基础坏块表功能。默认坏块表选项包括

每个芯片存储坏块表

每个块使用2位

在芯片末尾自动放置

使用带有版本号的镜像表

在芯片末尾保留4个块

#### 用户定义的表格

通过填充nand\_bbt\_descr结构并将指针存储在nand\_chip结构成员bbt\_td中创建用户定义的表格，然后再调用nand\_scan（）。如果需要镜像表，则必须创建第二个结构，并将指针存储在nand\_chip结构的bbt\_md中。如果将bbt\_md成员设置为NULL，则仅使用主表格，并且不执行对镜像表的扫描。

在nand\_bbt\_descr结构中，最重要的字段是选项字段。选项定义大多数表格属性。使用从rawnand.h预定义的常量来定义选项。

1）每个块的位数

支持的位数为1, 2, 4, 8。

2）每个芯片的表格

设置常量NAND\_BBT\_PERCHIP选择在芯片阵列中为每个芯片管理坏块表。如果未设置此选项，则使用每个设备的坏块表。

3）表位置是绝对的

使用选项常量NAND\_BBT\_ABSPAGE，并在字段pages中定义坏块表开始的绝对页码。如果选择了每个芯片的坏块表，并且您有一个多芯片阵列，则必须为每个芯片提供起始页码。注意：不执行表格识别模式的扫描，因此可以将pattern、veroffs、offs、len字段留空。

4）表位置自动检测

该表可以位于芯片（设备）的第一个或最后一个好块中。将NAND\_BBT\_LASTBLOCK设置为在芯片（设备）的末尾放置坏块表。坏块表因在包含坏块表的块的第一个页中的备用区域中存储的模式而被标记和识别。将指针存储到pattern字段中。此外，还必须在len中存储模式的长度，并在nand\_bbt\_descr结构的offs成员中给出备用区域的偏移量。对于镜像坏块表，必须使用不同的模式。

5）表格创建

设置选项NAND\_BBT\_CREATE以在扫描期间找不到表格时启用表格创建。通常，如果找到新芯片，则只进行一次操作。

6）表格写入支持

设置选项NAND\_BBT\_WRITE以启用表格写入支持。这允许更新坏块表以标记块由于磨损而变坏。MTD接口函数block\_markbad调用坏块表的更新函数。如果启用了写入支持，则表格将在FLASH上更新。

注意：版本控制应仅启用镜像表格，具有写支持。

7）表格版本控制

将选项NAND\_BBT\_VERSION设置为启用表格版本控制。强烈建议为具有写支持的镜像表启用此功能。这可以确保减少丢失损坏块表信息的风险，仅损失应标记为损坏的一个磨损块的信息。版本存储在设备的备用区域中的4个连续字节中。版本号的位置由损坏块表说明符中的成员veroffs定义。

8）写入时保存块内容

如果包含损坏块表的块含有其他有用的信息，请设置选项NAND\_BBT\_SAVECONTENT。将写入损坏块表时，将读取整个块以更新损坏块表，擦除块，然后将一切写回。如果未设置此选项，则仅写入损坏块表，块中的其他所有内容均被忽略并擦除。

9）保留块数

对于自动放置，必须保留一些块以用于损坏块表存储。保留块数在损坏块表说明结构的maxblocks成员中定义。为镜像表格保留4个块应是合理的数量。这还限制了扫描损坏块表标识模式的块数。

### 备用区域（自动）放置

nand驱动程序实现了存储系统数据的备用区域的不同放置可能性，

由fs驱动程序定义的放置

自动放置

默认放置函数是自动放置。nand驱动程序针对各种芯片类型内置默认放置方案。如果由于硬件ECC功能而默认放置不适合，则板驱动程序可以提供自己的放置方案。

文件系统驱动程序可以提供自己的放置方案，以代替默认放置方案。

放置方案由nand\_oobinfo结构定义

struct nand\_oobinfo {

int useecc;

int eccbytes;

int eccpos[24];

int oobfree[8][2];

};

1）useecc

useecc成员控制ecc和放置功能。头文件include / mtd / mtd-abi.h包含选择ecc和放置的常量。 MTD\_NANDECC\_OFF完全关闭ecc。这不是推荐的，仅用于测试和诊断。 MTD\_NANDECC\_PLACE选择主叫方定义的放置，MTD\_NANDECC\_AUTOPLACE选择自动放置。

2）eccbytes

eccbytes成员定义每页ecc字节数。

3）eccpos

eccpos数组保存备用区域中放置ecc代码的字节偏移量。

4）oobfree

oobfree数组定义备用区域中可用于自动放置的区域。信息以{offset，size}格式给出。offset定义可用区域的起始位置，size定义以字节为单位的长度。可以定义超过一个区域。列表由{0,0}条目终止。

#### 由fs驱动程序定义的放置

调用函数提供指向nand\_oobinfo结构的指针，该结构定义了ecc放置。对于写入，调用者必须同时提供备用区域缓冲区和数据缓冲区。备用区域缓冲区大小为（页数）\*（备用区域大小）。对于读取，缓冲区大小为（页数）\*（（备用区域大小）+（每页ecc步骤数）\* sizeof（int））。驱动程序为备用缓冲区中的每个元组存储ecc检查结果。存储顺序为：

<spare data page 0><ecc result 0>...<ecc result n>

...

<spare data page n><ecc result 0>...<ecc result n>

这是YAFFS1使用的旧模式。

如果备用区域缓冲区为NULL，则仅根据nand\_oobinfo结构中给定的方案进行ECC放置。

#### 自动放置

自动放置使用内置默认值在备用区域中放置ecc字节。如果必须将文件系统数据存储/读取到备用区域中，则调用函数必须提供缓冲区。每页的缓冲区大小由nand\_oobinfo结构中的oobfree数组确定。

如果备用区域缓冲区为NULL，则仅根据默认内置方案进行ECC放置。

### 备用区域自动放置默认方案

#### 256字节页面大小

| Offset | Content | Comment |
| --- | --- | --- |
| 0x00 | ECC byte 0 | Error correction code byte 0 |
| 0x01 | ECC byte 1 | Error correction code byte 1 |
| 0x02 | ECC byte 2 | Error correction code byte 2 |
| 0x03 | Autoplace 0 |  |
| 0x04 | Autoplace 1 |  |
| 0x05 | Bad block marker | 如果此字节中的任何位为零，则此块是坏块。这仅适用于块中的第一页。在剩余的页面中，该字节被保留 |
| 0x06 | Autoplace 2 |  |
| 0x07 | Autoplace 3 |  |

#### 512 byte pagesize

| Offset | Content | Comment |
| --- | --- | --- |
| 0x00 | ECC byte 0 | Error correction code byte 0 of the lower 256 Byte data in this page |
| 0x01 | ECC byte 1 | Error correction code byte 1 of the lower 256 Bytes of data in this page |
| 0x02 | ECC byte 2 | Error correction code byte 2 of the lower 256 Bytes of data in this page |
| 0x03 | ECC byte 3 | Error correction code byte 0 of the upper 256 Bytes of data in this page |
| 0x04 | reserved | reserved |
| 0x05 | Bad block marker | If any bit in this byte is zero, then this block is bad. This applies only to the first page in a block. In the remaining pages this byte is reserved |
| 0x06 | ECC byte 4 | Error correction code byte 1 of the upper 256 Bytes of data in this page |
| 0x07 | ECC byte 5 | Error correction code byte 2 of the upper 256 Bytes of data in this page |
| 0x08 - 0x0F | Autoplace 0 - 7 |  |

#### 2048 byte pagesize

| Offset | Content | Comment |
| --- | --- | --- |
| 0x00 | Bad block marker | If any bit in this byte is zero, then this block is bad. This applies only to the first page in a block. In the remaining pages this byte is reserved |
| 0x01 | Reserved | Reserved |
| 0x02-  0x27 | Autoplace 0 - 37 |  |
| 0x28 | ECC byte 0 | Error correction code byte 0 of the first 256 Byte data in this page |
| 0x29 | ECC byte 1 | Error correction code byte 1 of the first 256 Bytes of data in this page |
| 0x2A | ECC byte 2 | Error correction code byte 2 of the first 256 Bytes data in this page |
| 0x2B | ECC byte 3 | Error correction code byte 0 of the second 256 Bytes of data in this page |
| 0x2C | ECC byte 4 | Error correction code byte 1 of the second 256 Bytes of data in this page |
| 0x2D | ECC byte 5 | Error correction code byte 2 of the second 256 Bytes of data in this page |
| 0x2E | ECC byte 6 | Error correction code byte 0 of the third 256 Bytes of data in this page |
| 0x2F | ECC byte 7 | Error correction code byte 1 of the third 256 Bytes of data in this page |
| 0x30 | ECC byte 8 | Error correction code byte 2 of the third 256 Bytes of data in this page |
| 0x31 | ECC byte 9 | Error correction code byte 0 of the fourth 256 Bytes of data in this page |
| 0x32 | ECC byte 10 | Error correction code byte 1 of the fourth 256 Bytes of data in this page |
| 0x33 | ECC byte 11 | Error correction code byte 2 of the fourth 256 Bytes of data in this page |
| 0x34 | ECC byte 12 | Error correction code byte 0 of the fifth 256 Bytes of data in this page |
| 0x35 | ECC byte 13 | Error correction code byte 1 of the fifth 256 Bytes of data in this page |
| 0x36 | ECC byte 14 | Error correction code byte 2 of the fifth 256 Bytes of data in this page |
| 0x37 | ECC byte 15 | Error correction code byte 0 of the sixth 256 Bytes of data in this page |
| 0x38 | ECC byte 16 | Error correction code byte 1 of the sixth 256 Bytes of data in this page |
| 0x39 | ECC byte 17 | Error correction code byte 2 of the sixth 256 Bytes of data in this page |
| 0x3A | ECC byte 18 | Error correction code byte 0 of the seventh 256 Bytes of data in this page |
| 0x3B | ECC byte 19 | Error correction code byte 1 of the seventh 256 Bytes of data in this page |
| 0x3C | ECC byte 20 | Error correction code byte 2 of the seventh 256 Bytes of data in this page |
| 0x3D | ECC byte 21 | Error correction code byte 0 of the eighth 256 Bytes of data in this page |
| 0x3E | ECC byte 22 | Error correction code byte 1 of the eighth 256 Bytes of data in this page |
| 0x3F | ECC byte 23 | Error correction code byte 2 of the eighth 256 Bytes of data in this page |

## 文件系统支持

NAND驱动程序通过MTD接口提供了所有必要的文件系统函数。

文件系统必须了解NAND的特殊限制。 NAND Flash的一个主要限制是，您不能随意写入页面。在再次擦除之前，对一个页面的连续写入将被限制为1-3次，具体取决于制造商的规格。这同样适用于备用区域。

因此，支持NAND的文件系统必须以页面大小的块进行写入，或者持有写缓冲区，以收集小的写入，直至它们总和达到页面大小。可用的NAND感知文件系统有：JFFS2，YAFFS。

存储文件系统数据的备用区使用由备用区放置功能控制，该功能在早期章节中有说明。

## 工具

MTD项目提供了一些有用的工具来处理NAND闪存。

flasherase、flasheraseall：擦除和格式化FLASH分区

nandwrite：将文件系统映像写入NAND FLASH

nanddump：转储一个NAND FLASH分区的内容

这些工具都知道NAND的限制。请使用这些工具，而不是抱怨由非NAND感知访问方法引起的错误。

## 常量

本章说明了对驱动程序开发人员可能相关的常量。

### 芯片选项常量

#### 芯片ID表的常量

这些常量在raw nand.h中被定义。它们组合在一起来说明芯片的功能：

/\* Buswitdh is 16 bit \*/

#define NAND\_BUSWIDTH\_16 0x00000002

/\* Device supports partial programming without padding \*/

#define NAND\_NO\_PADDING 0x00000004

/\* Chip has cache program function \*/

#define NAND\_CACHEPRG 0x00000008

/\* Chip has copy back function \*/

#define NAND\_COPYBACK 0x00000010

/\* AND Chip which has 4 banks and a confusing page / block

\* assignment. See Renesas datasheet for further information \*/

#define NAND\_IS\_AND 0x00000020

/\* Chip has a array of 4 pages which can be read without

\* additional ready /busy waits \*/

#define NAND\_4PAGE\_ARRAY 0x00000040

#### 运行时选项的常量

这些常量在raw nand.h中被定义。它们组合在一起来说明功能：

/\* The hw ecc generator provides a syndrome instead a ecc value on read

\* This can only work if we have the ecc bytes directly behind the

\* data bytes. Applies for DOC and AG-AND Renesas HW Reed Solomon generators \*/

#define NAND\_HWECC\_SYNDROME 0x00020000

### ECC选择常量

使用这些常量选择ECC算法：

/\* No ECC. Usage is not recommended ! \*/

#define NAND\_ECC\_NONE 0

/\* Software ECC 3 byte ECC per 256 Byte data \*/

#define NAND\_ECC\_SOFT 1

/\* Hardware ECC 3 byte ECC per 256 Byte data \*/

#define NAND\_ECC\_HW3\_256 2

/\* Hardware ECC 3 byte ECC per 512 Byte data \*/

#define NAND\_ECC\_HW3\_512 3

/\* Hardware ECC 6 byte ECC per 512 Byte data \*/

#define NAND\_ECC\_HW6\_512 4

/\* Hardware ECC 8 byte ECC per 512 Byte data \*/

#define NAND\_ECC\_HW8\_512 6

### 硬件控制相关的常量

当调用开发板固件控制函数时，这些常量说明了所请求的硬件访问功能：

/\* Select the chip by setting nCE to low \*/

#define NAND\_CTL\_SETNCE 1

/\* Deselect the chip by setting nCE to high \*/

#define NAND\_CTL\_CLRNCE 2

/\* Select the command latch by setting CLE to high \*/

#define NAND\_CTL\_SETCLE 3

/\* Deselect the command latch by setting CLE to low \*/

#define NAND\_CTL\_CLRCLE 4

/\* Select the address latch by setting ALE to high \*/

#define NAND\_CTL\_SETALE 5

/\* Deselect the address latch by setting ALE to low \*/

#define NAND\_CTL\_CLRALE 6

/\* Set write protection by setting WP to high. Not used! \*/

#define NAND\_CTL\_SETWP 7

/\* Clear write protection by setting WP to low. Not used! \*/

#define NAND\_CTL\_CLRWP 8

### 与坏块表有关的常量

这些常量说明了用于坏块表说明符的选项：

/\* Options for the bad block table descriptors \*/

/\* The number of bits used per block in the bbt on the device \*/

#define NAND\_BBT\_NRBITS\_MSK 0x0000000F

#define NAND\_BBT\_1BIT 0x00000001

#define NAND\_BBT\_2BIT 0x00000002

#define NAND\_BBT\_4BIT 0x00000004

#define NAND\_BBT\_8BIT 0x00000008

/\* The bad block table is in the last good block of the device \*/

#define NAND\_BBT\_LASTBLOCK 0x00000010

/\* The bbt is at the given page, else we must scan for the bbt \*/

#define NAND\_BBT\_ABSPAGE 0x00000020

/\* bbt is stored per chip on multichip devices \*/

#define NAND\_BBT\_PERCHIP 0x00000080

/\* bbt has a version counter at offset veroffs \*/

#define NAND\_BBT\_VERSION 0x00000100

/\* Create a bbt if none axists \*/

#define NAND\_BBT\_CREATE 0x00000200

/\* Write bbt if necessary \*/

#define NAND\_BBT\_WRITE 0x00001000

/\* Read and write back block contents when writing bbt \*/

#define NAND\_BBT\_SAVECONTENT 0x00002000

## 结构

本章包含用于NAND驱动程序的结构的自动生成文档，并可能与驱动程序开发人员相关。每个结构成员都有一个短说明，其用[XXX]标识符标记。有关说明，请参阅章节“文档提示”。

### struct onfi\_params

将重新使用的ONFI特定参数。

**定义**

struct onfi\_params {

int version;

u16 tPROG;

u16 tBERS;

u16 tR;

u16 tCCS;

u16 async\_timing\_mode;

u16 vendor\_revision;

u8 vendor[88];

};

**成员**

version

ONFI版本（BCD编码），如果不支持ONFI，则为0

tPROG

页面编程时间

tBERS

块擦除时间

tR

页面读取时间

tCCS

更改列设置时间

async\_timing\_mode

支持的异步计时模式

vendor\_revision

供应商特定的修订号

vendor

供应商特定数据

### struct nand\_parameters

来自参数页面的NAND通用参数.

**定义**

struct nand\_parameters {

const char \*model;

bool supports\_set\_get\_features;

unsigned long set\_feature\_list[BITS\_TO\_LONGS(ONFI\_FEATURE\_NUMBER)];

unsigned long get\_feature\_list[BITS\_TO\_LONGS(ONFI\_FEATURE\_NUMBER)];

struct onfi\_params \*onfi;

};

**成员**

model

模型名称

supports\_set\_get\_features

NAND芯片支持设置/获取功能

set\_feature\_list

可设置的功能位图

get\_feature\_list

可获取的功能位图

onfi

ONFI特定参数

### struct nand\_id

NAND ID结构

**定义**

struct nand\_id {

u8 data[NAND\_MAX\_ID\_LEN];

int len;

};

**成员**

data

包含ID字节的缓冲区。

len

ID长度。

### struct nand\_controller\_ops

控制器操作

**定义**

struct nand\_controller\_ops {

int (\*attach\_chip)(struct nand\_chip \*chip);

void (\*detach\_chip)(struct nand\_chip \*chip);

};

**成员**

attach\_chip

此方法在NAND检测阶段之后调用，之后已设置闪存ID和MTD字段，例如擦除大小、页大小和OOB大小。如果由NAND芯片或设备树提供ECC要求，则可用。通常用于选择适当的ECC配置并分配相关资源。此钩子是可选的。

detach\_chip

释放在nand\_controller\_ops->attach\_chip（）中分配/申报的所有资源。此挂钩是可选的。

### struct nand\_controller

用于说明NAND控制器的结构

**定义**

struct nand\_controller {

spinlock\_t lock;

struct nand\_chip \*active;

wait\_queue\_head\_t wq;

const struct nand\_controller\_ops \*ops;

};

**成员**

lock

保护锁

active

当前持有控制器的MTD设备

wq

等待队列，在进行NAND操作时睡眠。如果有可用的硬件控制器，将使用代替每个芯片等待队列。

ops

NAND控制器操作。

### struct nand\_ecc\_step\_info

ECC引擎的ECC步骤信息

**定义**

struct nand\_ecc\_step\_info {

int stepsize;

const int \*strengths;

int nstrengths;

};

**成员**

stepsize

每个ECC步骤的数据字节数

strengths

支持的强度数组

nstrengths

支持的强度数量

### struct nand\_ecc\_caps

ECC引擎的能力

**定义**

struct nand\_ecc\_caps {

const struct nand\_ecc\_step\_info \*stepinfos;

int nstepinfos;

int (\*calc\_ecc\_bytes)(int step\_size, int strength);

};

**成员**

stepinfos

ECC步骤信息数组

nstepinfos

ECC步骤信息数量

calc\_ecc\_bytes

驱动程序的挂钩，用于计算每个步骤的ECC字节数

### struct nand\_ecc\_ctrl

ECC的控制结构

**定义**

struct nand\_ecc\_ctrl {

enum nand\_ecc\_engine\_type engine\_type;

enum nand\_ecc\_placement placement;

enum nand\_ecc\_algo algo;

int steps;

int size;

int bytes;

int total;

int strength;

int prepad;

int postpad;

unsigned int options;

u8 \*calc\_buf;

u8 \*code\_buf;

void (\*hwctl)(struct nand\_chip \*chip, int mode);

int (\*calculate)(struct nand\_chip \*chip, const uint8\_t \*dat, uint8\_t \*ecc\_code);

int (\*correct)(struct nand\_chip \*chip, uint8\_t \*dat, uint8\_t \*read\_ecc, uint8\_t \*calc\_ecc);

int (\*read\_page\_raw)(struct nand\_chip \*chip, uint8\_t \*buf, int oob\_required, int page);

int (\*write\_page\_raw)(struct nand\_chip \*chip, const uint8\_t \*buf, int oob\_required, int page);

int (\*read\_page)(struct nand\_chip \*chip, uint8\_t \*buf, int oob\_required, int page);

int (\*read\_subpage)(struct nand\_chip \*chip, uint32\_t offs, uint32\_t len, uint8\_t \*buf, int page);

int (\*write\_subpage)(struct nand\_chip \*chip, uint32\_t offset,uint32\_t data\_len, const uint8\_t \*data\_buf, int oob\_required, int page);

int (\*write\_page)(struct nand\_chip \*chip, const uint8\_t \*buf, int oob\_required, int page);

int (\*write\_oob\_raw)(struct nand\_chip \*chip, int page);

int (\*read\_oob\_raw)(struct nand\_chip \*chip, int page);

int (\*read\_oob)(struct nand\_chip \*chip, int page);

int (\*write\_oob)(struct nand\_chip \*chip, int page);

};

**成员**

mode

纠错码模式

algo

ECC算法

steps

每页 ECC 步数

size

每个 ECC 步骤的数据字节数

bytes

每步 ECC 字节数

total

每页的 ECC 字节总数

strength

每个 ECC 步骤的最大可纠正位数

prepad

基于综合征的 ECC 生成器的填充信息

postpad

基于综合征的 ECC 生成器的填充信息

options

ECC 特定选项（参见上面定义的 NAND\_ECC\_XXX 标志）

priv

指向私有 ECC 控制数据的指针

calc\_buf

用于计算 ECC 的缓冲区，大小为 oobsize。

code\_buf

用于从闪存读取 ECC 的缓冲区，大小为 oobsize。

hwctl

功能来控制硬件ECC生成器。仅当硬件 ECC 可用时才必须提供

calculate

ECC 计算或从 ECC 硬件回读的功能

correct

ECC校正功能，匹配ECC生成器（软件/硬件）。应返回一个正数，表示已纠正的位翻转数，如果位翻转数超过 ECC 强度，则返回 -EBADMSG，如果错误与纠正不直接相关，则返回任何其他错误代码。如果返回 -EBADMSG，则输入缓冲区应保持不变。

read\_page\_raw

函数读取没有 ECC 的原始页面。此函数应隐藏 ECC 控制器使用的特定布局，并始终返回连续的带内和带外数据，即使它们没有连续存储在 NAND 芯片上（例如 NAND\_ECC\_HW\_SYNDROME 交错带内和带外）波段数据）。

write\_page\_raw

函数来写一个没有 ECC 的原始页面。此函数应隐藏 ECC 控制器使用的特定布局，并将传递的数据视为连续的带内和带外数据。ECC 控制器负责进行适当的转换以适应其特定布局（例如，NAND\_ECC\_HW\_SYNDROME 交织带内和带外数据）。

read\_page

根据ECC生成器要求读取页面的功能；返回在任何单个 ECC 步骤中纠正的最大位翻转数，-EIO 硬件错误

read\_subpage

读取ECC覆盖的部分页面的功能；返回与read\_page()

write\_subpage

函数写入 ECC 覆盖的页面部分。

write\_page

函数根据 ECC 生成器的要求写入页面。

write\_oob\_raw

无ECC写芯片OOB数据功能

read\_oob\_raw

无ECC读取芯片OOB数据功能

read\_oob

读取芯片OOB数据的函数

write\_oob

写入芯片OOB数据的功能

### struct nand\_sdr\_timings

SDR NAND芯片时序

**定义**

struct nand\_sdr\_timings {

u64 tBERS\_max;

u32 tCCS\_min;

u64 tPROG\_max;

u64 tR\_max;

u32 tALH\_min;

u32 tADL\_min;

u32 tALS\_min;

u32 tAR\_min;

u32 tCEA\_max;

u32 tCEH\_min;

u32 tCH\_min;

u32 tCHZ\_max;

u32 tCLH\_min;

u32 tCLR\_min;

u32 tCLS\_min;

u32 tCOH\_min;

u32 tCS\_min;

u32 tDH\_min;

u32 tDS\_min;

u32 tFEAT\_max;

u32 tIR\_min;

u32 tITC\_max;

u32 tRC\_min;

u32 tREA\_max;

u32 tREH\_min;

u32 tRHOH\_min;

u32 tRHW\_min;

u32 tRHZ\_max;

u32 tRLOH\_min;

u32 tRP\_min;

u32 tRR\_min;

u64 tRST\_max;

u32 tWB\_max;

u32 tWC\_min;

u32 tWH\_min;

u32 tWHR\_min;

u32 tWP\_min;

u32 tWW\_min;

};

**成员**

tBERS\_max

块擦除时间

tCCS\_min

更改列设置时间

tPROG\_max

页编程时间

tR\_max

页面阅读时间

tALH\_min

ALE 保持时间

tADL\_min

ALE 到数据加载时间

tALS\_min

ALE 建立时间

tAR\_min

ALE 到 RE# 延迟

tCEA\_max

CE#访问时间

tCEH\_min

CE# 高保持时间

tCH\_min

CE#保持时间

tCHZ\_max

CE# high 输出 hi-Z

tCLH\_min

CLE保持时间

tCLR\_min

CLE 到 RE# 延迟

tCLS\_min

CLE建立时间

tCOH\_min

CE# 高到输出保持

tCS\_min

CE#建立时间

tDH\_min

数据保持时间

tDS\_min

数据建立时间

tFEAT\_max

Set Features 和 Get Features 的忙碌时间

tIR\_min

输出 hi-Z 到 RE# low

tITC\_max

接口和时序模式变化时间

tRC\_min

RE# 循环时间

tREA\_max

RE#访问时间

tREH\_min

RE# 高保持时间

tRHOH\_min

RE# 高到输出保持

tRHW\_min

RE# 高到 WE# 低

tRHZ\_max

RE# 高输出 hi-Z

tRLOH\_min

RE# 低到输出保持

tRP\_min

RE# 脉冲宽度

tRR\_min

准备好 RE# 低（仅数据）

tRST\_max

器件复位时间，从 R/B# 的下降沿到 R/B# 的上升沿测量。

tWB\_max

WE# 高到 SR[6] 低

tWC\_min

WE#循环时间

tWH\_min

WE#高保持时间

tWHR\_min

WE# 高到 RE# 低

tWP\_min

WE#脉冲宽度

tWW\_min

WP# 过渡到 WE# 低

**说明**

该结构定义了 SDR NAND 芯片的时序要求。这些信息可以在每个 NAND 数据表中找到，ONFI 规范中描述了时序含义：www.onfi.org/~/media/ONFI/specs/onfi\_3\_1\_spec.pdf（第 4.15 章时序参数）

所有这些时间都以皮秒表示。

### enum nand\_data\_interface\_type

NAND接口时序类型

**常量**

NAND\_SDR\_IFACE

单一数据速率接口

### struct nand\_data\_interface

NAND接口时序

**定义**

struct nand\_data\_interface {

enum nand\_data\_interface\_type type;

union {

struct nand\_sdr\_timings sdr;

} timings;

};

**成员**

type

计时类型

timings

时机、类型不同的类型

timings.sdr

当类型为 时使用它NAND\_SDR\_IFACE。

### const struct [nand\_sdr\_timings](https://www.kernel.org/doc/html/v4.19/driver-api/mtdnand.html" \l "c.nand_sdr_timings" \o "nand_sdr_timings) \* nand\_get\_sdr\_timings( const struct [nand\_data\_interface](https://www.kernel.org/doc/html/v4.19/driver-api/mtdnand.html" \l "c.nand_data_interface" \o "nand_data_interface) \*  conf )

从数据接口获取 SDR 时序

**参数**

const struct nand\_data\_interface \* conf

数据接口

### struct nand\_manufacturer\_ops

NAND 运营商

**定义**

struct nand\_manufacturer\_ops {

void (\*detect)(struct nand\_chip \*chip);

int (\*init)(struct nand\_chip \*chip);

void (\*cleanup)(struct nand\_chip \*chip);

void (\*fixup\_onfi\_param\_page)(struct nand\_chip \*chip, struct nand\_onfi\_params \*p);

};

**成员**

detect

检测 NAND 内存组织和功能

init

初始化所有供应商特定字段（如 ->:c:func: read\_retry() 实现）（如果有）。

cleanup

->:c:func: init()函数可能已经分配了资源， ->:c:func: cleanup() 在这里让供应商特定代码释放这些资源。

fixup\_onfi\_param\_page

将供应商特定的修正应用于 ONFI 参数页面。这是在验证校验和后调用的。

### struct nand\_op\_cmd\_instr

命令指令的定义

**定义**

struct nand\_op\_cmd\_instr {

u8 opcode;

};

**成员**

opcode

一个周期内发出的指令

### struct nand\_op\_addr\_instr

地址指令的定义

**定义**

struct nand\_op\_addr\_instr {

unsigned int naddrs;

const u8 \*addrs;

};

**成员**

naddrs

地址数组的长度

addrs

包含要发出的地址周期的数组

### struct nand\_op\_data\_instr

数据指令的定义

**定义**

struct nand\_op\_data\_instr {

unsigned int len;

union {

void \*in;

const void \*out;

} buf;

bool force\_8bit;

};

**成员**

len

要移动的数据字节数

buf

要填充的缓冲区

buf.in

从 NAND 芯片读取时要填充的缓冲区

buf.out

写入 NAND 芯片时读取的缓冲区

force\_8bit

强制 8 位访问

**说明**

请注意，“in”和“out”与 ONFI 规范相反，是从控制器的角度来看的，因此“in”是从 NAND 芯片读取，而“out”是写入 NAND 芯片。

### struct nand\_op\_waitrdy\_instr

等待就绪指令的定义

**定义**

struct nand\_op\_waitrdy\_instr {

unsigned int timeout\_ms;

};

**成员**

timeout\_ms

以 ms 为单位等待就绪/忙碌引脚时的最大延迟

### enum nand\_op\_instr\_type

所有指令类型的定义

**常量**

NAND\_OP\_CMD\_INSTR 命令指令

NAND\_OP\_ADDR\_INSTR 地址指令

NAND\_OP\_DATA\_IN\_INSTR 数据输入指令

NAND\_OP\_DATA\_OUT\_INSTR 数据输出指令

NAND\_OP\_WAITRDY\_INSTR 等待准备就绪指令

### struct nand\_op\_instr

指令对象

**定义**

struct nand\_op\_instr {

enum nand\_op\_instr\_type type;

union {

struct nand\_op\_cmd\_instr cmd;

struct nand\_op\_addr\_instr addr;

struct nand\_op\_data\_instr data;

struct nand\_op\_waitrdy\_instr waitrdy;

} ctx;

unsigned int delay\_ns;

};

**成员**

type

指令类型

ctx

指令相关的额外数据。需要根据type使用适当的元素

ctx.cmd

当type是NAND\_OP\_CMD\_INSTR时使用

ctx.addr

当type是NAND\_OP\_ADDR\_INSTR时使用

ctx.data

当type是NAND\_OP\_DATA\_IN\_INSTR或NAND\_OP\_DATA\_OUT\_INSTR时使用

ctx.waitrdy

当type是NAND\_OP\_WAITRDY\_INSTR时使用

delay\_ns

指令发出后控制器应该应用的延迟。现代控制器通常有内部时间控制逻辑，在这种情况下，控制器驱动程序可以忽略此字段。

### struct nand\_subop

子操作

**定义**

struct nand\_subop {

const struct nand\_op\_instr \*instrs;

unsigned int ninstrs;

unsigned int first\_instr\_start\_off;

unsigned int last\_instr\_end\_off;

};

**成员**

instrs

指令数组

ninstrs instrs

数组的长度

first\_instr\_start\_off

子操作的第一条指令的起始偏移量

last\_instr\_end\_off

子操作的最后一条指令的结束偏移量（排除）

**说明**

first\_instr\_start\_off和last\_instr\_end\_off仅适用于数据或地址指令。

当操作不能被NAND控制器处理时，解析器会将其分成子操作，并将其传递给控制器驱动程序。

### struct nand\_op\_parser\_addr\_constraints

地址指令的约束

**定义**

struct nand\_op\_parser\_addr\_constraints {

unsigned int maxcycles;

};

**成员**

maxcycles

控制器在单个步骤中可以发出的最大地址周期数

### struct nand\_op\_parser\_data\_constraints

数据指令的约束

**定义**

struct nand\_op\_parser\_data\_constraints {

unsigned int maxlen;

};

**成员**

maxlen

控制器可以在单个步骤中处理的最大数据长度

### struct nand\_op\_parser\_pattern\_elem

模式的一个元素

**定义**

struct nand\_op\_parser\_pattern\_elem {

enum nand\_op\_instr\_type type;

bool optional;

union {

struct nand\_op\_parser\_addr\_constraints addr;

struct nand\_op\_parser\_data\_constraints data;

} ctx;

};

**成员**

type

指令类型

optional

模式中此元素是可选还是必需的

ctx

地址或数据约束

ctx.addr

地址约束（周期数）

ctx.data

数据约束（数据长度）

### struct nand\_op\_parser\_pattern

NAND子操作模式说明符

**定义**

struct nand\_op\_parser\_pattern {

const struct nand\_op\_parser\_pattern\_elem \*elems;

unsigned int nelems;

int (\*exec)(struct nand\_chip \*chip, const struct nand\_subop \*subop);

};

**成员**

elems

模式元素数组

nelems elems

数组中模式元素的数量

exec

将发出一个子操作的函数

**说明**

模式是一个元素列表，每个元素表示一个带有其约束条件的指令。模式本身由核心用于将NAND芯片操作与NAND控制器操作匹配。一旦找到NAND控制器操作模式和NAND芯片操作（或NAND操作的子集）之间的匹配，将调用模式->：c：func：exec（）钩子，以便控制器驱动程序可以在总线上发出操作。

控制器驱动程序应声明其支持的模式并将此模式列表（使用以下宏的帮助创建）传递给nand\_op\_parser\_exec\_op（）助手。

### struct nand\_op\_parser

NAND控制器操作解析器说明符

**定义**

struct nand\_op\_parser {

const struct nand\_op\_parser\_pattern \*patterns;

unsigned int npatterns;

};

**成员**

patterns

支持的模式数组

npatterns patterns

数组的长度

**说明**

解析器说明符只是支持的模式数组，每当nand\_op\_parser\_exec\_op（）尝试执行NAND操作（或尝试确定是否支持特定操作）时，它将迭代该数组。

值得提到的是，模式将按其声明顺序进行测试，并且将采取第一个匹配，因此有必要适当地排序模式，以便简单/低效的模式放置在列表的末尾。通常，这是您放置单个指令模式的地方。

### struct nand\_operation

NAND操作说明符

**定义**

struct nand\_operation {

const struct nand\_op\_instr \*instrs;

unsigned int ninstrs;

};

**成员**

instrs

要执行的指令数组

ninstrs

instrs数组的长度

**说明**

实际的操作结构将传递给chip->：c：func：exec\_op（）。

### struct nand\_chip

NAND私有闪存芯片数据

**定义**

struct nand\_chip {

struct mtd\_info mtd;

void \_\_iomem \*IO\_ADDR\_R;

void \_\_iomem \*IO\_ADDR\_W;

uint8\_t (\*read\_byte)(struct mtd\_info \*mtd);

u16 (\*read\_word)(struct mtd\_info \*mtd);

void (\*write\_byte)(struct mtd\_info \*mtd, uint8\_t byte);

void (\*write\_buf)(struct mtd\_info \*mtd, const uint8\_t \*buf, int len);

void (\*read\_buf)(struct mtd\_info \*mtd, uint8\_t \*buf, int len);

void (\*select\_chip)(struct mtd\_info \*mtd, int chip);

int (\*block\_bad)(struct mtd\_info \*mtd, loff\_t ofs);

int (\*block\_markbad)(struct mtd\_info \*mtd, loff\_t ofs);

void (\*cmd\_ctrl)(struct mtd\_info \*mtd, int dat, unsigned int ctrl);

int (\*dev\_ready)(struct mtd\_info \*mtd);

void (\*cmdfunc)(struct mtd\_info \*mtd, unsigned command, int column, int page\_addr);

int(\*waitfunc)(struct mtd\_info \*mtd, struct nand\_chip \*this);

int (\*exec\_op)(struct nand\_chip \*chip,const struct nand\_operation \*op, bool check\_only);

int (\*erase)(struct mtd\_info \*mtd, int page);

int (\*set\_features)(struct mtd\_info \*mtd, struct nand\_chip \*chip, int feature\_addr, uint8\_t \*subfeature\_para);

int (\*get\_features)(struct mtd\_info \*mtd, struct nand\_chip \*chip, int feature\_addr, uint8\_t \*subfeature\_para);

int (\*setup\_read\_retry)(struct mtd\_info \*mtd, int retry\_mode);

int (\*setup\_data\_interface)(struct mtd\_info \*mtd, int chipnr, const struct nand\_data\_interface \*conf);

int chip\_delay;

unsigned int options;

unsigned int bbt\_options;

int page\_shift;

int phys\_erase\_shift;

int bbt\_erase\_shift;

int chip\_shift;

int numchips;

uint64\_t chipsize;

int pagemask;

u8 \*data\_buf;

int pagebuf;

unsigned int pagebuf\_bitflips;

int subpagesize;

uint8\_t bits\_per\_cell;

uint16\_t ecc\_strength\_ds;

uint16\_t ecc\_step\_ds;

int onfi\_timing\_mode\_default;

int badblockpos;

int badblockbits;

struct nand\_id id;

struct nand\_parameters parameters;

u16 max\_bb\_per\_die;

u32 blocks\_per\_die;

struct nand\_data\_interface data\_interface;

int read\_retries;

flstate\_t state;

uint8\_t \*oob\_poi;

struct nand\_controller \*controller;

struct nand\_ecc\_ctrl ecc;

unsigned long buf\_align;

struct nand\_controller dummy\_controller;

uint8\_t \*bbt;

struct nand\_bbt\_descr \*bbt\_td;

struct nand\_bbt\_descr \*bbt\_md;

struct nand\_bbt\_descr \*badblock\_pattern;

void \*priv;

struct {

const struct nand\_manufacturer \*desc;

void \*priv;

} manufacturer;

};

**成员**

mtd

MTD 设备注册到 MTD 框架

IO\_ADDR\_R

[BOARDSPECIFIC] 读取闪存设备 8 条 I/O 线的地址

IO\_ADDR\_W

[BOARDSPECIFIC] 地址写入闪存设备的 8 个 I/O 线。

read\_byte

[可替换] 从芯片读取一个字节

read\_word

[可替换] 从芯片中读取一个字

write\_byte

[REPLACEABLE] 在低 8 条 I/O 线上向芯片写入一个字节

write\_buf

[REPLACEABLE] 将缓冲区中的数据写入芯片

read\_buf

[REPLACEABLE] 从芯片读取数据到缓冲区

select\_chip

[REPLACEABLE] 选择芯片编号

block\_bad

[REPLACEABLE] 检查块是否坏，使用 OOB 标记

block\_markbad

[REPLACEABLE] 标记块坏

cmd\_ctrl

[BOARDSPECIFIC] 用于控制 ALE/CLE/nCE 的硬件特定函数。也用来写命令和地址

dev\_ready

[BOARDSPECIFIC] 用于访问设备就绪/忙线的硬件特定函数。如果设置为 NULL，则无法访问就绪/忙碌，并且就绪/忙碌信息将从芯片状态寄存器中读取。

cmdfunc

[REPLACEABLE] 用于向芯片写入命令的硬件特定函数。

waitfunc

[REPLACEABLE] 等待就绪的硬件特定功能。

exec\_op

执行 NAND 操作的控制器特定方法。此方法替换 ->:c:func: cmdfunc()、 ->{read,write}\_{buf,byte,word}()、 ->:c:func: dev\_ready ()和 ->:c:func:等待函数（）。

erase

[REPLACEABLE] 擦除功能

set\_features

[REPLACEABLE] 设置NAND芯片特性

get\_features

[REPLACEABLE] 获取NAND芯片特性

setup\_read\_retry

[FLASHSPECIFIC] 用于设置读取重试模式的闪存（供应商）特定功能。MLC NAND 最需要。

setup\_data\_interface

[可选] 设置数据接口和时序。如果 chipnr 设置为NAND\_DATA\_IFACE\_CHECK\_ONLY这意味着不应应用该配置，而应仅对其进行检查。

chip\_delay

[BOARDSPECIFIC] 将数据从阵列传输到读取寄存器 (tR) 的芯片相关延迟。

options

[BOARDSPECIFIC] 各种芯片选项。它们可以部分设置为通知 nand\_scan 特殊功能。请参阅定义以获取更多说明。

bbt\_options

[实习生] 坏块特定选项。此处使用的所有选项都必须来自 bbm.h。默认情况下，这些选项将被复制到适当的 nand\_bbt\_descr。

page\_shift

[INTERN] 页中的地址位数（列地址位）。

phys\_erase\_shift

[INTERN] 物理擦除块中的地址位数

bbt\_erase\_shift

[INTERN] bbt 条目中的地址位数

chip\_shift

[INTERN] 一个芯片的地址位数

numchips

[实习生] 物理芯片数量

chipsize

[实习生] 多芯片阵列的一个芯片的大小

pagemask

[INTERN] 页码掩码 = 数（页/片）- 1

data\_buf

[INTERN] 数据缓冲区，大小为（页面大小 + oobsize）。

pagebuf

[INTERN] 保存当前在 data\_buf 中的页码。

pagebuf\_bitflips

[INTERN] 保存当前在 data\_buf 中的页面的位翻转计数。

subpagesize

[INTERN] 持有 subpagesize

bits\_per\_cell

[INTERN] 每个单元格的位数。即，1 表示 SLC。

ecc\_strength\_ds

[实习生] 数据表中的 ECC 可纠正性。保证可纠正的每个ecc\_step\_ds的最小位错误量。如果未知，则设置为零。

ecc\_step\_ds

[实习生] ecc\_strength\_ds所需的 ECC 步骤，也来自数据表。如果已知，它是推荐的 ECC 步长；如果未知，则设置为零。

onfi\_timing\_mode\_default

[INTERN] 默认 ONFI 计时模式。如果芯片符合 ONFI 标准，则此字段设置为实际使用的 ONFI 模式；如果 NAND 芯片不符合 ONFI 标准，则从数据表中推断。

badblockpos

[INTERN] oob 区域中坏块标记的位置。

badblockbits

[INTERN] 好块的坏块标记位置中设置的最小位数；即，当 badblockbits == 7 时，BBM == 11110111b 还不错

id

[实习生]持有NAND ID

parameters

[INTERN] 以易于阅读的形式保存通用参数。

max\_bb\_per\_die

[实习生] 这个 nand 设备的每个死块的最大坏块数将遇到它们的生命周期。

blocks\_per\_die

[实习生] 芯片中 PEB 的数量

data\_interface

[INTERN] NAND接口时序信息

read\_retries

[实习生] 支持的读取重试模式数

state

[INTERN] NAND设备的当前状态

oob\_poi

“毒值缓冲区”，用于在写入前对 OOB 数据进行布局

controller

[REPLACEABLE] 指向在多个独立设备之间共享的硬件控制器结构的指针。

ecc

[BOARDSPECIFIC] ECC 控制结构

buf\_align

平台要求的最小缓冲区对齐

dummy\_controller

只能控制单个芯片的驱动程序的虚拟控制器实现

bbt

[实习生] 坏块表指针

bbt\_td

[可替换] 用于闪存查找的坏块表描述符。

bbt\_md

[可替换] 坏块表镜像描述符

badblock\_pattern

[可替换] 用于初始坏块扫描的坏块扫描模式。

priv

[可选] 指向私有芯片数据的指针

manufacturer

[实习生] 包含制造商信息

manufacturer.desc

[实习生] 包含制造商的描述

manufacturer.priv

[实习生] 包含制造商私人信息

### struct nand\_flash\_dev

NAND闪存设备ID结构

**定义**

struct nand\_flash\_dev {

char \*name;

union {

struct {

uint8\_t mfr\_id;

uint8\_t dev\_id;

};

uint8\_t id[NAND\_MAX\_ID\_LEN];

};

unsigned int pagesize;

unsigned int chipsize;

unsigned int erasesize;

unsigned int options;

uint16\_t id\_len;

uint16\_t oobsize;

struct {

uint16\_t strength\_ds;

uint16\_t step\_ds;

} ecc;

int onfi\_timing\_mode\_default;

};

**成员**

name

NAND芯片的可读名称

{unnamed\_union}

匿名

{unnamed\_struct}

匿名

mfr\_id

完整芯片ID数组的制造商ID部分（引用与\*\*id\*\*[0]相同的内存地址）

dev\_id

完整芯片ID数组的设备ID部分（引用与\*\*id\*\*[1]相同的内存地址）

id

完整设备ID数组

pagesize

NAND页的大小（以字节为单位）；如果为0，则从扩展NAND芯片ID数组确定实际页面大小（以及擦除块大小）

chipsize

MiB的总芯片大小

erasesize

擦除块大小（如果为0，则从扩展ID确定）

options

存储各种芯片位选项

id\_len

id的有效长度。

oobsize

OOB大小

ecc

来自数据表的ECC可校正性和步骤信息。

ecc.strength\_ds

来自数据表的ECC可校正性，与nand\_chip{}中的ecc\_strength\_ds相同。

ecc.step\_ds

由ecc.strength\_ds要求的ECC步骤，与nand\_chip{}中的ecc\_step\_ds相同，也来自数据表。例如，“每512字节的4位ECC”可以使用NAND\_ECC\_INFO（4，512）设置。

onfi\_timing\_mode\_default

重置NAND后输入的默认ONFI时序模式。应从数据表中说明的时序中推导出。

### struct nand\_manufacturer

NAND闪存制造商结构

**定义**

struct nand\_manufacturer {

int id;

char \*name;

const struct nand\_manufacturer\_ops \*ops;

};

**成员**

id

设备的制造商ID代码。

name

制造商名称

ops

制造商操作

### struct platform\_nand\_chip

芯片级设备结构

**定义**

struct platform\_nand\_chip {

int nr\_chips;

int chip\_offset;

int nr\_partitions;

struct mtd\_partition \*partitions;

int chip\_delay;

unsigned int options;

unsigned int bbt\_options;

const char \*\*part\_probe\_types;

};

**成员**

nr\_chips

要扫描的最大芯片数

chip\_offset

芯片号偏移量

nr\_partitions

由分区指向的分区数（或为零）

partitions

mtd分区列表

chip\_delay

us中的R/B延迟值

options

选项标志，例如16位总线宽度

bbt\_options

BBT选项标志，例如NAND\_BBT\_USE\_FLASH

part\_probe\_types

探测类型的以NULL结尾的数组

### struct platform\_nand\_ctrl

控制器级设备结构

**定义**

struct platform\_nand\_ctrl {

int (\*probe)(struct platform\_device \*pdev);

void (\*remove)(struct platform\_device \*pdev);

int (\*dev\_ready)(struct mtd\_info \*mtd);

void (\*select\_chip)(struct mtd\_info \*mtd, int chip);

void (\*cmd\_ctrl)(struct mtd\_info \*mtd, int dat, unsigned int ctrl);

void (\*write\_buf)(struct mtd\_info \*mtd, const uint8\_t \*buf, int len);

void (\*read\_buf)(struct mtd\_info \*mtd, uint8\_t \*buf, int len);

void \*priv;

};

**成员**

probe

平台特定的功能来探测/设置硬件

remove

平台特定的函数来移除/拆卸硬件

dev\_ready

平台特定函数读取就绪/忙碌引脚

select\_chip

平台特定芯片选择函数

cmd\_ctrl

用于控制ALE/CLE/nCE的平台特定函数。也用于写入命令和地址

write\_buf

用于写缓冲器的平台特定函数

read\_buf

用于读取缓冲器的平台特定函数

priv

传输驱动程序特定的设置的私有数据

**说明**

所有字段都是可选的，并且取决于硬件驱动程序的要求

### struct platform\_nand\_data

平台特定数据的容器结构

**定义**

struct platform\_nand\_data {

struct platform\_nand\_chip chip;

struct platform\_nand\_ctrl ctrl;

};

**成员**

chip

芯片级芯片结构

ctrl

控制器级设备结构

### int nand\_opcode\_8bits(unsigned int command)

**参数**

unsigned int command

要检查的操作码

## 提供公共函数

本章包含导出的NAND内核API函数的自动生成文档。每个函数都有一个短说明，标有[XXX]标识符。有关说明，请参见“文档提示”章节。

### void nand\_wait\_ready(struct mtd\_info \* mtd)

[通用]在命令之后等待就绪引脚。

**参数**

struct mtd\_info \* mtd

MTD设备结构

**说明**

等待命令后的就绪引脚，并在超时发生时发出警告。

### int nand\_soft\_waitrdy(struct nand\_chip \* chip, unsigned long timeout\_ms)

轮询STATUS reg，直到RDY位设置为1

**参数**

struct nand\_chip \* chip

NAND芯片struct

unsigned long timeout\_ms

超时时间（毫秒）

**说明**

使用->:c:func:exec\_op()来轮询STATUS寄存器，直到RDY位为1。如果在指定的超时时间内未发生，则返回-ETIMEDOUT。

当控制器无法访问NAND R/B引脚时，此助手函数旨在使用。

请注意，从->:c:func:exec\_op()实现调用此助手函数意味着->:c:func:exec\_op()必须是可重入的。

如果NAND芯片准备就绪，则返回0，否则返回负错误。

### int nand\_get\_features（struct nand\_chip \* chip，int addr，u8 \* subfeature\_param）

执行GET\_FEATURE的包装器

**参数**

struct nand\_chip \* chip

NAND芯片信息struct

int addr

功能地址

u8 \* subfeature\_param

子功能参数，四个字节的数组

**说明**

成功返回0，否则返回负错误。如果无法执行此操作，则返回-ENOTSUPP。

### int nand\_set\_features（struct nand\_chip \* chip，int addr，u8 \* subfeature\_param）

执行SET\_FEATURE的包装器

**参数**

struct nand\_chip \* chip

NAND芯片信息struct

int addr

功能地址

u8 \* subfeature\_param

子功能参数，四个字节的数组

**说明**

成功返回0，否则返回负错误。如果无法执行此操作，则返回-ENOTSUPP。

### int nand\_read\_page\_op（struct nand\_chip \* chip，unsigned int page，unsigned int offset\_in\_page，void \* buf，unsigned int len）

执行READ PAGE操作

**参数**

struct nand\_chip \* chip

NAND芯片

unsigned int page

要读取的页

unsigned int offset\_in\_page

页面内偏移量

void \* buf

用于存储数据的缓冲区

unsigned int len

缓冲区的长度

**说明**

该函数发出READ PAGE操作。此函数不会选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_change\_read\_column\_op（struct nand\_chip \* chip，unsigned int offset\_in\_page，void \* buf，unsigned int len，bool force\_8bit）

执行CHANGE\_READ\_COLUMN操作

**参数**

struct nand\_chip \* chip

NAND芯片

unsigned int offset\_in\_page

页面内偏移量

void \* buf

用于存储数据的缓冲区

unsigned int len

缓冲区的长度

bool force\_8bit

强制使用8位总线访问

**说明**

该函数发出CHANGE READ COLUMN操作。此函数不会选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_read\_oob\_op（struct nand\_chip \* chip，unsigned int page，unsigned int offset\_in\_oob，void \* buf，unsigned int len）

执行READ OOB操作

**参数**

struct nand\_chip \* chip

NAND芯片

unsigned int page

要读取的页

unsigned int offset\_in\_oob

OOB区内的偏移量

void \* buf

用于存储数据的缓冲区

unsigned int len

缓冲区的长度

**说明**

该函数发出READ OOB操作。此函数不会选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_prog\_page\_begin\_op（struct nand\_chip \* chip，unsigned int page，unsigned int offset\_in\_page，const void \* buf，unsigned int len）

启动PROG PAGE操作

**参数**

struct nand\_chip \* chip

NAND芯片

unsigned int page

要写入的页

unsigned int offset\_in\_page

页面内偏移量

const void \* buf

包含要写入页面的数据的缓冲区

unsigned int len

缓冲区的长度

**说明**

该函数发出PROG PAGE操作的前半部分。此函数不会选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_prog\_page\_end\_op（struct nand\_chip \* chip）

结束PROG PAGE操作

**参数**

struct nand\_chip \* chip

NAND芯片

**说明**

该函数发出PROG PAGE操作的后半部分。此函数不会选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_prog\_page\_op（struct nand\_chip \* chip，unsigned int page，unsigned int offset\_in\_page，const void \* buf，unsigned int len）

执行完整的PROG PAGE操作

**参数**

struct nand\_chip \* chip

NAND芯片

unsigned int page

要写入的页

unsigned int offset\_in\_page

页面内偏移量

const void \* buf

包含要写入页面的数据的缓冲区

unsigned int len

缓冲区的长度

**说明**

该函数发出完整的PROG PAGE操作。此函数不会选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_change\_write\_column\_op（struct nand\_chip \* chip，unsigned int offset\_in\_page，const void \* buf，unsigned int len，bool force\_8bit)

执行CHANGE WRITE COLUMN操作

**参数**

struct nand\_chip \* chip

NAND芯片

unsigned int offset\_in\_page

页面内偏移量

const void \* buf

包含要发送到NAND的数据的缓冲区

unsigned int len

缓冲区的长度

bool force\_8bit

强制使用8位总线访问

**说明**

该函数发出CHANGE WRITE COLUMN操作。此函数不会选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_readid\_op（struct nand\_chip \* chip，u8 addr，void \* buf，unsigned int len）

执行READID操作

**参数**

struct nand\_chip \*chip

NAND芯片

u8 addr

在READID命令之后传递的地址周期

void \*buf

用于存储ID的缓冲区

unsigned int len

缓冲区的长度

**说明**

此函数发送READID命令并读取NAND返回的ID。此函数不选中/取消选中CS线。

成功返回0，否则返回负错误代码。

### int nand\_status\_op(struct nand\_chip \*chip, u8 \*status)

执行STATUS操作

**参数**

struct nand\_chip \*chip

NAND芯片

u8 \*status

存储NAND状态的输出变量

**说明**

此函数发送STATUS命令并读取NAND返回的状态。此函数不选中/取消选中CS线。

成功返回0，否则返回负错误代码。

### int nand\_exit\_status\_op(struct nand\_chip \*chip)

退出STATUS操作

**参数**

struct nand\_chip \*chip

NAND芯片

**说明**

此函数发送READ0命令以取消STATUS命令的效果，以避免只读取状态直到发送新的读取命令。

此函数不选中/取消选中CS线。

成功返回0，否则返回负错误代码。

### int nand\_erase\_op(struct nand\_chip \*chip, unsigned int eraseblock)

执行擦除操作

**参数**

struct nand\_chip \*chip

NAND芯片

unsigned int eraseblock

要擦除的块

**说明**

此函数发送ERASE命令并在返回之前等待NAND就绪。此函数不选中/取消选中CS线。

成功返回0，否则返回负错误代码。

### int nand\_reset\_op(struct nand\_chip \*chip)

执行重置操作

**参数**

struct nand\_chip \*chip

NAND芯片

**说明**

此函数发送RESET命令并在返回之前等待NAND就绪。此函数不选中/取消选中CS线。

成功返回0，否则返回负错误代码。

### int nand\_read\_data\_op(struct nand\_chip \*chip, void \*buf, unsigned int len, bool force\_8bit)

从NAND中读取数据

**参数**

struct nand\_chip \*chip

NAND芯片

void \*buf

用于存储数据的缓冲区

unsigned int len

缓冲区的长度

bool force\_8bit

强制使用8位总线访问

**说明**

此函数在总线上执行原始数据读取。通常在启动另一个NAND操作（如nand\_read\_page\_op（））后使用此函数。此函数不选中/取消选中CS线。

成功返回0，否则返回负错误代码。

### int nand\_write\_data\_op(struct nand\_chip \*chip, const void \*buf, unsigned int len, bool force\_8bit)

从NAND中写入数据

**参数**

struct nand\_chip \*chip

NAND芯片

const void \*buf

包含要在总线上发送的数据的缓冲区

unsigned int len

缓冲区的长度

bool force\_8bit

强制使用8位总线访问

**说明**

此函数在总线上执行原始数据写入。通常在启动另一个NAND操作（如nand\_write\_page\_begin\_op（））后使用此函数。此函数不选中/取消选中CS线。

成功返回0，否则返回负错误代码。

### int nand\_op\_parser\_exec\_op(struct nand\_chip \*chip, const struct nand\_op\_parser \*parser, const struct nand\_operation \*op, bool check\_only)

执行操作解析器

**参数**

struct nand\_chip \*chip

NAND芯片

const struct nand\_op\_parser \*parser

由控制器驱动程序提供的模式说明

const struct nand\_operation \*op

要操作的NAND操作

bool check\_only

为true时，函数仅检查op是否可处理但不执行操作

**说明**

协助函数旨在简化仅支持有限指令序列的NAND控制器驱动程序的集成。支持的序列在解析器中说明，并且框架负责将op分解为多个子操作（如果需要），并将其返回到匹配模式的->：c：func：exec（）回调中，如果check\_only设置为false，则可以处理操作。

NAND控制器驱动程序应从其自己的->：c：func：exec\_op（）实现中调用此函数。

成功返回0，否则返回负错误代码。可以由不受支持的操作（没有支持的模式能够处理所请求的操作）或匹配模式->：c：func：exec（）挂钩返回的错误引起失败。

### unsigned int nand\_subop\_get\_addr\_start\_off(const struct nand\_subop \*subop, unsigned int instr\_idx)

获取地址数组中的起始偏移量

**参数**

const struct nand\_subop \*subop

整个子操作

unsigned int instr\_idx

子操作内指令的索引

**说明**

在驱动程序开发期间，可以试图直接使用地址指令的->addr.addrs字段。这是错误的，因为地址指令可能会被分割。

给定一个地址指令，返回第一个要发出的周期的偏移量。

### unsigned int nand\_subop\_get\_num\_addr\_cyc(const struct nand\_subop \*subop, unsigned int instr\_idx)

获取要断言的剩余地址周期

**参数**

const struct nand\_subop \*subop

整个子操作

unsigned int instr\_idx

子操作内指令的索引

**说明**

在驱动程序开发期间，人们可能会尝试直接使用数据指令的->addr->naddrs字段。这是错误的，因为指令可能会被分割。

给定一个地址指令，返回要发出的地址周期数。

### unsigned int nand\_subop\_get\_data\_start\_off(const struct nand\_subop \* subop, unsigned int instr\_idx)

获取数据数组中的起始偏移量

**参数**

const struct nand\_subop \* subop

整个子操作

unsigned int instr\_idx

子操作内的指令索引

**说明**

在驱动程序开发期间，人们可能会尝试直接使用数据指令的->data->buf.{in，out}字段。这是错误的，因为数据指令可能会被分割。

给定一个数据指令，返回要从哪里开始的偏移量。

### unsigned int nand\_subop\_get\_data\_len(const struct nand\_subop \* subop, unsigned int instr\_idx)

获取要检索的字节数

**参数**

const struct nand\_subop \* subop

整个子操作

unsigned int instr\_idx

子操作内的指令索引

**说明**

在驱动程序开发期间，人们可能会尝试直接使用数据指令的->data->len字段。这是错误的，因为数据指令可能会被分割。

返回要发送/接收的数据块的长度。

### int nand\_reset(struct nand\_chip \* chip，int chipnr)

重置和初始化NAND设备

**参数**

struct nand\_chip \* chip

NAND芯片

int chipnr

内部die id

**说明**

保存时间数据结构，然后应用SDR时序模式0（有关详细信息，请参见nand\_reset\_data\_interface），执行重置操作，然后恢复先前的时间。

成功返回0，否则返回负错误代码。

### int nand\_check\_erased\_ecc\_chunk(void \* data，int datalen，void \* ecc，int ecclen，void \* extraoob，int extraooblen，int bitflips\_threshold)

检查ECC块是否包含（几乎）只有0xff数据

**参数**

void \* data

要测试的数据缓冲区

int datalen

数据长度

void \* ecc

ECC缓冲区

int ecclen

ECC长度

void \* extraoob

额外OOB缓冲区

int extraooblen

额外OOB长度

int bitflips\_threshold

最大位翻转次数

**说明**

检查数据缓冲区及其关联的ECC和OOB数据是否仅包含0xff模式，这意味着底层区域已被擦除并准备好进行编程。bitflips\_threshold指定在认为区域未擦除之前最大位翻转次数。

注意

1 / ECC算法正在处理通常与NAND页面大小不同的预定义块大小。在修复位翻转时，ECC引擎将报告每个块的错误数量，并且NAND核心基础设施需要您返回整个页面的最大位翻转次数。这就是为什么您应该总是在单个块上使用此函数而不是在整个页面上使用的原因。检查每个块后，您应该相应地更新您的max\_bitflips值。

2 / 在检查已擦除的页面的位翻转时，您不仅应该检查有效数据，还应该检查它们关联的ECC数据，因为用户可能已将几乎所有位编程为1，但剩下的一些。在这种情况下，我们不应将块视为已删除，并且检查ECC字节可以防止这种情况。

3 / extraoob参数是可选的，并且应该在您的OOB数据受ECC引擎保护时使用。如果您支持子页面并希望将一些额外的OOB数据附加到ECC块上，则也可以使用它。

返回小于或等于bitflips\_threshold的位翻转的正数，或-ERROR\_CODE以超过阈值的错误码。成功时，传递的缓冲区填充为0xff。

### int nand\_read\_page\_raw\_notsupp(struct mtd\_info \* mtd，struct nand\_chip \* chip，u8 \* buf，int oob\_required，int page)

虚拟读取原始页面函数

**参数**

struct mtd\_info \* mtd

mtd信息结构

struct nand\_chip \* chip

nand芯片信息结构

u8 \* buf

用于存储读取数据的缓冲区

int oob\_required

调用者需要读取OOB数据到chip->oob\_poi

int page

要读取的页面号

**说明**

无条件返回-ENOTSUPP。

### int nand\_read\_page\_raw(struct mtd\_info \* mtd，struct nand\_chip \* chip，uint8\_t \* buf，int oob\_required，int page)

[INTERN]读取原始页面数据，没有ECC

**参数**

struct mtd\_info \* mtd

mtd信息结构

struct nand\_chip \* chip

nand芯片信息结构

uint8\_t \* buf

用于存储读取数据的缓冲区

int oob\_required

调用者需要读取OOB数据到chip->oob\_poi

int page

要读取的页面号

**说明**

不适用于综合计算ECC控制器，该控制器使用特殊的oob布局。

### int nand\_read\_oob\_std(struct mtd\_info \* mtd，struct nand\_chip \* chip，int page)

[REPLACEABLE]最常见的OOB数据读取函数

**参数**

struct mtd\_info \* mtd

mtd信息结构

struct nand\_chip \* chip

nand芯片信息结构

int page

要读取的页面号

### int nand\_read\_oob\_syndrome(struct mtd\_info \* mtd，struct nand\_chip \* chip，int page)

[REPLACEABLE] HW ECC使用综合读取OOB数据功能

**参数**

struct mtd\_info \* mtd

mtd信息结构

struct nand\_chip \* chip

NAND芯片信息struct

int page

要读取的页码

### int nand\_write\_oob\_std（struct mtd\_info \* mtd，struct nand\_chip \* chip，int page）

[可替换]最常见的OOB数据写入函数

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

int page

要写入的页码

### int nand\_write\_oob\_syndrome（struct mtd\_info \* mtd，struct nand\_chip \* chip，int page）

[可替换]HW ECC带有综合征的OOB数据写入函数 - 仅适用于大页Flash

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

int page

要写入的页码

### int nand\_write\_page\_raw\_notsupp（struct mtd\_info \* mtd，struct nand\_chip \* chip，const u8 \* buf，int oob\_required，int page）

虚拟的原始页写入函数

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

const u8 \* buf

数据缓冲区

int oob\_required

必须写入chip->oob\_poi到OOB

int page

要写入的页码

**说明**

无条件地返回 -ENOTSUPP。

### int nand\_write\_page\_raw（struct mtd\_info \* mtd，struct nand\_chip \* chip，const uint8\_t \* buf，int oob\_required，int page）

[INTERN]原始页写入函数

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

const uint8\_t \* buf

数据缓冲区

int oob\_required

必须写入chip->oob\_poi到OOB

int page

要写入的页码

**说明**

不适用于计算综合征的ECC控制器，这些控制器使用特殊的oob布局。

### int nand\_get\_set\_features\_notsupp（struct mtd\_info \* mtd，struct nand\_chip \* chip，int addr，u8 \* subfeature\_param）

设置/获取特征的存根，返回-ENOTSUPP

**参数**

struct mtd\_info \* mtd

MTD设备结构

struct nand\_chip \* chip

nand芯片信息struct

int addr

功能地址。

u8 \* subfeature\_param

子功能参数，四字节数组。

**说明**

应由不支持SET/GET FEATURES操作的NAND控制器驱动程序使用。

### int nand\_ecc\_choose\_conf（struct nand\_chip \* chip，const struct nand\_ecc\_caps \* caps，int oobavail）

设置ECC强度和ECC步长大小

**参数**

struct nand\_chip \* chip

nand芯片信息struct

const struct nand\_ecc\_caps \* caps

ECC引擎caps信息struct

int oobavail

ECC引擎可以使用的OOB大小

**说明**

根据以下逻辑选择ECC配置

如果已经设置了ECC步长大小和ECC强度（通常由DT设置），则检查是否受此控制器支持。

如果设置了NAND\_ECC\_MAXIMIZE，则选择最大的ECC强度。

否则，尝试将ECC步长大小和ECC强度与芯片的要求最接近的配对。如果可用的OOB大小无法适合芯片要求，则回退到最大的ECC步长大小和ECC强度。

成功后，设置所选的ECC设置。

### int nand\_scan\_with\_ids（struct mtd\_info \* mtd，int maxchips，struct nand\_flash\_dev \* ids）

[NAND接口]扫描NAND设备

**参数**

struct mtd\_info \* mtd

MTD设备结构

int maxchips

要扫描的芯片数量。如果此参数为零，则不运行nand\_scan\_ident()（对于必须自行处理此过程的特定驱动程序非常有用，例如docg4）。

### struct nand\_flash\_dev \* ids

可选的闪存ID表

**说明**

这将使用默认值填充所有未初始化的函数指针。读取闪存ID并使用适当的值填充mtd / chip结构。

### void nand\_cleanup（struct nand\_chip \* chip）

[NAND接口]释放NAND设备持有的资源

**参数**

struct nand\_chip \* chip

NAND芯片对象

### void nand\_release（struct mtd\_info \* mtd）

[NAND接口]取消注册MTD设备并释放NAND设备持有的资源

**参数**

struct mtd\_info \* mtd

MTD设备结构

### void \_\_nand\_calculate\_ecc（const unsigned char \* buf，unsigned int eccsize，unsigned char \* code）

[NAND接口]计算256/512字节块的3字节ECC

**参数**

const unsigned char \* buf

带有原始数据的输入缓冲区

unsigned int eccsize

每个ECC步骤的数据字节数（256或512）

unsigned char \* code

带有ECC的输出缓冲区

### int nand\_calculate\_ecc（struct mtd\_info \* mtd，const unsigned char \* buf，unsigned char \* code）

[NAND接口]计算256/512字节块的3字节ECC

**参数**

struct mtd\_info \* mtd

MTD块结构

const unsigned char \* buf

带有原始数据的输入缓冲区

unsigned char \* code

带有ECC的输出缓冲区

### int \_\_nand\_correct\_data(unsigned char \* buf, unsigned char \* read\_ecc, unsigned char \* calc\_ecc, unsigned int eccsize)

[NAND接口]检测和纠正位错误

**参数**

unsigned char \* buf

从芯片读取的原始数据

unsigned char \* read\_ecc

从芯片获取的ECC

unsigned char \* calc\_ecc

从原始数据计算的ECC

unsigned int eccsize

每个ECC步骤的数据字节数（256或512）

**说明**

检测并纠正eccsize字节块的1位错误

### int nand\_correct\_data（struct mtd\_info \* mtd，unsigned char \* buf，unsigned char \* read\_ecc，unsigned char \* calc\_ecc）

[NAND接口]检测和纠正位错误

**参数**

struct mtd\_info \* mtd

MTD块结构

unsigned char \* buf

从芯片读取的原始数据

unsigned char \* read\_ecc

从芯片获取的ECC

unsigned char \* calc\_ecc

从原始数据计算的ECC

**说明**

检测并更正256/512字节块中的1位误差

## 提供的内部函数

本章包含NAND驱动程序内部函数的自动生成文档。每个函数都有一个简短的说明，标有一个[XXX]标识符。参见章节“文档提示”以获取解释。标有[默认]标记的函数可能与板驱动程序开发人员相关。

### void nand\_release\_device(struct nand\_chip \*chip)

[通用]释放芯片

**参数**

struct nand\_chip \*chip

NAND芯片对象

**说明**

释放芯片锁并唤醒任何等待设备的人。

### uint8\_t nand\_read\_byte(struct mtd\_info \* mtd)

[默认]从芯片读取一个字节

**参数**

struct mtd\_info \* mtd

MTD设备结构

**说明**

默认的8位总线宽度读取函数

### uint8\_t nand\_read\_byte16(struct mtd\_info \* mtd)

[默认]从芯片读取一个字节的大小端感知

**参数**

struct mtd\_info \* mtd

MTD设备结构

**说明**

带有端点转换的16位总线宽度的默认读取函数。

### u16 nand\_read\_word(struct mtd\_info \* mtd)

[默认]从芯片读取一个字

**参数**

struct mtd\_info \* mtd

MTD设备结构

**说明**

16位总线宽度没有端点转换的默认读取函数。

### void nand\_select\_chip(struct mtd\_info \* mtd, int chipnr)

[默认]控制CE线

**参数**

struct mtd\_info \* mtd

MTD设备结构

int chipnr

要选择的芯片号，-1表示取消选择

**说明**

1芯片设备的默认选择函数。

void nand\_write\_byte(struct mtd\_info \* mtd, uint8\_t byte)

[默认]写入单个字节到芯片

**参数**

struct mtd\_info \* mtd

MTD设备结构

uint8\_t byte

要写入的值

**说明**

将字节写入I/O[7:0]的默认函数

### void nand\_write\_byte16(struct mtd\_info \* mtd, uint8\_t byte)

[默认]向16位宽芯片写入单个字节

**参数**

struct mtd\_info \* mtd

MTD设备结构

uint8\_t byte

要写入的值

**说明**

在16位宽芯片上将字节写入I/O[7:0]的默认函数。

### void nand\_write\_buf(struct mtd\_info \* mtd, const uint8\_t \* buf, int len)

[默认]将缓冲区写入芯片

**参数**

struct mtd\_info \* mtd

MTD设备结构

const uint8\_t \* buf

数据缓冲区

int len

要写入的字节数

**说明**

8位总线宽度的默认写入函数。

### void nand\_read\_buf(struct mtd\_info \* mtd, uint8\_t \* buf, int len)

[默认]将芯片数据读入缓冲区

**参数**

struct mtd\_info \* mtd

MTD设备结构

uint8\_t \* buf

要存储的数据缓冲区

int len

要读取的字节数

**说明**

8位总线宽度的默认读取函数。

### void nand\_write\_buf16(struct mtd\_info \* mtd, const uint8\_t \* buf, int len)

[默认]将缓冲区写入芯片

**参数**

struct mtd\_info \* mtd

MTD设备结构

const uint8\_t \* buf

数据缓冲区

int len

要写入的字节数

**说明**

16位总线宽度的默认写入函数。

### void nand\_read\_buf16(struct mtd\_info \* mtd, uint8\_t \* buf, int len)

[默认]将芯片数据读入缓冲区

**参数**

struct mtd\_info \* mtd

MTD设备结构

uint8\_t \* buf

要存储的数据缓冲区

int len

要读取的字节数

**说明**

16位总线宽度的默认读取函数。

### int nand\_block\_bad(struct mtd\_info \* mtd, loff\_t ofs)

[默认]从芯片读取坏块标记

**参数**

struct mtd\_info \* mtd

MTD设备结构

loff\_t ofs

设备开始的偏移量

**说明**

检查块是否损坏。

### int nand\_default\_block\_markbad(struct mtd\_info \* mtd, loff\_t ofs)

[默认]通过坏块标记将块标记为坏块

**参数**

struct mtd\_info \* mtd

MTD设备结构

loff\_t ofs

设备开始的偏移量

**说明**

这是默认实现，可以由硬件特定驱动程序覆盖。它提供了将坏块标记写入块的详细信息。

### int nand\_block\_markbad\_lowlevel(struct mtd\_info \* mtd, loff\_t ofs)

标记块为坏块

**参数**

struct mtd\_info \* mtd

MTD设备结构

loff\_t ofs

设备开始的偏移量

**说明**

此函数执行通用NAND坏块标记步骤（即，坏块表和/或标记）。我们仅允许硬件驱动程序指定如何将坏块标记写入OOB（chip->block\_markbad）。

我们按以下顺序尝试操作：

擦除受影响的块，以允许清洁地写入OOB标记

将坏块标记写入受影响块的OOB区域（除非存在标志NAND\_BBT\_NO\_OOB\_BBM）

更新BBT

请注意，我们保留（2）或（3）中遇到的第一个错误，完成过程并在最后转储错误。

### int nand\_check\_wp(struct mtd\_info \* mtd)

[通用]检查芯片是否为写保护

**参数**

struct mtd\_info \* mtd

MTD设备结构

**说明**

检查设备是否写保护。函数预期设备已被选择。

### int nand\_block\_isreserved(struct mtd\_info \* mtd, loff\_t ofs)

[通用]检查块是否标记为保留。

**参数**

struct mtd\_info \* mtd

MTD设备结构

loff\_t ofs

设备开始的偏移量

**说明**

检查该块是否标记为保留。

### int nand\_block\_checkbad(struct mtd\_info \* mtd, loff\_t ofs, int allowbbt)

[通用]检查块是否标记为坏块

**参数**

struct mtd\_info \* mtd

MTD 设备结构

loff\_t ofs

从设备开始的偏移量

int allowbbt

如果允许访问 bbt 区域，则为 1

**说明**

检查块是否损坏。通过读取坏块表或调用扫描函数来实现。

### void panic\_nand\_wait\_ready(struct mtd\_info \* mtd, unsigned long timeo)

[通用] 等待命令执行完后的就绪信号。

**参数**

struct mtd\_info \* mtd

MTD 设备结构

unsigned long timeo

超时时间

**说明**

当需要在中断上下文中等待时，使用 nand\_wait\_ready 的帮助函数。

### void nand\_wait\_status\_ready(struct mtd\_info \* mtd, unsigned long timeo)

[通用] 等待命令执行完后的状态就绪信号。

**参数**

struct mtd\_info \* mtd

MTD 设备结构

unsigned long timeo

超时时间（毫秒）

**说明**

等待就绪状态（即命令完成）或超时。

### void nand\_command(struct mtd\_info \* mtd, unsigned int command, int column, int page\_addr)

[默认] 发送命令到 NAND 设备

**参数**

struct mtd\_info \* mtd

MTD 设备结构

unsigned int command

要发送的命令

int column

此命令的列地址，如果没有则为 -1

int page\_addr

此命令的页地址，如果没有则为 -1

**说明**

将命令发送到 NAND 设备。该函数用于小页面设备（每页 512 个字节）。

### void nand\_command\_lp(struct mtd\_info \* mtd, unsigned int command, int column, int page\_addr)

[默认] 发送命令到 NAND 大页面设备。

**参数**

struct mtd\_info \* mtd

MTD 设备结构

unsigned int command

要发送的命令

int column

此命令的列地址，如果没有则为 -1

int page\_addr

此命令的页地址，如果没有则为 -1

**说明**

将命令发送到 NAND 设备。这是用于新大页面设备的版本。我们没有像小页面设备中那样的单独区域。我们必须模拟 NAND\_CMD\_READOOB 以保持代码兼容性。

### void panic\_nand\_get\_device(struct nand\_chip \* chip, struct mtd\_info \* mtd, int new\_state)

[通用] 获取所选访问的芯片

**参数**

struct nand\_chip \* chip

NAND 芯片说明符

struct mtd\_info \* mtd

MTD 设备结构

int new\_state

请求的状态

**说明**

当处于紧急状态时使用，不会取锁。

### int nand\_get\_device(struct mtd\_info \* mtd, int new\_state)

[通用] 获取所选访问的芯片

**参数**

struct mtd\_info \* mtd

MTD 设备结构

int new\_state

请求的状态

**说明**

获取设备并将其锁定以进行独占访问。

### void panic\_nand\_wait(struct mtd\_info \* mtd, struct nand\_chip \* chip, unsigned long timeo)

[通用] 等待命令完成

**参数**

struct mtd\_info \* mtd

MTD 设备结构

struct nand\_chip \* chip

NAND 芯片结构

unsigned long timeo

超时时间

**说明**

等待命令完成。这是 nand\_wait 的帮助函数，用于在中断上下文中等待时。可能会在紧急情况下发生，当试图通过 mtdoops 写入 oops 时。

### int nand\_wait(struct mtd\_info \* mtd, struct nand\_chip \* chip)

[默认] 等待命令完成

**参数**

struct mtd\_info \* mtd

MTD 设备结构

struct nand\_chip \* chip

NAND 芯片结构

**说明**

等待命令完成。这仅适用于擦除和编程。

### int nand\_reset\_data\_interface(struct nand\_chip \* chip, int chipnr)

重置数据接口和时序

**参数**

struct nand\_chip \* chip

NAND 芯片

int chipnr

内部芯片 ID

**说明**

将数据接口和时序重置为 ONFI 模式 0。

如果成功，则返回 0；否则返回负错误代码。

### int nand\_setup\_data\_interface(struct nand\_chip \* chip, int chipnr)

设置最佳数据接口和时序

**参数**

struct nand\_chip \* chip

NAND 芯片

int chipnr

内部芯片 ID

**说明**

查找并配置芯片和驱动程序支持的最佳数据接口和 NAND 时序。首先尝试从 ONFI 信息中检索支持的时序模式，如果 NAND 芯片不支持 ONFI，则依赖于 nand\_ids 表中指定的->onfi\_timing\_mode\_default。

如果成功，则返回 0；否则返回负错误代码。

### int nand\_init\_data\_interface(struct nand\_chip \* chip)

查找最佳数据接口和时序

**参数**

struct nand\_chip \* chip

NAND 芯片

**说明**

查找并配置芯片和驱动程序支持的最佳数据接口和 NAND 时序。首先尝试从 ONFI 信息中检索支持的时序模式，如果 NAND 芯片不支持 ONFI，则依赖于 nand\_ids 表中指定的->onfi\_timing\_mode\_default。在此函数后，nand\_chip->data\_interface 将初始化为可用的最佳时序模式。

如果成功，则返回 0；否则返回负错误代码。

### int nand\_fill\_column\_cycles(struct nand\_chip \* chip, u8 \* addrs, unsigned int offset\_in\_page)

填充地址的列周期

**参数**

struct nand\_chip \* chip

NAND 芯片

u8 \* addrs

要填充的地址周期数组

unsigned int offset\_in\_page

页面中的偏移量

**说明**

根据 NAND 总线宽度和页面大小填充 addrs 字段的前两个字节或第一个字节。

如果有任何一个参数无效，则返回编码列所需的周期数，或者返回负错误代码。

### int nand\_read\_param\_page\_op(struct nand\_chip \*chip, u8 page, void \*buf, unsigned int len)

执行READ PARAMETER PAGE操作

**参数**

struct nand\_chip \*chip

NAND芯片

u8 page

要读取的参数页

void \*buf

用于存储数据的缓冲区

unsigned int len

缓冲区的长度

说明

此函数发出READ PARAMETER PAGE操作。此函数不选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_set\_features\_op(struct nand\_chip \*chip, u8 feature, const void \*data)

执行SET FEATURES操作

**参数**

struct nand\_chip \*chip

NAND芯片

u8 feature

功能标识符

const void \*data

4个字节的数据

**说明**

此函数发送SET FEATURES命令，并等待NAND准备就绪后返回。此函数不选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### int nand\_get\_features\_op(struct nand\_chip \*chip, u8 feature, void \*data)

执行GET FEATURES操作

**参数**

struct nand\_chip \*chip

NAND芯片

u8 feature

功能标识符

void \*data

4个字节的数据

**说明**

此函数发送GET FEATURES命令，并等待NAND准备就绪后返回。此函数不选择/取消选择CS线。

成功返回0，否则返回负错误代码。

### struct nand\_op\_parser\_ctx

解析器使用的上下文

**定义**

struct nand\_op\_parser\_ctx {

const struct nand\_op\_instr \*instrs;

unsigned int ninstrs;

struct nand\_subop subop;

};

**成员**

instrs

必须处理的所有指令数组

ninstrs

instrs数组的长度

subop

要传递给NAND控制器的子操作

**说明**

此结构由核心用于将NAND操作拆分为可以由NAND控制器处理的子操作。

### bool nand\_op\_parser\_must\_split\_instr(const struct nand\_op\_parser\_pattern\_elem \*pat, const struct nand\_op\_instr \*instr, unsigned int \*start\_offset)

检查是否必须拆分指令

**参数**

const struct nand\_op\_parser\_pattern\_elem \*pat

与instr匹配的解析器模式元素

const struct nand\_op\_instr \*instr

要检查的指令指针

unsigned int \*start\_offset

这是一个传入/传出参数。如果instr已经被拆分，则start\_offset是要从哪里开始的偏移量（可以是地址周期或数据缓冲区中的偏移量）。相反，如果函数返回true（即instr必须拆分），则更新此参数以指向尚未处理的第一个数据/地址周期。

**说明**

某些NAND控制器受限，无法使用唯一的操作发送X个地址周期，或无法同时读取/写入超过Y个字节。在这种情况下，将不能适应单个控制器操作的指令拆分为两个或更多块。

如果必须拆分指令，则返回true，否则返回false。还会将start\_offset参数更新为开始下一批指令的偏移量（如果是地址或数据指令）。

### bool nand\_op\_parser\_match\_pat(const struct nand\_op\_parser\_pattern \*pat, struct nand\_op\_parser\_ctx \*ctx)

检查模式是否与解析器上下文中剩余的指令匹配

**参数**

const struct nand\_op\_parser\_pattern \*pat

要测试的模式

struct nand\_op\_parser\_ctx \*ctx

要与模式pat匹配的解析器上下文结构

**说明**

检查模式pat是否与剩余的ctx中的一组或子组的指令匹配。如果是，则返回true，否则返回false。当返回true时，ctx->subop会更新为要传递给控制器驱动程序的指令集。

### int nand\_check\_erased\_buf(void \*buf, int len, int bitflips\_threshold)

检查缓冲区是否仅包含（几乎）所有0xff数据

**参数**

void \*buf

要测试的缓冲区

int len

缓冲区长度

int bitflips\_threshold

最大位翻转次数

**说明**

检查缓冲区是否仅包含0xff，这意味着底层区域已经擦除并准备好进行编程。bitflips\_threshold指定位翻转次数，超过此次数就认为该区域未擦除。

注意

此函数的逻辑已从memweight实现中提取，但nand\_check\_erased\_buf函数会在比特翻转次数超过bitflips\_threshold值时退出测试整个缓冲区。

返回小于或等于bitflips\_threshold的正数位翻转次数，或-ERROR\_CODE表示超过阈值的位翻转次数。

### int nand\_read\_page\_raw\_syndrome(struct mtd\_info \*mtd, struct nand\_chip \*chip, uint8\_t \*buf, int oob\_required, int page)

[INTERN]读取没有ECC的原始页面数据

**参数**

struct mtd\_info \*mtd

mtd信息结构

struct nand\_chip \*chip

nand芯片信息结构

uint8\_t \*buf

存储读取数据的缓冲区

int oob\_required

调用者需要OOB数据读取到chip->oob\_poi

int page

要读取的页码

**说明**

即使不使用OOB，我们仍需要特殊的OOB布局和处理。

### int nand\_read\_page\_swecc(struct mtd\_info \*mtd, struct nand\_chip \*chip, uint8\_t \*buf, int oob\_required, int page)

[可替换]基于软件ECC的页面读取函数

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

uint8\_t \* buf

用于存储读取数据的缓冲区

int oob\_required

调用者需要从chip->oob\_poi读取OOB数据

int page

要读取的页面编号

### int nand\_read\_subpage(struct mtd\_info \* mtd，struct nand\_chip \* chip，uint32\_t data\_offs，uint32\_t readlen，uint8\_t \* bufpoi，int page)

[可替换]基于ECC的子页面读取功能

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

uint32\_t data\_offs

所请求数据在页面内的偏移量

uint32\_t readlen

数据长度

uint8\_t \* bufpoi

用于存储读取数据的缓冲区

int page

要读取的页面编号

### int nand\_read\_page\_hwecc(struct mtd\_info \* mtd，struct nand\_chip \* chip，uint8\_t \* buf，int oob\_required，int page)

[可替换]硬件ECC基于页面读取功能

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

uint8\_t \* buf

用于存储读取数据的缓冲区

int oob\_required

调用者需要从chip->oob\_poi读取OOB数据

int page

要读取的页面编号

**说明**

不适用于需要特殊oob布局的综合计算ECC控制器。

### int nand\_read\_page\_hwecc\_oob\_first(struct mtd\_info \* mtd，struct nand\_chip \* chip，uint8\_t \* buf，int oob\_required，int page)

[可替换] hw ecc，先读取oob

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

uint8\_t \* buf

用于存储读取数据的缓冲区

int oob\_required

调用者需要从chip->oob\_poi读取OOB数据

int page

要读取的页面编号

**说明**

Hardware ECC用于大页面芯片，需要首先读取OOB。对于该ECC模式，write\_page方法从ECC\_HW中重新使用。这些方法从OOB区域读/写ECC，不像具有多个ECC步骤的ECC\_HW\_SYNDROME支持遵循“中缀ECC”方案，并从数据区读/写ECC，通过覆盖NAND制造商坏块标记。

### int nand\_read\_page\_syndrome(struct mtd\_info \* mtd，struct nand\_chip \* chip，uint8\_t \* buf，int oob\_required，int page)

[可替换]基于硬件ECC综合的页面读取

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

uint8\_t \* buf

用于存储读取数据的缓冲区

int oob\_required

调用者需要从chip->oob\_poi读取OOB数据

int page

要读取的页面编号

**说明**

hw生成器自动计算错误综合。因此，我们需要特殊的oob布局和处理。

### uint8\_t \* nand\_transfer\_oob(struct mtd\_info \* mtd，uint8\_t \* oob，struct mtd\_oob\_ops \* ops，size\_t len)

[INTERN]将oob传输到客户端缓冲区

**参数**

struct mtd\_info \* mtd

mtd信息struct

uint8\_t \* oob

oob目标地址

struct mtd\_oob\_ops \* ops

oob操作struct

size\_t len

要传输的oob的大小

### int nand\_setup\_read\_retry(struct mtd\_info \* mtd，int retry\_mode)

[INTERN]设置READ RETRY模式

**参数**

struct mtd\_info \* mtd

MTD设备struct

int retry\_mode

要使用的重试模式

**说明**

一些供应商提供了一个特殊的命令来移动Vt阈值，用于在页面中有太多的位翻转（即，ECC错误）时使用。设置新阈值后，主机应重试读取页面。

### int nand\_do\_read\_ops(struct mtd\_info \* mtd，loff\_t from，struct mtd\_oob\_ops \* ops)

[INTERN]使用ECC读取数据

**参数**

struct mtd\_info \* mtd

MTD设备结构

loff\_t from

要读取的偏移量

struct mtd\_oob\_ops \* ops

oob opsstruct

**说明**

内部函数。使用芯片保持调用。

### int nand\_do\_read\_oob(struct mtd\_info \* mtd，loff\_t from，struct mtd\_oob\_ops \* ops)

[INTERN]NAND读取外带

**参数**

struct mtd\_info \* mtd

MTD设备结构

loff\_t from

要读取的偏移量

struct mtd\_oob\_ops \* ops

oob操作说明结构

**说明**

从备用区域读取NAND外带数据。

### int nand\_read\_oob(struct mtd\_info \* mtd，loff\_t from，struct mtd\_oob\_ops \* ops)

[MTD接口]NAND读取数据和/或外带数据

**参数**

struct mtd\_info \* mtd

MTD设备结构

loff\_t from

要读取的偏移量

struct mtd\_oob\_ops \* ops

oob操作说明结构

**说明**

NAND读取数据和/或外带数据。

### int nand\_write\_page\_raw\_syndrome(struct mtd\_info \* mtd，struct nand\_chip \* chip，const uint8\_t \* buf，int oob\_required，int page)

[INTERN]原始页面写入功能

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

const uint8\_t \* buf

数据缓冲区

int oob\_required

必须将chip->oob\_poi写入OOB

int page

要写入的页面编号

**说明**

即使不检查ECC，我们仍需要特殊的oob布局和处理。

### int nand\_write\_page\_swecc(struct mtd\_info \* mtd，struct nand\_chip \* chip，const uint8\_t \* buf，int oob\_required，int page)

[可替换]基于软件ECC的页面写入功能

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

nand芯片信息struct

const uint8\_t \* buf

数据缓冲区

int oob\_required

必须将chip->oob\_poi写入OOB

int page

要写入的页面编号

### int nand\_write\_page\_hwecc(struct mtd\_info \* mtd，struct nand\_chip \* chip，const uint8\_t \* buf，int oob\_required，int page)

[可替换]基于硬件ECC的页面写入功能

**参数**

struct mtd\_info \* mtd

mtd信息struct

struct nand\_chip \* chip

NAND芯片信息结构

const uint8\_t \* buf

数据缓冲区

int oob\_required

必须将chip->oob\_poi写入OOB

int page

要写入的页面号

### int nand\_write\_subpage\_hwecc（struct mtd\_info \* mtd，struct nand\_chip \* chip，uint32\_t offset，uint32\_t data\_len，const uint8\_t \* buf，int oob\_required，int page）

[可替换]基于硬件ECC的子页面写入

**参数**

struct mtd\_info \* mtd

MTD信息结构

struct nand\_chip \* chip

NAND芯片信息结构

uint32\_t offset

页面内子页面的列地址

uint32\_t data\_len

数据长度

const uint8\_t \* buf

数据缓冲区

int oob\_required

必须将chip->oob\_poi写入OOB

int page

要写入的页面号

### int nand\_write\_page\_syndrome（struct mtd\_info \* mtd，struct nand\_chip \* chip，const uint8\_t \* buf，int oob\_required，int page）

[可替换]基于硬件ECC综合症的页面写入

**参数**

struct mtd\_info \* mtd

MTD信息结构

struct nand\_chip \* chip

NAND芯片信息结构

const uint8\_t \* buf

数据缓冲区

int oob\_required

必须将chip->oob\_poi写入OOB

int page

要写入的页面号

**说明**

硬件生成器会自动计算错误综合症。因此我们需要特殊的oob布局和处理。

### int nand\_write\_page（struct mtd\_info \* mtd，struct nand\_chip \* chip，uint32\_t offset，int data\_len，const uint8\_t \* buf，int oob\_required，int page，int raw）

写入一个页面

**参数**

struct mtd\_info \* mtd

MTD设备结构

struct nand\_chip \* chip

NAND芯片说明符

uint32\_t offset

页面内偏移量

int data\_len

实际要写入的数据长度

const uint8\_t \* buf

要写入的数据

int oob\_required

必须将chip->oob\_poi写入OOB

int page

要写入的页面号

int raw

使用写入页面的\_raw版本

### uint8\_t \* nand\_fill\_oob（struct mtd\_info \* mtd，uint8\_t \* oob，size\_t len，struct mtd\_oob\_ops \* ops）

[INTERN]将客户端缓冲区传输到oob中

**参数**

struct mtd\_info \* mtd

MTD信息结构

uint8\_t \* oob

oob数据缓冲区

size\_t len

oob数据写入长度

struct mtd\_oob\_ops \* ops

oob操作结构

### int nand\_do\_write\_ops（struct mtd\_info \* mtd，loff\_t to，struct mtd\_oob\_ops \* ops）

[INTERN] NAND带ECC的写入

**参数**

struct mtd\_info \* mtd

MTD信息结构

loff\_t to

要写入的偏移量

struct mtd\_oob\_ops \* ops

oob操作说明结构

**说明**

具有ECC的NAND写入。

### int panic\_nand\_write（struct mtd\_info \* mtd，loff\_t to，size\_t len，size\_t \* retlen，const uint8\_t \* buf）

[MTD接口] NAND带ECC的写入

**参数**

struct mtd\_info \* mtd

MTD信息结构

loff\_t to

要写入的偏移量

size\_t len

要写入的字节数

size\_t \* retlen

指向存储写入字节数的变量的指针

const uint8\_t \* buf

要写入的数据

**说明**

带ECC的NAND写入。当在中断上下文中执行写操作时使用，例如在紧急情况下写入oops可能会调用此函数。

### int nand\_do\_write\_oob（struct mtd\_info \* mtd，loff\_t to，struct mtd\_oob\_ops \* ops）

[MTD接口] NAND写OOB

**参数**

struct mtd\_info \* mtd

MTD信息结构

loff\_t to

要写入的偏移量

struct mtd\_oob\_ops \* ops

oob操作说明结构

**说明**

NAND写OOB。

### int nand\_write\_oob（struct mtd\_info \* mtd，loff\_t to，struct mtd\_oob\_ops \* ops）

[MTD接口] NAND写数据和/或OOB

**参数**

struct mtd\_info \* mtd

MTD信息结构

loff\_t to

要写入的偏移量

struct mtd\_oob\_ops \* ops

oob操作说明结构

### int single\_erase（struct mtd\_info \* mtd，int page）

[通用] NAND标准块擦除命令函数

**参数**

struct mtd\_info \* mtd

MTD信息结构

int page

要擦除的块的页面地址

**说明**

用于NAND芯片的标准擦除命令。返回NAND状态。

### int nand\_erase（struct mtd\_info \* mtd，struct erase\_info \* instr）

[MTD接口]擦除块

**参数**

struct mtd\_info \* mtd

MTD信息结构

struct erase\_info \* instr

擦除指令

**说明**

擦除一个或多个块。

### int nand\_erase\_nand（struct mtd\_info \* mtd，struct erase\_info \* instr，int allowbbt）

[INTERN]擦除块

**参数**

struct mtd\_info \* mtd

MTD信息结构

struct erase\_info \* instr

擦除指令

int allowbbt

允许擦除bbt区域

**说明**

擦除一个或多个块。

### void nand\_sync（struct mtd\_info \* mtd）

[MTD接口]同步

**参数**

struct mtd\_info \* mtd

MTD信息结构

**说明**

同步实际上是等待芯片准备好的函数。

### int nand\_block\_isbad（struct mtd\_info \* mtd，loff\_t offs）

[MTD接口]检查偏移处的块是否损坏

**参数**

struct mtd\_info \* mtd

MTD信息结构

loff\_t offs

相对于MTD开始的偏移量

### int nand\_block\_markbad（struct mtd\_info \* mtd，loff\_t ofs）

[MTD接口]将给定偏移处的块标记为坏块

**参数**

struct mtd\_info \* mtd

MTD信息结构

loff\_t ofs

相对于MTD开始的偏移量

### int nand\_max\_bad\_blocks（struct mtd\_info \* mtd，loff\_t ofs，size\_t len）

[MTD接口]一个MTD的最大坏块数

**参数**

struct mtd\_info \* mtd

MTD信息结构

loff\_t ofs

相对于MTD开始的偏移量

size\_t len

MTD的长度

### int nand\_default\_set\_features（struct mtd\_info \* mtd，struct nand\_chip \* chip，int addr，uint8\_t \* subfeature\_param）

[可替换]设置NAND芯片功能

**参数**

struct mtd\_info \* mtd

MTD信息结构

struct nand\_chip \* chip

NAND芯片信息结构

int addr

功能地址。

uint8\_t \* subfeature\_param

子功能参数，一个四字节数组。

### int nand\_default\_get\_features（struct mtd\_info \* mtd，struct nand\_chip \* chip，int addr，uint8\_t \* subfeature\_param）

[可替换]获取NAND芯片功能

**参数**

struct mtd\_info \* mtd

MTD设备结构

struct nand\_chip \* chip

nand芯片信息结构

int addr

功能地址。

uint8\_t \* subfeature\_param

子功能**参数**，一个四字节数组。

### int nand\_suspend(struct mtd\_info \* mtd)

[MTD接口]暂停NAND闪存

**参数**

struct mtd\_info \* mtd

MTD设备结构

### void nand\_resume（struct mtd\_info \* mtd）

[MTD接口]恢复NAND闪存

**参数**

struct mtd\_info \* mtd

MTD设备结构

void nand\_shutdown(struct mtd\_info \* mtd)

[MTD接口]完成当前NAND操作并防止进一步操作

**参数**

struct mtd\_info \* mtd

MTD设备结构

### int nand\_scan\_ident(struct mtd\_info \* mtd，int maxchips，struct nand\_flash\_dev \* table)

扫描NAND设备

**参数**

struct mtd\_info \* mtd

MTD设备结构

int maxchips

要扫描的芯片数

struct nand\_flash\_dev \*表

替代NAND ID表

**说明**

这是正常的nand\_scan（）函数的第一阶段。它读取闪存ID并相应地设置MTD字段。

这个帮助程序曾经直接从控制器驱动程序中调用，这些驱动程序需要调整一些与ECC相关的**参数**，然后才能调用nand\_scan\_tail（）。这种分离防止了在此阶段进行动态分配，这是不方便的，因此已被禁止，以发挥->：c：func：init\_ecc（）/ cleanup\_ecc（）的好处。

### int nand\_check\_ecc\_caps（struct nand\_chip \* chip，const struct nand\_ecc\_caps \* caps，int oobavail）

检查预设ECC设置的健全性

**参数**

struct nand\_chip \* chip

nand芯片信息结构

const struct nand\_ecc\_caps \* caps

ECC caps信息结构

int oobavail

ECC引擎可以使用的OOB大小

**说明**

当ECC步长和强度已经设置时，检查它们是否得到控制器的支持，并且计算的ECC字节是否适合芯片的OOB。成功时，设置计算的ECC字节。

### int nand\_match\_ecc\_req（struct nand\_chip \* chip，const struct nand\_ecc\_caps \* caps，int oobavail）

尽可能少使用ECC字节来满足芯片的要求

**参数**

struct nand\_chip \* chip

nand芯片信息结构

const struct nand\_ecc\_caps \* caps

ECC引擎caps信息结构

int oobavail

ECC引擎可以使用的OOB大小

**说明**

如果提供了芯片的ECC要求，请尝试使用最少量的ECC字节（即使用最多的无OOB字节）来满足它。成功时，设置所选的ECC设置。

### int nand\_maximize\_ecc（struct nand\_chip \* chip，const struct nand\_ecc\_caps \* caps，int oobavail）

选择可用的最大ECC强度

**参数**

struct nand\_chip \* chip

nand芯片信息结构

const struct nand\_ecc\_caps \* caps

ECC引擎caps信息结构

int oobavail

ECC引擎可以使用的OOB大小

**说明**

选择控制器支持的最大ECC强度，并且可以适合芯片的OOB。成功时，设置所选的ECC设置。

### int nand\_scan\_tail(struct mtd\_info \* mtd)

扫描NAND设备

**参数**

struct mtd\_info \* mtd

MTD设备结构

**说明**

这是正常的nand\_scan（）函数的第二阶段。它用默认值填充所有未初始化的函数指针，并在适当的情况下扫描坏块表。

### int check\_pattern(uint8\_t \* buf，int len，int paglen，struct nand\_bbt\_descr \* td)

[通用]检查缓冲区中是否有模式

**参数**

uint8\_t \* buf

要搜索的缓冲区

int len

要搜索的缓冲区的长度

int paglen

页面长度

struct nand\_bbt\_descr \* td

搜索模式**说明**符

**说明**

在给定位置检查模式。用于搜索坏块表和好/坏块标识符。

### int check\_short\_pattern(uint8\_t \* buf，struct nand\_bbt\_descr \* td)

[通用]检查缓冲区中是否有模式

**参数**

uint8\_t \* buf

要搜索的缓冲区

struct nand\_bbt\_descr \* td

搜索模式**说明**符

**说明**

在给定位置检查模式。用于搜索坏块表和好/坏块标识符。与check\_pattern相同，但没有可选的空检查。

### u32 add\_marker\_len（struct nand\_bbt\_descr \* td）

计算数据区标记的长度

**参数**

struct nand\_bbt\_descr \* td

用于计算的BBT说明符

**说明**

如果标记位于OOB区域，则长度为0。

### int read\_bbt(struct mtd\_info \* mtd，uint8\_t \* buf，int page，int num，struct nand\_bbt\_descr \* td，int offs)

[通用]从页开始读取坏块表

**参数**

struct mtd\_info \* mtd

MTD设备结构

uint8\_t \* buf

临时缓冲区

int page

起始页码

int num

要读取的bbt说明符数

struct nand\_bbt\_descr \* td

bbt说明符表

int offs

表中的块号偏移量

**说明**

从页面开始读取坏块表。

### int read\_abs\_bbt(struct mtd\_info \* mtd，uint8\_t \* buf，struct nand\_bbt\_descr \* td，int chip)

[通用]从给定的页面开始读取坏块表

**参数**

struct mtd\_info \* mtd

MTD设备结构

uint8\_t \* buf

临时缓冲区

struct nand\_bbt\_descr\* td

坏块表的说明符

int chip

读取特定芯片的表格，-1读取所有芯片;仅适用于设置了NAND\_BBT\_PERCHIP选项的情况

**说明**

从给定的页面开始读取所有芯片的坏块表。我们假设bbt位按顺序连续排列。

### int scan\_read\_oob(struct mtd\_info\* mtd，uint8\_t\* buf，loff\_t offs，size\_t len)

[通用]扫描数据+OOB区域到缓冲器

**参数**

struct mtd\_info\* mtd

MTD设备结构

uint8\_t\* buf

临时缓冲区

loff\_t offs

扫描的偏移量

size\_t len

要读取的数据区域长度

**说明**

从数据+OOB中读取扫描读取的数据。可能遍历多个页面，在缓冲器中交错页面，OOB，页面，OOB，... 完成传输并返回“最强”纠错码条件（错误或位翻转）。可能在第一个（非ECC）错误时退出。

### void read\_abs\_bbts(struct mtd\_info\* mtd，uint8\_t\* buf，struct nand\_bbt\_descr\* td，struct nand\_bbt\_descr\* md)

[通用]从给定页面开始读取所有芯片的坏块表格（s）

**参数**

struct mtd\_info\* mtd

MTD设备结构

uint8\_t\* buf

临时缓冲区

struct nand\_bbt\_descr\* td

坏块表的说明符

struct nand\_bbt\_descr\* md

坏块表的说明符镜像

**说明**

从给定页面开始读取所有芯片的坏块表（s）。我们假设bbt位按顺序连续排列。

### int create\_bbt(struct mtd\_info\* mtd，uint8\_t\* buf，struct nand\_bbt\_descr\* bd，int chip)

[通用]通过扫描设备创建一个坏块表

**参数**

struct mtd\_info\* mtd

MTD设备结构

uint8\_t\* buf

临时缓冲区

struct nand\_bbt\_descr\* bd

用于好/坏块搜索模式的说明符

int chip

创建特定芯片的表，-1读取所有芯片;仅适用于设置了NAND\_BBT\_PERCHIP选项的情况

**说明**

通过扫描设备来创建一个坏块表，以获取给定的好/坏块标识模式。

### int search\_bbt(struct mtd\_info\* mtd，uint8\_t\* buf，struct nand\_bbt\_descr\* td)

[通用]扫描设备以获取特定的坏块表

**参数**

struct mtd\_info\* mtd

MTD设备结构

uint8\_t\* buf

临时缓冲区

struct nand\_bbt\_descr\* td

坏块表的说明符

**说明**

通过搜索给定的标识模式来读取坏块表。搜索从设备的开头向上或从末尾向下进行。搜索始终从块的开头开始。如果给出选项NAND\_BBT\_PERCHIP，则会为每个芯片搜索一个bbt，其中包含该芯片的坏块信息。这是为某些DOC设备提供支持所必需的。

bbt标识模式驻留在块中第一页的oob区域中。

### void search\_read\_bbts(struct mtd\_info\* mtd，uint8\_t\* buf，struct nand\_bbt\_descr\* td，struct nand\_bbt\_descr\* md)

[通用]扫描设备以获取坏块表格

**参数**

struct mtd\_info\* mtd

MTD设备结构

uint8\_t\* buf

临时缓冲区

struct nand\_bbt\_descr\* td

坏块表的说明符

struct nand\_bbt\_descr\* md

坏块表的说明符镜像

**说明**

搜索和读取坏块表（s）。

### int get\_bbt\_block(struct nand\_chip\* this，struct nand\_bbt\_descr\* td，struct nand\_bbt\_descr\* md，int chip)

获取第一个有效的擦除块，适合存储BBT

**参数**

struct nand\_chip\* this

NAND设备

struct nand\_bbt\_descr\* td

BBT说明

struct nand\_bbt\_descr\* md

mirror BBT说明符

int chip

芯片选择器

**说明**

此函数返回一个正的块号，指向有效的擦除块，适合存储BBT（即在保留给BBT的范围内），或者如果所有块已经被使用或标记为坏，则为-ENOSPC。如果td->pages [chip]已经指向一个有效的块，我们将重新使用它，否则我们将搜索下一个有效的块。

### void mark\_bbt\_block\_bad(struct nand\_chip\* this，struct nand\_bbt\_descr\* td，int chip，int block)

将保留给BBT的块之一标记为坏

**参数**

struct nand\_chip\* this

NAND设备

struct nand\_bbt\_descr\* td

BBT说明

int chip

芯片选择器

int block

要标记的BBT块

**说明**

为BBT保留的块可能会变坏。这个函数是标记这样的块为坏的助手。它会更新内存中的BBT，使用坏块标记标记块为坏，并使关联的td->pages []条目无效。

### int write\_bbt(struct mtd\_info\* mtd，uint8\_t\* buf，struct nand\_bbt\_descr\* td，struct nand\_bbt\_descr\* md，int chipsel)

[通用]（重新）写入坏块表

**参数**

struct mtd\_info\* mtd

MTD设备结构

uint8\_t\* buf

临时缓冲区

struct nand\_bbt\_descr\* td

坏块表的说明符

struct nand\_bbt\_descr\* md

坏块表的说明符镜像

int chipsel

选择特定芯片，-1的所有

**说明**

（重新）写入坏块表。

### int nand\_memory\_bbt(struct mtd\_info\* mtd，struct nand\_bbt\_descr\* bd)

[通用]创建基于内存的坏块表格

**参数**

struct mtd\_info \* mtd

MTD 设备结构

struct nand\_bbt\_descr \* bd

**说明**好/坏块搜索模式

**说明**

该函数通过扫描设备的制造商/软件标记的好/坏块来创建基于内存的 bbt。

### int check\_create(struct mtd\_info \* mtd, uint8\_t \* buf, struct nand\_bbt\_descr \* bd)

[GENERIC] 创建和写入 bbt(s) 如有必要。

**参数**

struct mtd\_info \* mtd

MTD 设备结构

uint8\_t \* buf

临时缓冲区

struct nand\_bbt\_descr \* bd

说明好/坏块搜索模式

**说明**

该函数检查之前读取 bbt 的结果，并在必要时创建/更新 bbt。如果芯片/设备没有找到 bbt，则需要创建 bbt。如果缺少其中一个表或者其中一个表的版本号小于另一个，则需要更新。

### void mark\_bbt\_region(struct mtd\_info \* mtd, struct nand\_bbt\_descr \* td)

[GENERIC] 标记坏块表区域

**参数**

struct mtd\_info \* mtd

MTD 设备结构

struct nand\_bbt\_descr \* td

坏块表说明符

**说明**

将坏块表区域标记为“坏”，以防止操作的意外擦除/写入。这些区域由标记 0x02 标识。

### void verify\_bbt\_descr(struct mtd\_info \* mtd, struct nand\_bbt\_descr \* bd)

验证坏**块说明符**

**参数**

struct mtd\_info \* mtd

MTD 设备结构

struct nand\_bbt\_descr \* bd

要验证的表

**说明**

此函数对坏块说明表执行几个合理性检查。

### int nand\_scan\_bbt(struct mtd\_info \* mtd, struct nand\_bbt\_descr \* bd)

[NAND 接口] 扫描、查找、读取并可能创建坏块表。

**参数**

struct mtd\_info \* mtd

MTD 设备结构

struct nand\_bbt\_descr \* bd

说明好/坏块搜索模式

**说明**

该函数检查坏块表是否已经可用。如果没有，则扫描设备以查找制造商标记的好/坏块，并将坏块表写入选定的位置。

坏块表内存在此处被分配。必须调用 nand\_free\_bbt 函数来释放它。

### int nand\_update\_bbt(struct mtd\_info \* mtd, loff\_t offs)

更新坏块表

**参数**

struct mtd\_info \* mtd

MTD 设备结构

loff\_t offs

新标记块的偏移量

**说明**

此函数更新坏块表。

### int nand\_create\_badblock\_pattern(struct nand\_chip \* this)

[INTERN] 创建 bbt 说明符结构

**参数**

struct nand\_chip \* this

用于创建**说明**符的 NAND 芯片

**说明**

此函数根据 this 的属性分配和初始化用于 BBM 检测的 nand\_bbt\_descr。新**说明**符存储在 this->badblock\_pattern 中。因此，在传递给此函数时，this->badblock\_pattern 应为 NULL。

### int nand\_isreserved\_bbt(struct mtd\_info \* mtd, loff\_t offs)

[NAND 接口] 检查块是否已预留

**参数**

struct mtd\_info \* mtd

MTD 设备结构

loff\_t offs

设备中的偏移量

### int nand\_isbad\_bbt(struct mtd\_info \* mtd, loff\_t offs, int allowbbt)

[NAND 接口] 检查块是否为坏块

**参数**

struct mtd\_info \* mtd

MTD 设备结构

loff\_t offs

设备中的偏移量

int allowbbt

允许访问坏块表区域

### int nand\_markbad\_bbt(struct mtd\_info \* mtd, loff\_t offs)

[NAND 接口] 在 BBT 中标记坏块

**参数**

struct mtd\_info \* mtd

MTD 设备结构

loff\_t offsS

标记的坏块的偏移量
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# 并行端口设备

## int parport\_yield(struct pardevice \*dev)

暂时放弃并口

**参数**

struct pardevice \*dev

并口上的设备

**说明**

如果放弃端口对其他驱动程序有帮助，该函数将放弃端口。之后，它尝试使用 parport\_claim() 恢复端口，并且返回与 parport\_claim() 相同。如果失败，则会保留未声明的端口，驱动程序有责任恢复端口。

parport\_yield() 和 parport\_yield\_blocking() 函数用于标记驱动程序中的点，其他驱动程序可以在该点声称端口并使用其设备。放弃端口类似于释放和恢复端口，但效率更高，因为如果没有其他需要端口的设备，不会采取任何措施。实际上，即使有其他设备等待但当前设备仍在其“时间片”内，也不会执行任何操作。默认的时间片为半秒钟，但可以通过 /proc 接口进行调整。

## int parport\_yield\_blocking(struct pardevice \*dev)

暂时放弃并口

**参数**

struct pardevice \*dev

并口上的设备

**说明**

如果放弃端口对其他驱动程序有帮助，该函数将放弃端口。之后，它尝试使用 parport\_claim\_or\_block() 恢复端口，并且返回与 parport\_claim\_or\_block() 相同。

## int parport\_wait\_event（struct parport \*port，signed long timeout）

等待并行端口上的事件

**参数**

struct parport \*port

要等待的端口

signed long timeout

等待的时间（以jiffies为单位）

此函数最多等待timeout个jiffies，以便在并行端口上发生中断。如果端口超时设置为零，则立即返回。

如果在超时期满之前发生中断，此函数立即返回零。如果超时，则返回1。小于零的错误代码表示错误（很可能是未处理的信号），并且调用代码应尽快完成其正在执行的操作。

## int parport\_wait\_peripheral（struct parport \*port，unsigned char mask，unsigned char result）

等待35ms以使状态线发生变化

**参数**

struct parport \*port

要监视的端口

unsigned char mask

要监视的状态线

unsigned char result

所选状态行的期望值

**说明**

此函数等待，直到掩码状态线具有期望的值，或者经过35ms（请参见IEEE 1284-1994第24至25页了解为什么硬编码了此特定值）。掩码和结果参数是位掩码，其位由parport.h中的常量PARPORT\_STATUS\_BUSY等定义。

端口将快速轮询以开始，以期望外设的快速响应。此快速轮询时间是可配置的（使用/proc），默认为500微秒。如果此端口的超时时间（参见parport\_set\_timeout（））为零，则快速轮询时间为35ms，并且此函数不调用schedule（）。

如果此端口的超时时间非零，则在快速轮询失败后使用parport\_wait\_event（）等待最多10ms，如果发生中断，则唤醒。

## int parport\_negotiate（struct parport \*port，int mode）

协商IEEE 1284模式

**参数**

struct parport \*port

要使用的端口

int mode

要协商的模式

**说明**

使用此功能以协商特定的IEEE 1284传输模式。模式参数应是以IEEE1284\_MODE\_xxx开头的parport.h中的常量之一。

如果外设接受到了指定模式的协商，则返回为0，如果外设不符合IEEE 1284标准（或不存在），则为-1，如果外设拒绝了协商，则为1。

## ssize\_t parport\_write（struct parport \*port，const void \*buffer，size\_t len）

向并行端口写入数据块

**参数**

struct parport \*port

要写入的端口

const void \*buffer

数据缓冲区（在内核空间）

size\_t len

要传输的数据字节数

**说明**

这将使用最近协商的IEEE 1284传输模式（使用parport\_negotiate（）），将最多len个字节的缓冲器写入指定的端口，只要该模式支持向前传输（从主机到外设）。

调用者有责任确保缓冲区的前len个字节有效。

此函数返回传输的字节数（如果为零或正数），否则为错误代码。

## ssize\_t parport\_read（struct parport \*port，void \*buffer，size\_t len）

从并行端口读取数据块

**参数**

struct parport \*port

要读取的端口

void \*buffer

数据缓冲区（在内核空间）

size\_t len

要传输的数据字节

**说明**

这将使用最近协商的IEEE 1284传输模式（使用parport\_negotiate（）），将端口指定的最多len个字节的缓冲区读入缓冲区，只要该模式支持反向传输（从外设到主机））。

调用者有责任确保缓冲区的前len个字节可以写入。

此函数返回传输的字节数（如果为零或正数），否则为错误代码。

## long parport\_set\_timeout（struct pardevice \*dev，long inactivity）

设置设备的不活动超时时间

**参数**

struct pardevice \*dev

端口上的设备

long inactivity

不活动超时（以jiffies为单位）

**说明**

这会为端口上的特定设备设置不活动超时时间。这会影响parport\_wait\_peripheral（）等函数。特殊值0表示在处理此设备时不要调用schedule（）。

返回是先前的不活动超时。

对此设备进行任何parport\_wait\_event（）的调用程序都会被唤醒。

## int \_\_parport\_register\_driver（struct parport\_driver \*drv，struct module \*owner，const char \*mod\_name）

注册并行端口设备驱动程序

**参数**

struct parport\_driver \*drv

说明驱动程序的结构

struct module \*owner

drv的所有者模块

const char \*mod\_name

模块名称字符串

**说明**

并行端口设备驱动程序可以调用此函数以便接收有关在系统中发现的端口以及不再可用的端口的通知。

如果devmodel为true，则使用新设备模型进行注册。

drv结构是由调用者分配的，并且在调用parport\_unregister\_driver（）之后不得解除分配。

如果使用非设备模型：驱动程序的attach（）函数可能会阻塞。attach（）给定的端口在回调的持续时间内将有效，但如果驱动程序想要复制指针，则必须调用parport\_get\_port（）来执行此操作。在该端口上调用parport\_register\_device（）将为您执行此操作。

驱动程序的detach（）函数可能会阻塞。detach（）给定的端口在回调的持续时间内将有效，但如果驱动程序想要复制指针，则必须调用parport\_get\_port（）来执行此操作。

成功返回0。非设备模型将始终成功。但是，新设备模型可能会失败并返回错误代码。

## void parport\_unregister\_driver（struct parport\_driver \* drv）

注销并口设备驱动程序

**参数**

struct parport\_driver \* drv

说明驱动程序的结构是由parport\_register\_driver（）给出的。

**说明**

当要卸载使用parport\_register\_driver（）注册的并口设备驱动程序时，应调用此函数。

当它返回时，将不再调用驱动程序的attach（）例程，并调用了each端口的attach（），并调用了detach（）例程。

当此函数返回时，保证所有驱动程序的attach（）和detach（）调用已完成。

## struct parport \* parport\_get\_port（struct parport \* port）

增加端口的引用计数

**参数**

struct parport \* port

端口

**说明**

这将确保struct parport指针有效，直到匹配的parport\_put\_port（）调用。

## void parport\_put\_port（struct parport \* port）

减少端口的引用计数

**参数**

struct parport \* port

端口

**说明**

一旦不再需要端口，就应对每个对parport\_get\_port（）的调用调用一次此调用。当引用计数达到零（端口不再使用）时，将调用free\_port。

## struct parport \* parport\_register\_port（unsigned long base，int irq，int dma，struct parport\_operations \* ops）

注册并行端口

**参数**

unsigned long base

基本I / O地址

int irq

IRQ线

int dma

DMA信道

struct parport\_operations \* ops

指向端口驱动程序的端口操作结构的指针

**说明**

当并口（低级）驱动程序发现应向并行端口设备驱动程序提供的端口时，应调用parport\_register\_port（）。对于没有意义的端口，基础，irq和dma参数供端口驱动程序方便使用，不需要设置任何特殊值。可以通过调整表示端口的返回的parport结构的相关成员来修改它们。但是，在调用parport\_announce\_port之后不应该对它们进行篡改。

如果系统中有使用parport\_register\_driver（）注册自己的并行端口设备驱动程序，则此时不会告知端口; parport\_announce\_port（）完成此操作。

ops结构由调用者分配，并且在调用parport\_remove\_port（）之前不能被释放。

如果没有内存来分配新的parport结构，则此函数将返回NULL。

## void parport\_announce\_port（struct parport \* port）

告诉设备驱动程序有关并行端口

**参数**

struct parport \* port

并行端口通告

**说明**

在端口驱动程序使用parport\_register\_port注册并执行任何必要的初始化或调整之后，应调用parport\_announce\_port（）以通知所有调用parport\_register\_driver（）的设备驱动程序。它们的attach（）函数将被调用，以port作为参数。

## void parport\_remove\_port（struct parport \* port）

注销并行端口

**参数**

struct parport \* port

要注销的并行端口

**说明**

当并行端口驱动程序被强行卸载或并行端口变为不可访问时，端口驱动程序必须调用此函数以处理仍然想要使用它的设备驱动程序。

与该端口相关联的parport结构具有其操作结构替换为包含**返回**错误的“ null”操作的结构，或者仅不执行任何操作。

使用parport\_register\_driver（）注册自己的任何驱动程序都将通过将其detach（）例程调用为参数来通知不再可以访问端口。

## struct pardevice \* parport\_register\_dev\_model（struct parport \* port，const char \* name，const struct pardev\_cb \* par\_dev\_cb，int id）

在并行端口上注册设备

**参数**

struct parport \* port

连接设备的端口

const char \* name

用于引用设备的名称

const struct pardev\_cb \* par\_dev\_cb

包含回调的结构

int id

要赋予设备的设备号

**说明**

由并行端口设备驱动程序调用此函数，表示连接了设备到端口，并告诉系统所有它需要知道的信息。

struct pardev\_cb包含指向回调函数的指针。抢占回调函数，preempt，当此设备驱动程序声称已访问端口但其他设备驱动程序想要使用它时，会被调用。它被赋予为其参数的私有，并且如果它愿意让系统代表其向另一个驱动程序释放端口，则应返回零。如果它想保持控制端口，则应返回非零，并且不会采取任何行动。在其抢占回调拒绝抢占尝试后，驱动程序在尽早机会试图释放端口是良好的礼仪。请注意，如果抢占回调允许进行抢占，就无需释放端口;它是自动完成的。此函数可能不会阻塞，因为它可能会从中断上下文调用。如果设备驱动程序不支持抢占，则可以将preempt设置为NULL。

唤醒（“kick”）回调函数wakeup在并口可用于独占访问时调用；也就是说，当从唤醒回调函数内部调用parport\_claim()时，可以保证获得成功。如果驱动程序想要声明端口，则应该这样做；否则，它不需要采取任何行动。此函数可能不会阻塞，因为它可能会从中断上下文中调用。如果设备驱动程序不想以这种方式被明确邀请声明端口，则wakeup可以为空。

中断处理程序irq\_func在并口接收到中断时调用。请注意，如果设备驱动程序想要使用中断，应该使用parport\_enable\_irq()，并且还可以检查表示端口的parportstruct 中的irq成员。

并口（低级）驱动程序是第一个调用request\_irq()并且中断处理程序首先被调用的驱动程序。该处理程序会执行必要的操作来确认中断（对于类似PC的端口，没有什么特殊的要做）。然后，它会通知IEEE 1284代码有关中断的信息，这可能涉及根据当前IEEE 1284阶段对IEEE 1284事件做出反应。之后，它会调用irq\_func。不用说，irq\_func将从中断上下文中调用，并且可能不会阻塞。

PARPORT\_DEV\_EXCL标志用于防止共享端口，因此只有在无法共享端口且会导致不正确行为时才应该使用它。请谨慎使用！通常，标志将为零。

此函数返回一个表示端口上设备的struct 指针，如果没有足够的内存来分配该struct 的空间，则返回NULL。

## void parport\_unregister\_device（struct pardevice \* dev）

撤销并口注册设备

**参数**：

struct pardevice \* dev

表示设备的struct 指针

这撤销了parport\_register\_device()的效果。

## struct parport \* parport\_find\_number（int number）

按编号查找并口

**参数**：

int number

并口编号

这会返回指定编号的并口，如果没有则返回NULL。

已经有一个隐式的parport\_get\_port()；要丢弃parport\_find\_number()给出的端口引用，请使用parport\_put\_port()。

## struct parport \* parport\_find\_base（unsigned long base）

按基地址查找并口

**参数**：

unsigned long base

基本I/O地址

这会返回具有指定基地址的并口，如果没有则返回NULL。

已经有一个隐式的parport\_get\_port()；要丢弃parport\_find\_base()给出的端口引用，请使用parport\_put\_port()。

## int parport\_claim（struct pardevice \* dev）

声明并口设备访问

**参数**：

struct pardevice \* dev

表示端口上设备的struct 指针

此函数不会阻塞，因此可以从中断上下文中使用。如果parport\_claim()成功声明对端口的访问权限，则返回零，并且该端口可用于使用。如果端口正在由另一个驱动程序使用并且该驱动程序不愿放弃对端口的控制，则可能会失败（返回非零值）。

## int parport\_claim\_or\_block（struct pardevice \* dev）

声明并口设备访问

**参数**：

struct pardevice \* dev

表示端口上设备的struct 指针

这与parport\_claim()行为相同，但如果必要等待端口空闲，它将会阻塞。返回为1表示它睡眠；0表示它成功而无需睡眠。负错误代码表示失败。

## void parport\_release（struct pardevice \* dev）

放弃对并口设备的访问

**参数**：

struct pardevice \* dev

表示并口设备的struct 指针

此函数不能失败，但是不应该在未声明端口的情况下进行调用。同样，如果端口已被声明，则不应再次尝试声明它。

## struct pardevice \* parport\_open（int devnum，const char \* name）

按规范设备编号查找设备

**参数**：

int devnum

规范设备编号

const char \* name

与设备相关联的名称

此函数类似于parport\_register\_device()，但它通过其编号而不是其附加到的端口来定位设备。

除devnum之外，所有参数都与parport\_register\_device()相同。返回与parport\_register\_device()相同。

## void parport\_close（struct pardevice \* dev）

关闭通过parport\_open()打开的设备

**参数**：

struct pardevice \* dev

要关闭的设备

这对应于parport\_open()，就像parport\_unregister\_device()对应于parport\_register\_device()。

**说明**

设置端口FIFO超时值。cflag值应反映实际的硬件设置。

# 16x50 串口驱动

## void uart\_update\_timeout(struct uart\_port \* port, unsigned int cflag, unsigned int baud)

更新每端口FIFO超时.

**参数**

struct uart\_port \* port

描述端口的 uart\_port 结构

unsigned int cflag

termios cflag 值

unsigned int baud

端口速度

**说明**

设置端口 FIFO 超时值。cflag值应该反映实际的硬件设置

## unsigned int uart\_get\_baud\_rate(struct uart\_port \* port, struct ktermios \* termios, struct ktermios \* old, unsigned int min, unsigned int max)

返回特定端口的波特率

**参数**

struct uart\_port \* port

说明所讨论端口的uart\_port结构。

struct ktermios \* termios

所需的termios设置。

struct ktermios \* old

旧的termios（或为NULL）

unsigned int min

最小接受的波特率

unsigned int max

最大接受的波特率

**说明**

将termios结构解码为数字波特率，考虑到魔法的38400波特率（具有spd\_\*标志），并将B0比特率映射到9600波特率。

如果新的波特率无效，请尝试旧的termios设置。如果仍然无效，我们尝试9600波特率。

更新termios结构以反映实际使用的波特率。不要为请求B0（“挂起”）的情况执行此操作。

## unsigned int uart\_get\_divisor(struct uart\_port \* port, unsigned int baud)

返回串行端口时钟除数

**参数**

struct uart\_port \* port

说明端口的uart\_port结构。

unsigned int baud

所需的波特率

**说明**

计算端口的串行端口时钟除数。

## void uart\_console\_write（struct uart\_port \* port，const char \* s，unsigned int count，void（\* putchar）（struct uart\_port \*，int）

向串行端口写入控制台消息

**参数**

struct uart\_port \* port

要写入消息的端口

const char \* s

字符数组

unsigned int count

要写入的字符串中的字符数

void（\*）（struct uart\_port \*，int）putchar

写入字符到端口的函数

## int uart\_parse\_earlycon（char \* p，unsigned char \* iotype，resource\_size\_t \* addr，char \*\* options）

解析早期连接选项

**参数**

char \* p

指向第二个字段的指针（即，仅超出'<name>，'）

unsigned char \* iotype

解码的iotype的指针（输出）

resource\_size\_t \* addr

解码的mapbase/ iobase的指针（输出）

char \*\* options

<选项>字段的指针；如果不存在，则为NULL（输出）

**说明**

解码形式为

earlycon = <name>，io | mmio | mmio16 | mmio32 | mmio32be | mmio32native，<addr>，<options> console = <name>，io | mmio | mmio16 | mmio32 | mmio32be | mmio32native，<addr>，<options>的早期连接内核命令行参数。

还接受<name>，0x<addr>，<options>的可选形式；返回的iotype将为UPIO\_MEM。

成功返回0，失败返回-EINVAL

## void uart\_parse\_options（const char \* options，int \* baud，int \* parity，int \* bits，int \* flow）

解析串行端口波特率/奇偶校验位/数据位/流控制。

**参数**

const char \* options

指向选项字符串的指针

int \* baud

指向波特率的“int”变量的指针。

int \* parity

指向奇偶校验位的“int”变量的指针。

int \* bits

指向数据位的“int”变量的指针。

int \* flow

指向流控制字符的“int”变量的指针。

**说明**

uart\_parse\_options解码包含串行控制台选项的字符串。字符串的格式为<baud><parity><bits><flow>，例如：115200n8r

## int uart\_set\_options（struct uart\_port \* port，struct console \* co，int baud，int parity，int bits，int flow）

设置串行控制台参数

**参数**

struct uart\_port \* port

指向串行端口uart\_port结构的指针

struct console \* co

控制台指针

int baud

波特率

int parity

奇偶校验字符 - 'n'（无），'o'（奇数），'e'（偶数）

int bits

数据位数

int flow

流控制字符 - 'r'（rts）

## int uart\_register\_driver（struct uart\_driver \* drv）

使用串行控制器内核层注册驱动程序

**参数**

struct uart\_driver \* drv

低级驱动程序结构

**说明**

将串行控制器驱动程序注册到核心驱动程序。我们反过来向tty层注册，并初始化每个端口状态的核心驱动程序。

我们在/proc/tty/driver中有一个名为正常驱动程序的proc文件。

drv->port应为NULL，并且在此调用成功后，应使用uart\_add\_one\_port注册每个端口结构。

## void uart\_unregister\_driver（struct uart\_driver \* drv）

从串行控制器核心层中移除驱动程序

**参数**

struct uart\_driver \* drv

低级驱动程序结构

**说明**

从核心驱动程序中删除对驱动程序的所有引用。必须通过uart\_remove\_one\_port()从低级驱动程序中删除所有端口，如果使用uart\_add\_one\_port()注册了端口。 (即，drv->port == NULL)

## int uart\_add\_one\_port（struct uart\_driver \* drv，struct uart\_port \* uport）

附加驱动程序**定义**的端口结构

**参数**

struct uart\_driver \* drv

用于此端口的串行低级驱动程序结构的指针

struct uart\_port \* uport

用于此端口的串行端口结构。

**说明**

这允许驱动程序使用核心驱动程序注册自己的uart\_port结构。主要目的是允许低级串口驱动程序扩展uart\_port，而不是有更多的结构层次。

## int uart\_remove\_one\_port（struct uart\_driver \* drv，struct uart\_port \* uport）

分离驱动程序定义的端口结构

**参数**

struct uart\_driver \* drv

用于此端口的串行低级驱动程序结构的指针

struct uart\_port \* uport

该端口的uart端口struct

**说明**

此函数将指定的端口struct 从核心驱动程序中解绑（并挂断）。将不再对此端口调用低级别代码。

## void uart\_handle\_dcd\_change（struct uart\_port \* uport，unsigned int status）

处理承载检测状态变化

**参数**

struct uart\_port \* uport

打开端口的uart\_port结构

unsigned int status

新的承载检测状态，非零则为活动状态

**说明**

调用者必须持有uport->lock

## void uart\_handle\_cts\_change（struct uart\_port \* uport，unsigned int status）

处理清除发送状态变化

**参数**

struct uart\_port \* uport

打开端口的uart\_port结构

unsigned int status

新的清除发送状态，非零则为活动状态

**说明**

调用者必须持有uport->lock

## void uart\_insert\_char（struct uart\_port \* port，unsigned int status，unsigned int overrun，unsigned int ch，unsigned int flag）

将字符推入uart层

**参数**

struct uart\_port \* port

相应端口

unsigned int status

串行端口RX缓冲区的状态（8250的LSR）

unsigned int overrun

status中溢出位的掩码

unsigned int ch

要推送的字符

unsigned int flag

字符的标志（见TTY\_NORMAL和friends）

**说明**

用户负责在完成插入后调用tty\_flip\_buffer\_push。

## void uart\_get\_rs485\_mode（struct device \* dev，struct serial\_rs485 \* rs485conf）

检索给定串口的rs485属性

**参数**

struct device \* dev

uart设备

struct serial\_rs485 \* rs485conf

输出参数

**说明**

此函数实现了Documentat中说明的设备树绑定/serial/rs485.txt。

## struct uart\_8250\_port \* serial8250\_get\_port（int line）

检索struct uart\_8250\_port

**参数**

int line

串行线路编号

**说明**

此函数检索特定线路的struct uart\_8250\_port。此struct 必须不用于执行除其他方式不可访问的8250或串行核心操作以外的任何操作。它的唯一目的是使struct可访问运行时-pm回调以进行上下文挂起/恢复。这里所做的锁定假设是没有的，因为如果端口上执行任何操作，就不应调用运行时-pm挂起/恢复回调。

## void serial8250\_suspend\_port（int line）

挂起一个串行端口

**参数**

int line

串行线路编号

**说明**

挂起一个串行端口。

## void serial8250\_resume\_port（int line）

恢复一个串行端口

**参数**

int line

串行线路编号

**说明**

恢复一个串行端口。

## int serial8250\_register\_8250\_port（struct uart\_8250\_port \* up）

注册一个串口

**参数**

struct uart\_8250\_port \* up

串口模板

**说明**

为指定的串行端口配置串行端口。如果端口存在并正在使用，则会挂断并注销它。

然后会探测该端口，如果需要，IRQ会自动检测。如果失败，会返回一个错误。

成功后，端口准备好使用，将返回线路编号。

## void serial8250\_unregister\_port（int line）

在运行时删除一个16x50串行端口

**参数**

int line

串行线路编号

**说明**

删除一个串行端口。这可能不会从中断上下文中调用。我们将该端口交回我们的控制。

# 脉冲宽度调制 (PWM)

脉宽调制是一种主要用于控制供电到电气设备的调制技术。

PWM框架为PWM信号的提供者和消费者提供了一个抽象。提供一个或多个PWM信号的控制器被注册为struct pwm\_chip。提供者应将此结构嵌入驱动程序特定的结构中。该结构包含说明特定芯片的字段。

芯片公开了一个或多个PWM信号源，每个信号源都以struct pwm\_device的形式公开。可以对PWM设备执行操作，以控制信号的周期、占空比、极性和活动状态。

请注意，PWM设备是独占资源：它们始终只能由一个消费者同时使用。

## enum pwm\_polarity

PWM信号的极性

**常量**

PWM\_POLARITY\_NORMAL

高电平信号持续时间为占空比，其余脉冲周期为低电平信号

PWM\_POLARITY\_INVERSED

低电平信号持续时间为占空比，其余脉冲周期为高电平信号

## struct pwm\_args

与电路板相关的PWM参数

**定义**

struct pwm\_args {

u64 period;

enum pwm\_polarity polarity;

};

**成员**

period

参考周期

polarity

参考极性

**说明**

此结构说明了附加到PWM设备的与电路板相关的参数。这些参数通常从PWM查找表或设备树中检索。

请勿将此与PWM状态混淆：PWM参数表示用户希望在此PWM设备上使用的初始配置，而不是当前的PWM硬件状态。

## struct pwm\_device

PWM通道对象

**定义**

struct pwm\_device {

const char \*label;

unsigned long flags;

unsigned int hwpwm;

unsigned int pwm;

struct pwm\_chip \*chip;

void \*chip\_data;

struct pwm\_args args;

struct pwm\_state state;

};

**成员**

label

PWM 设备的名称

flags

与 PWM 设备关联的标志

hwpwm

PWM设备的每芯片相对索引

pwm

PWM 设备的全局索引

chip

提供此PWM设备的PWM芯片

chip\_data

与 PWM 设备关联的芯片专用数据

args

脉宽调制参数

state

当前 PWM 通道状态

## void pwm\_get\_state(const struct [pwm\_device](https://www.kernel.org/doc/html/latest/driver-api/miscellaneous.html" \l "c.pwm_device" \o "pwm_device) \*pwm, struct pwm\_state \*state)

检索当前PWM状态

**参数**

const struct pwm\_device \*pwm

PWM设备

struct pwm\_state \*state

用当前PWM状态填充的状态

## void pwm\_init\_state(const struct pwm\_device \*pwm, struct pwm\_state \*state)

准备新状态，以便应用于pwm\_apply\_state()

**参数**

const struct pwm\_device \*pwm

PWM设备

struct pwm\_state \*state

用准备好的PWM状态填充的状态

**说明**

这个函数准备一个状态，稍后可以调整并应用到PWM设备上，调用pwm\_apply\_state()。这是一个方便的函数，它首先检索当前PWM状态，然后用pwm->args中定义的参考值替换周期和极性字段。一旦函数返回，您可以根据需要调整->enabled和->duty\_cycle字段，然后调用pwm\_apply\_state()。

pwm\_apply\_state()->duty\_cycle最初设置为零，避免当前->duty\_cycle值超过pwm\_args->period值的情况，否则如果用户在调整->duty\_cycle之前调用pwm\_apply\_state()，会触发一个错误。

## unsigned int pwm\_get\_relative\_duty\_cycle(const struct pwm\_state \*state, unsigned int scale)

获取相对占空比值

**参数**

const struct pwm\_state \*state

要从中提取占空比的PWM状态

unsigned int scale

相对占空比的目标比例尺

**说明**

这个函数将存储在状态中的绝对占空比（以纳秒表示）转换为相对于周期的值。

例如，如果您想以百分比表示占空比，请调用：

pwm\_get\_state(pwm, state); duty = pwm\_get\_relative\_duty\_cycle(state, 100);

## int pwm\_set\_relative\_duty\_cycle(struct pwm\_state \*state, unsigned int duty\_cycle, unsigned int scale)

设置相对占空比值

**参数**

struct pwm\_state \*state

要填充的PWM状态

unsigned int duty\_cycle

相对占空比值

unsigned int scale

占空比表达的比例尺

**说明**

这个函数将相对值转换为绝对占空比（以纳秒为单位），并将结果放在state->duty\_cycle中。

例如，如果您想配置50%的占空比，请调用：

pwm\_init\_state(pwm, state); pwm\_set\_relative\_duty\_cycle(state, 50, 100); pwm\_apply\_state(pwm, state);

如果duty\_cycle和/或scale不一致（scale == 0或duty\_cycle> scale），则此函数返回-EINVAL。

## struct pwm\_ops

**定义**

struct pwm\_ops {

int (\*request)(struct pwm\_chip \*chip, struct pwm\_device \*pwm);

void (\*free)(struct pwm\_chip \*chip, struct pwm\_device \*pwm);

int (\*config)(struct pwm\_chip \*chip, struct pwm\_device \*pwm, int duty\_ns, int period\_ns);

int (\*set\_polarity)(struct pwm\_chip \*chip, struct pwm\_device \*pwm, enum pwm\_polarity polarity);

int (\*capture)(struct pwm\_chip \*chip, struct pwm\_device \*pwm, struct pwm\_capture \*result, unsigned long timeout);

int (\*enable)(struct pwm\_chip \*chip, struct pwm\_device \*pwm);

void (\*disable)(struct pwm\_chip \*chip, struct pwm\_device \*pwm);

int (\*apply)(struct pwm\_chip \*chip, struct pwm\_device \*pwm, struct pwm\_state \*state);

void (\*get\_state)(struct pwm\_chip \*chip, struct pwm\_device \*pwm, struct pwm\_state \*state);

#ifdef CONFIG\_DEBUG\_FS;

void (\*dbg\_show)(struct pwm\_chip \*chip, struct seq\_file \*s);

#endif;

struct module \*owner;

};

**成员**

request

用于请求 PWM 的可选挂钩

free

用于释放 PWM 的可选挂钩

config

为此 PWM 配置占空比和周期长度

set\_polarity

配置此 PWM 的极性

capture

捕获并报告 PWM 信号

enable

启用 PWM 输出切换

disable

禁用 PWM 输出切换

apply

自动应用新的 PWM 配置。state 参数应根据实际硬件配置进行调整（如果近似于周期或 duty\_cycle 值，state 应反映出来）

get\_state

获取当前 PWM 状态。当 PWM 芯片注册时，每个 PWM 设备只调用一次此函数。

dbg\_show

在 debugfs 中显示内容的可选例程

owner

有助于防止移除输出有源 PWM 的模块

## struct pwm\_chip

抽象一个PWM控制器

**定义**

struct pwm\_chip {

struct device \*dev;

struct list\_head list;

const struct pwm\_ops \*ops;

int base;

unsigned int npwm;

struct pwm\_device \*pwms;

struct pwm\_device \* (\*of\_xlate)(struct pwm\_chip \*pc, const struct of\_phandle\_args \*args);

unsigned int of\_pwm\_n\_cells;

};

**成员**

dev

提供 PWM 的设备

list

列出供内部使用的节点

ops

此 PWM 控制器的回调

base

本芯片控制的第一个PWM数

npwm

该芯片控制的PWM数量

pwms

由框架分配的 PWM 设备数组

of\_xlate

在给定设备树 PWM 说明符的情况下请求 PWM 设备

of\_pwm\_n\_cells

设备树 PWM 说明符中预期的单元数

## struct pwm\_capture

PWM捕获数据

**定义**

struct pwm\_capture {

unsigned int period;

unsigned int duty\_cycle;

};

**成员**

period

PWM 信号的周期（以纳秒为单位）

duty\_cycle

PWM 信号的占空比（以纳秒为单位）

## int pwm\_config( struct [pwm\_device](https://www.kernel.org/doc/html/v4.19/driver-api/miscellaneous.html" \l "c.pwm_device" \o "脉宽调制设备) \*  pwm , int  duty\_ns , int  period\_ns )

更改 PWM 设备配置

**参数**

struct pwm\_device \* pwm

PWM设备

int duty\_ns

“开启”时间（以纳秒为单位）

int period\_ns

一个周期的持续时间（以纳秒为单位）

**返回**

成功时为 0，失败时为负错误代码。

## int pwm\_set\_polarity( struct [pwm\_device](https://www.kernel.org/doc/html/v4.19/driver-api/miscellaneous.html" \l "c.pwm_device" \o "脉宽调制设备) \*  pwm , enum [pwm\_polarity](https://www.kernel.org/doc/html/v4.19/driver-api/miscellaneous.html" \l "c.pwm_polarity" \o "脉宽调制极性) 极性)

配置 PWM 信号的极性

**参数**

struct pwm\_device \* pwm

PWM设备

enum pwm\_polarity polarity

PWM 信号的新极性

**说明**

注意，当PWM设备启用时无法配置极性。

**返回**

成功返回0，失败返回负数错误代码。

## int pwm\_enable(struct pwm\_device \* pwm)

启动PWM输出切换

**参数**

struct pwm\_device \* pwm

PWM设备

**返回**

成功返回0，失败返回负数错误代码。

## void pwm\_disable(struct pwm\_device \* pwm)

停止PWM输出切换

**参数**

struct pwm\_device \* pwm

PWM设备

## int pwm\_set\_chip\_data(struct pwm\_device \* pwm，void \* data)

设置PWM的私有芯片数据

**参数**

struct pwm\_device \* pwm

PWM设备

void \* data

指向芯片特定数据的指针

**返回**

成功返回0，失败返回负数错误代码。

## void \* pwm\_get\_chip\_data(struct pwm\_device \* pwm)

获取PWM的私有芯片数据

**参数**

struct pwm\_device \* pwm

PWM设备

返回

返回PWM设备芯片专用数据的指针。

## int pwmchip\_add\_with\_polarity(struct pwm\_chip \* chip，enum pwm\_polarity polarity)

注册新的PWM芯片

**参数**

struct pwm\_chip \* chip

要添加的PWM芯片

枚举pwm\_polarity polarity

PWM频道的初始极性

**说明**

注册新的PWM芯片。如果chip->base < 0，则使用动态分配的基本值。所有通道的初始极性由极性参数指定。

**返回**

成功返回0，失败返回负数错误代码。

## int pwmchip\_add(struct pwm\_chip \* chip)

注册新的PWM芯片

**参数**

struct pwm\_chip \* chip

要添加的PWM芯片

**说明**

注册新的PWM芯片。

**返回**

成功返回0，失败返回负数错误代码。

## int pwmchip\_remove(struct pwm\_chip \* chip)

删除PWM芯片

**参数**

struct pwm\_chip \* chip

要删除的PWM芯片

**说明**

删除PWM芯片。如果PWM芯片提供的PWM设备仍在请求，则此函数可能会返回忙。

**返回**

成功返回0，失败返回负数错误代码。

## struct pwm\_device \* pwm\_request(int pwm，const char \* label)

请求PWM设备

**参数**

int pwm

全局PWM设备索引

const char \* label

PWM设备标签

**说明**

此函数已弃用，请改用pwm\_get()。

**返回**

指向PWM设备的指针或ERR\_PTR（）编码的错误代码（如果失败）。

## struct pwm\_device \* pwm\_request\_from\_chip(struct pwm\_chip \* chip，unsigned int index，const char \* label)

相对于PWM芯片请求PWM设备

**参数**

struct pwm\_chip \* chip

PWM芯片

unsigned int index

要请求的PWM的每芯片索引

const char \* label

此PWM的文字说明字符串

**返回**

返回给定PWM芯片给定索引处的PWM设备的指针。如果索引不适用于指定的PWM芯片或无法请求PWM设备，则返回负错误代码。

## void pwm\_free(struct pwm\_device \* pwm)

释放PWM设备

**参数**

struct pwm\_device \* pwm

PWM设备

**说明**

此函数已弃用，请改用pwm\_put()。

## int pwm\_apply\_state(struct pwm\_device \* pwm，const struct pwm\_state \* state)

原子地将新状态应用于PWM设备

**参数**

struct pwm\_device \* pwm

PWM设备

const struct pwm\_state \* state

要应用的新状态

## int pwm\_capture(struct pwm\_device \* pwm，struct pwm\_capture \* result，unsigned long timeout)

捕获并报告PWM信号

**参数**

struct pwm\_device \* pwm

PWM设备

struct pwm\_capture \* result

填充捕获结果的结构

unsigned long timeout

等待的时间（以毫秒为单位），在放弃捕获之前

**返回**

成功返回0，失败返回负数错误代码。

## int pwm\_adjust\_config(struct pwm\_device \* pwm)

将当前PWM配置调整为PWM参数

**参数**

struct pwm\_device \* pwm

PWM设备

**说明**

此函数将PWM配置调整为由DT或PWM查找表提供的PWM参数。这对于将引导加载程序配置适应Linux配置特别有用。

## struct pwm\_device \* of\_pwm\_get（struct device\_node \* np，const char \* con\_id）

通过PWM框架请求PWM

**参数**

struct device\_node \* np

从中获取PWM的设备节点

const char \* con\_id

消费者名称

**说明**

返回从设备树节点的“pwms”属性中指定的phandle和索引解析的PWM设备，或失败的负错误代码。从设备树解析的值存储在返回的PWM设备对象中。

如果con\_id为NULL，则请求列在“pwms”属性中的第一个PWM设备。否则，“pwm-names”属性用于反向查找PWM索引。这也意味着“pwm-names”属性对于通过con\_id参数查找PWM设备的设备变得强制。

**返回**

请求的PWM设备指针或在失败时编码错误代码的ERR\_PTR()。

## struct pwm\_device \*pwm\_get(struct device \*dev, const char \*con\_id)

查找并请求PWM设备

**参数**

struct device \*dev

PWM消费者设备

const char \*con\_id

消费者名称

**说明**

首先使用DT进行查找。如果设备没有从设备树实例化，则通过板设置代码提供的表查找PWM芯片和相对索引（请参见pwm\_add\_table()）。

一旦找到PWM芯片，指定的PWM设备将被请求并准备好使用。

**返回**

请求的PWM设备指针或在失败时编码错误代码的ERR\_PTR()。

## void pwm\_put(struct pwm\_device \*pwm)

释放PWM设备

**参数**

struct pwm\_device \*pwm

PWM设备

## struct pwm\_device \*devm\_pwm\_get(struct device \*dev, const char \*con\_id)

资源管理的pwm\_get()

**参数**

struct device \*dev

PWM消费者设备

const char \*con\_id

消费者名称

**说明**

此函数类似于pwm\_get()，但获取的PWM设备将在驱动程序分离时自动释放。

**返回**

请求的PWM设备指针或在失败时编码错误代码的ERR\_PTR()。

## struct pwm\_device \*devm\_of\_pwm\_get(struct device \*dev, struct device\_node \*np, const char \*con\_id)

资源管理的of\_pwm\_get()

**参数**

struct device \*dev

PWM消费者设备

struct device\_node \*np

从中获取PWM的设备节点

const char \*con\_id

消费者名称

**说明**

此函数类似于of\_pwm\_get()，但获取的PWM设备将在驱动程序分离时自动释放。

**返回**

请求的PWM设备指针或在失败时编码错误代码的ERR\_PTR()。

## void devm\_pwm\_put(struct device \*dev, struct pwm\_device \*pwm)

资源管理的pwm\_put()

**参数**

struct device \*dev

PWM消费者设备

struct pwm\_device \*pwm

PWM设备

**说明**

释放以前使用devm\_pwm\_get()分配的PWM。通常不需要调用此函数，因为devm分配的资源会在驱动程序分离时自动释放。

# W1: Dallas的 1-wire总线

## 内核内部的W1接口

### include/linux/w1.h

W1内核接口函数

#### struct w1\_reg\_num

断开的从属设备ID

**定义**

struct w1\_reg\_num {

#if defined(\_\_LITTLE\_ENDIAN\_BITFIELD);

\_\_u64 family:8,id:48, crc:8;

#elif defined(\_\_BIG\_ENDIAN\_BITFIELD);

\_\_u64 crc:8,id:48, family:8;

#else;

#error "Please fix <asm/byteorder.h>";

#endif;

};

**成员**

family

标识设备类型

ID

与家族一起是唯一的设备ID

crc

其他字节的校验和

crc

其他字节的校验和

id

与家族一起是唯一的设备ID

family

标识设备类型

#### struct w1\_slave

在总线上持有单个从设备

**定义**

struct w1\_slave {

struct module \*owner;

unsigned char name[W1\_MAXNAMELEN];

struct list\_head w1\_slave\_entry;

struct w1\_reg\_num reg\_num;

atomic\_t refcnt;

int ttl;

unsigned long flags;

struct w1\_master \*master;

struct w1\_family \*family;

void \*family\_data;

struct device dev;

struct device \*hwmon;

};

**成员**

owner

指向单线“wire”内核模块。

name

设备 ID 是 ascii。

w1\_slave\_entry

链表的数据

reg\_num

二进制的slave id

refcnt

引用计数，0时删除

ttl

每次搜索递减此奴隶未找到，在 0 deatch

flags

W1\_SLAVE\_ACTIVE W1\_SLAVE\_DETACH 的位标志

master

这个奴隶所在的总线

family

设备系列类型模块

family\_data

家庭模块使用的指针

dev

内核设备标识符

hwmon

指向 hwmon 设备的指针

#### struct w1\_bus\_master

总线主机上可用的操作

**定义**

struct w1\_bus\_master {

void \*data;

u8 (\*read\_bit)(void \*);

void (\*write\_bit)(void \*, u8);

u8 (\*touch\_bit)(void \*, u8);

u8 (\*read\_byte)(void \*);

void (\*write\_byte)(void \*, u8);

u8 (\*read\_block)(void \*, u8 \*, int);

void (\*write\_block)(void \*, const u8 \*, int);

u8 (\*triplet)(void \*, u8);

u8 (\*reset\_bus)(void \*);

u8 (\*set\_pullup)(void \*, int);

void (\*search)(void \*, struct w1\_master \*, u8, w1\_slave\_found\_callback);

};

**成员**

data

下面所有函数的第一个参数

read\_bit

采样线路电平返回读取的电平（0 或 1）

write\_bit

设置线路电平

touch\_bit

真正支持 1-wire 协议的设备的最低级功能。touch\_bit(0) = write-0 cycle touch\_bit(1) = write-1 / read cycle 返回读取的位（0 或 1）

read\_byte

读取一个字节。与 8 个 touch\_bit(1) 调用相同。 返回读取的字节

write\_byte

写入一个字节。与 8 个 touch\_bit(x) 调用相同。

read\_block

同一系列read\_byte()调用 返回读取的字节数

write\_block

与一系列write\_byte()调用相同

triplet

结合两次读取和一次智能写入以进行 ROM 搜索 返回bit0=Id bit1=comp\_id bit2=dir\_taken

reset\_bus

long write-0 with a read for the presence pulse detection return -1=错误，0=设备存在，1=不存在设备

set\_pullup

发出指定持续时间的强上拉脉冲。 返回-1=错误，0=完成

search

非常好的硬件可以处理不同类型的 ROM 搜索 w1\_master\* 传递给从发现回调。u8 是 search\_type、W1\_SEARCH 或 W1\_ALARM\_SEARCH

**注**

read\_bit和write\_bit是非常低级的函数，只应该在不真正支持单线操作的硬件，如并行/串行端口中使用。只定义read\_bit和write\_bit或至少定义touch\_bit和reset\_bus.

#### enum w1\_master\_flags

位字段在w1\_master.flags中使用

**常量**

W1\_ABORT\_SEARCH

在关闭时提前中止搜索

W1\_WARN\_MAX\_COUNT

达到最大计数时限制警告

#### struct w1\_master

每个总线主设备一个

**定义**

struct w1\_master {

struct list\_head w1\_master\_entry;

struct module \*owner;

unsigned char name[W1\_MAXNAMELEN];

struct mutex list\_mutex;

struct list\_head slist;

struct list\_head async\_list;

int max\_slave\_count, slave\_count;

unsigned long attempts;

int slave\_ttl;

int initialized;

u32 id;

int search\_count;

u64 search\_id;

atomic\_t refcnt;

void \*priv;

int enable\_pullup;

int pullup\_duration;

long flags;

struct task\_struct \*thread;

struct mutex mutex;

struct mutex bus\_mutex;

struct device\_driver \*driver;

struct device dev;

struct w1\_bus\_master \*bus\_master;

u32 seq;

};

**成员**

w1\_master\_entry

主设备链接列表

owner

模块所有者

name

动态分配总线名称

list\_mutex

保护slist和async\_list

slist

从设备链表

async\_list

Netlink命令链表执行

max\_slave\_count

一次最多搜索的从设备数

slave\_count

已知从设备数

attempts

搜索次数

slave\_ttl

从设备超时前的搜索次数

initialized

防止init/removal比赛条件

id

w1总线编号

search\_count

自动搜索次数，-1为无限

search\_id

允许继续搜索

refcnt

引用计数

priv

私有数据存储

enable\_pullup

允许强拉电

pullup\_duration

下一次强拉电的时间

flags

w1\_master\_flags之一

thread

总线搜索和Netlink命令的线程

mutex

保护大部分的w1\_master

bus\_mutex

保护并发总线访问

driver

sysfs驱动程序

dev

sysfs设备

bus\_master

可用的IO操作

seq

用于Netlink广播的序列号

#### struct w1\_family\_ops

一种家族类型的操作

**定义**

struct w1\_family\_ops {

int (\*add\_slave)(struct w1\_slave \*sl);

void (\*remove\_slave)(struct w1\_slave \*sl);

const struct attribute\_group \*\*groups;

const struct hwmon\_chip\_info \*chip\_info;

};

**成员**

add\_slave

添加从设备

remove\_slave

删除从设备

groups

系统组

chip\_info

指向struct hwmon\_chip\_info的指针

#### struct w1\_family

参考计数家族结构

**定义**

struct w1\_family {

struct list\_head family\_entry;

u8 fid;

const struct w1\_family\_ops \*fops;

const struct of\_device\_id \*of\_match\_table;

atomic\_t refcnt;

};

**成员**

family\_entry

家族链接列表

fid

8位家族标识符

fops

此家族的操作

of\_match\_table

打开固件匹配表

refcnt

参考计数器

#### module\_w1\_family (\_\_w1\_family)

用于注册1-wire家族驱动程序的辅助宏

**参数**

\_\_w1\_family

w1\_family struct

**说明**

用于1-Wire家族，它们在模块初始化/ 退出中不进行任何特殊操作。 这样可以消除很多样板文件。 每个模块只能使用此宏一次，并调用它将替换module\_init（）和module\_exit（）

### drivers/w1/w1.c

W1核心功能。

#### void w1\_search(**struct** w1\_master \*dev, u8 search\_type, w1\_slave\_found\_callback cb)

执行ROM搜索并注册找到的任何设备。

**参数**

struct w1\_master \*dev

要搜索的主设备

u8 search\_type

W1\_SEARCH搜索所有设备，或W1\_ALARM\_SEARCH仅返回处于警报状态的设备

w1\_slave\_found\_callback cb

找到设备时要调用的函数

**说明**

1-wire搜索是一种简单的二叉树搜索。 对于地址的每个位，我们读取两个位并写入一个位。 写入的位将使所有不匹配该位的devies进入睡眠状态。 当两个读取不同时，方向选择是显而易见的。 当两个位都为0时，我们必须选择一条路径。 当我们可以扫描所有64位而不必选择路径时，我们完成了。

请参阅 www.maxim-ic.com上的“应用说明187 1-wire 搜索算法”

#### int w1\_process\_callbacks(struct [w1\_master](https://www.kernel.org/doc/html/latest/driver-api/w1.html" \l "c.w1_master" \o "w1_master) \*dev)

执行每个dev->async\_list回调条目

**参数**

struct w1\_master \*dev

w1\_master设备

**说明**

必须保持w1主列表\_type\_mutex。

**返回**

如果有要执行的命令，则为1，否则为0

### drivers/w1/w1\_family.c

允许注册设备族操作。

#### int w1\_register\_family(struct w1\_family \*newf)

注册设备族驱动程序

**参数**

struct w1\_family \*newf

要注册的家族

#### void w1\_unregister\_family(struct w1\_family \*fent)

注销设备族驱动程序

**参数**

struct w1\_family \*fent

要取消注册的家族

### drivers/w1/w1\_internal.h

主设备的W1内部初始化

#### struct w1\_async\_cmd

从w1\_process kthread执行回调

**定义**

struct w1\_async\_cmd {

struct list\_head async\_entry;

void (\*cb)(struct w1\_master \*dev, struct w1\_async\_cmd \*async\_cmd);

};

**成员**

async\_entry

链接条目

cb

回调函数，必须在返回之前列出并销毁此列表

**说明**

当插入到w1\_master async\_list中时，将执行w1\_process回调。 将其嵌入具有命令详细信息的结构中

### drivers/w1/w1\_int.c

主设备的W1内部初始化。

#### int w1\_add\_master\_device(struct w1\_bus\_master \*master)

注册新主设备

**参数**

struct w1\_bus\_master \*master

注册的主设备总线设备

#### void w1\_remove\_master\_device(struct w1\_bus\_master \*bm)

注销主设备

**参数**

struct w1\_bus\_master \*bm

要删除的主设备总线设备

### drivers/w1/w1\_netlink.h

W1外部netlink API结构和命令

#### enum w1\_cn\_msg\_flags

cn\_msg.flags结构体的位域标志

**常量**

W1\_CN\_BUNDLE

将请求捆绑到较少的消息中回复。准备在一个数据包中处理多个struct cn\_msg、struct\_w1\_netlink\_msg和struct\_w1\_netlink\_cmd

#### enum w1\_netlink\_message\_types

消息类型

**常量**

W1\_SLAVE\_ADD

通知添加了一个从设备

W1\_SLAVE\_REMOVE

通知删除了一个从设备

W1\_MASTER\_ADD

通知添加了一个新总线主机

W1\_MASTER\_REMOVE

通知删除了一个总线主机

W1\_MASTER\_CMD

在特定主机上启动操作

W1\_SLAVE\_CMD

发送复位、选择从站，然后进行读/写/触摸操作

W1\_LIST\_MASTERS

用于确定总线主机标识符

#### struct w1\_netlink\_msg

保存w1消息类型、id和结果

**定义**

struct w1\_netlink\_msg {

\_\_u8 type;

\_\_u8 status;

\_\_u16 len;

union {

\_\_u8 id[8];

struct w1\_mst {

\_\_u32 id;

\_\_u32 res;

} mst;

} id;

\_\_u8 data[];

};

**成员**

type

枚举 w1\_netlink\_message\_types 之一

status

内核反馈成功 0 或 errno 失败值

len

w1\_netlink\_msg 之后的数据长度

id

union 持有总线主机 ID (msg.id) 和从设备 ID (id[8])。

id.id

从站 ID（8 字节）

id.mst

总线主机识别

id.mst.id

总线主控 ID

id.mst.res

保留总线主控

data

任何后续数据的起始地址

**说明**

w1消息在netlink上的基本消息结构。netlink连接器数据序列为：structnlmsghdr、struct cn\_msg，然后是一个或多个struct\_w1\_netlink\_msg（每个带可选数据）

#### enum w1\_commands

可用于主机或从机操作的命令

**常量**

W1\_CMD\_READ

读取len字节

W1\_CMD\_WRITE

写入len字节

W1\_CMD\_SEARCH

启动标准搜索，仅返回在该搜索期间找到的从设备

W1\_CMD\_ALARM\_SEARCH

搜索当前正在警报的设备

W1\_CMD\_TOUCH

触摸一系列字节。

W1\_CMD\_RESET

在给定主机上发送总线复位

W1\_CMD\_SLAVE\_ADD

将从设备添加到给定的主机，8字节的从ID在data [0]处

W1\_CMD\_SLAVE\_REMOVE

从给定主机中删除从设备，在data [0]处的8字节从ID

W1\_CMD\_LIST\_SLAVES

列出在此主机上注册的从设备

W1\_CMD\_MAX

可用命令数量

#### struct w1\_netlink\_cmd

保存命令和数据

**定义**

struct w1\_netlink\_cmd {

\_\_u8 cmd;

\_\_u8 res;

\_\_u16 len;

\_\_u8 data[];

};

**成员**

cmd

其中之一enum\_w1\_commands

res

保留

len

跟随w1\_netlink\_cmd的数据长度

数据

后续任何数据的起始地址

**说明**

一个或多个struct\_w1\_netlink\_cmd放置在w1\_netlink\_msg.data开始处，每个可选数据。

### drivers/w1/w1\_io.c

W1输入/输出。

#### u8 w1\_touch\_bit(struct w1\_master \*dev, int bit)

生成写0或写1周期并采样电平。

**参数**

struct w1\_master \*dev

主设备

int bit

0-写入0、1-写入0读取级别

#### void w1\_write\_8(struct w1\_master \*dev, u8 byte)

写入8位。

**参数**

struct w1\_master \*dev

主设备

u8 byte

要写入的字节

#### u8 w1\_triplet(struct w1\_master \*dev, int bdir)

执行三元组-用于搜索ROM地址。

**参数**

struct w1\_master \*dev

主设备

int bdir

如果id\_bit和comp\_bit均为0，则写入的位

**说明**

返回位：

位0=id\_bit位1=comp\_bit位2=dir\_taken

如果设置了位0和1，则应重新启动搜索。

**返回**

位域-见上文

#### u8 w1\_read\_8(struct w1\_master \*dev)

读取8位。

**参数**

struct w1\_master \*dev

主设备

**返回**

读取的字节

#### void w1\_write\_block(struct w1\_master \*dev, const u8 \*buf, int len)

写入一系列字节。

**参数**

struct w1\_master \*dev

主设备

const u8 \*buf

要写入的数据的指针

int len

要写入的字节数

#### void w1\_touch\_block(struct w1\_master \*dev, u8 \*buf, int len)

触摸一系列字节。

**参数**

struct w1\_master \*dev

主设备

u8 \*buf

要写入的数据的指针

int len

要写入的字节数

#### u8 w1\_read\_block(struct w1\_master \*dev, u8 \*buf, int len)

读取一系列字节。

**参数**

struct w1\_master \*dev

主设备

u8 \*buf

要填充的缓冲区的指针

int len

要读取的字节数

**返回**

读取的字节数

#### int w1\_reset\_bus(struct w1\_master \*dev)

发出复位总线序列。

**参数**

struct w1\_master \*dev

主设备

**返回**

0=设备存在，1=没有设备存在或错误

#### int w1\_reset\_select\_slave(struct w1\_slave \*sl)

复位并选择从站

**参数**

struct w1\_slave \*sl

要选择的从站

**说明**

通过发送跳过ROM或ROM匹配来重置总线，然后选择从站。如果总线上只有一个设备注册，则发出跳过rom。必须持有w1主锁。

**返回**

0=成功，其他任何=错误

#### int w1\_reset\_resume\_command(struct w1\_master \*dev)

恢复而不是匹配ROM

**参数**

struct w1\_master \*dev

主设备

**说明**

当在多个从设备中存在一个需要进行多个连续命令并在每个命令之间重置的工作流时，此函数类似于先进行重置，然后对上一个匹配的ROM进行ROM匹配。优势在于跳过了匹配的ROM步骤，而选择了恢复命令。当然，从设备必须支持该命令。

如果总线只有一个从设备，则传统的ROM匹配会被跳过，并且为了提高效率会执行“跳过ROM”。在多从设备总线上，这当然行不通，但是恢复命令是下一个最好的选择。

必须保持w1主锁定状态。

#### void w1\_next\_pullup(struct w1\_master \*dev, int delay)

为强拉电设置注册

**参数**

struct w1\_master \*dev

主设备

int delay

毫秒为单位的时间

**说明**

在下一次写入操作之后放出指定持续时间的强拉电。并非所有硬件都支持强拉电。不支持强拉电的硬件将在写入操作后按给定的时间睡眠而没有强拉电。这是下一次写入的一次性请求，指定零将清除先前的请求。必须保持w1主锁定状态。

**返回**

0=成功，其他任何错误

#### void w1\_write\_bit(struct w1\_master \*dev, int bit)

生成写-0或写-1周期。

**参数**

struct w1\_master \*dev

主设备

int bit

写入的位

**说明**

仅在dev->bus\_master->touch\_bit为空时调用

#### void w1\_pre\_write(struct w1\_master \*dev)

预写操作

**参数**

struct w1\_master \*dev

主设备

**说明**

预写操作，目前仅支持强拉电。根据需要进行强拉电编程，如果请求了强拉电并且硬件支持它，则进行强拉电编程。

#### void w1\_post\_write(struct w1\_master \*dev)

后写选项

**参数**

struct w1\_master \*dev

主设备

**说明**

后写操作，目前仅支持强拉电。如果请求了强拉电，则在硬件支持它的情况下清除它，否则执行延迟，在任何情况下清除请求。

#### u8 w1\_read\_bit(struct w1\_master \*dev)

生成写-1周期并采样电平。

**参数**

struct w1\_master \*dev

主设备

**说明**

仅在dev->bus\_master->touch\_bit为空时调用

# RapidIO子系统指南

## 介绍

RapidIO是面向嵌入式市场的高速交换式布线互连技术，提供内存映射I/O和基于消息的交易，可通过交换式布线网络进行。RapidIO具有类似于PCI总线标准的标准化发现机制，可以简单地检测网络中的设备。

本文档适用于计划在新架构上支持RapidIO、编写新驱动程序或了解子系统内部的开发人员。

## 已知错误和限制

### 错误

空.

### 限制

不支持访问/管理RapidIO内存区域

不支持多个主机枚举

## RapidIO驱动程序接口

驱动程序被提供了一组调用，以便与子系统接口，以收集有关设备的信息、请求/映射内存区域资源以及管理邮箱/门铃。

函数

#### int rio\_local\_read\_config\_32(struct rio\_mport \* port, u32 offset, u32 \* data)

从本地配置空间读取32位

**参数**

struct rio\_mport \* port

主端口

u32 offset

进入本地配置空间

u32 \* data

指针读取数据

**说明**

从本地设备的配置空间中的指定偏移量读取32位数据。

#### int rio\_local\_write\_config\_32(struct rio\_mport \* port, u32 offset, u32 data)

向本地配置空间写入32位

**参数**

struct rio\_mport \* port

主端口

u32 offset

进入本地配置空间

u32 data

要写入的数据

**说明**

将32位数据写入本地设备的配置空间中的指定偏移量。

#### int rio\_local\_read\_config\_16(struct rio\_mport \* port, u32 offset, u16 \* data)

从本地配置空间读取16位

**参数**

struct rio\_mport \* port

主端口

u32 offset

进入本地配置空间

u16 \* data

指针读取数据

**说明**

从本地设备的配置空间中的指定偏移量读取16位数据。

#### int rio\_local\_write\_config\_16(struct rio\_mport \* port, u32 offset, u16 data)

向本地配置空间写入16位

**参数**

struct rio\_mport \* port

主端口

u32 offset

进入本地配置空间

u16 data

要写入的数据

**说明**

将16位数据写入本地设备的配置空间中的指定偏移量。

#### int rio\_local\_read\_config\_8(struct rio\_mport \* port, u32 offset, u8 \* data)

从本地配置空间读取8位

**参数**

struct rio\_mport \* port

主端口

u32 offset

进入本地配置空间

u8 \* data

指针读取数据

**说明**

从本地设备的配置空间中的指定偏移量读取8位数据。

#### int rio\_local\_write\_config\_8(struct rio\_mport \* port, u32 offset, u8 data)

向本地配置空间写入8位

**参数**

struct rio\_mport \* port

主端口

u32 offset

偏移量进入本地配置空间

u8 data

要写入的数据

**说明**

将8位数据写入本地设备配置空间中指定的偏移量。

#### int rio\_read\_config\_32(struct rio\_dev \* rdev，u32 offset，u32 \* data)

从配置空间读取32位

**参数**

struct rio\_dev \* rdev

RIO设备

u32 offset

进入设备配置空间的偏移量

u32 \* data

读取数据的指针

**说明**

从RIO设备的配置空间中指定偏移量读取32位数据。

#### int rio\_write\_config\_32(struct rio\_dev \* rdev，u32 offset，u32 data)

写入32位到配置空间

**参数**

struct rio\_dev \* rdev

RIO设备

u32 offset

进入设备配置空间的偏移量

u32 data

要写入的数据

**说明**

将32位数据写入RIO设备配置空间中指定的偏移量。

#### int rio\_read\_config\_16(struct rio\_dev \* rdev，u32 offset，u16 \* data)

从配置空间读取16位

**参数**

struct rio\_dev \* rdev

RIO设备

u32 offset

进入设备配置空间的偏移量

u16 \* data

读取数据的指针

**说明**

从RIO设备的配置空间中指定偏移量读取16位数据。

#### int rio\_write\_config\_16(struct rio\_dev \* rdev，u32 offset，u16 data)

写入16位到配置空间

**参数**

struct rio\_dev \* rdev

RIO设备

u32 offset

进入设备配置空间的偏移量

u16 data

要写入的数据

**说明**

将16位数据写入RIO设备配置空间中指定的偏移量。

#### int rio\_read\_config\_8(struct rio\_dev \* rdev，u32 offset，u8 \* data)

从配置空间读取8位

**参数**

struct rio\_dev \* rdev

RIO设备

u32 offset

进入设备配置空间的偏移量

u8 \* data

读取数据的指针

**说明**

从RIO设备的配置空间中指定偏移量读取8位数据。

#### int rio\_write\_config\_8(struct rio\_dev \* rdev，u32 offset，u8 data)

将8位写入配置空间

**参数**

struct rio\_dev \* rdev

RIO设备

u32 offset

进入设备配置空间的偏移量

u8 data

要写入的数据

**说明**

将8位数据写入RIO设备配置空间中指定的偏移量。

#### int rio\_send\_doorbell(struct rio\_dev \* rdev，u16 data)

向设备发送门铃消息

**参数**

struct rio\_dev \* rdev

RIO设备

u16 data

门铃消息数据

**说明**

向RIO设备发送门铃消息。门铃消息由data参数提供16位信息字段。

#### void rio\_init\_mbox\_res(struct resource \* res，int start，int end)

初始化RIO邮箱资源

**参数**

struct resource \* res

资源结构

int start

邮箱范围的起始位置

int end

邮箱范围的结束位置

**说明**

该函数用于初始化邮件箱资源的字段以供使用。它使用起始和结束参数初始化一系列邮箱。

#### void rio\_init\_dbell\_res(struct resource \* res，u16 start，u16 end)

初始化RIO门铃资源

**参数**

struct resource \* res

资源结构

u16 start

门铃范围的起始位置

u16 end

门铃范围的结束位置

**说明**

该函数用于初始化门铃资源的字段以供使用。它使用起始和结束参数初始化一系列门铃消息。

#### RIO\_DEVICE（dev，ven）

用于说明特定RIO设备的宏

**参数**

dev

16位RIO设备ID

ven

16位RIO供应商ID

**说明**

此宏用于创建匹配特定设备的struct rio\_device\_id。组装供应商和组装设备字段将设置为RIO\_ANY\_ID。

#### int rio\_add\_outb\_message(struct rio\_mport \* mport，struct rio\_dev \* rdev，int mbox，void \* buffer，size\_t len)

向出站邮箱队列添加RIO消息

**参数**

struct rio\_mport \* mport

包含出站队列的RIO主端口

struct rio\_dev \* rdev

将发送消息的RIO设备

int mbox

出站邮箱队列

void \* buffer

指向消息缓冲区的指针

size\_t len

消息缓冲区的长度

**说明**

将RIO消息缓冲区添加到传输的出站邮箱队列中。成功返回0。

#### int rio\_add\_inb\_buffer(struct rio\_mport \* mport，int mbox，void \* buffer)

将缓冲区添加到入站邮箱队列

**参数**

struct rio\_mport \* mport

包含入站邮箱的主端口

int mbox

入站邮箱编号

void \* buffer

指向消息缓冲区的指针

**说明**

将缓冲区添加到接收的入站邮箱队列中。成功返回0。

#### void \* rio\_get\_inb\_message(struct rio\_mport \* mport，int mbox)

从入站邮箱队列获取RIO消息

**参数**

struct rio\_mport \* mport

包含入站邮箱的主端口

int mbox

入站邮箱编号

**说明**

从入站邮箱队列获取RIO消息。成功返回0。

#### const char \* rio\_name(struct rio\_dev \* rdev)

获取唯一的RIO设备标识符

**参数**

struct rio\_dev \* rdev

RIO设备

**说明**

获取唯一的RIO设备标识符。返回设备标识符字符串。

#### void \* rio\_get\_drvdata(struct rio\_dev \* rdev)

获取RIO驱动程序特定的数据

**参数**

struct rio\_dev \* rdev

RIO设备

**说明**

获取RIO驱动程序特定的数据。返回指向驱动程序特定数据的指针。

#### void rio\_set\_drvdata(struct rio\_dev \* rdev, void \* data)

设置RIO驱动程序特定的数据

**参数**

struct rio\_dev \* rdev

RIO设备

void \* data

指向驱动程序特定数据的指针

**说明**

设置RIO驱动程序特定的数据。设备结构驱动程序数据指针设置为数据参数。

#### struct rio\_dev \* rio\_dev\_get(struct rio\_dev \* rdev)

增加RIO设备结构的引用计数

**参数**

struct rio\_dev \* rdev

正在引用的RIO设备

**说明**

每个对设备的活动引用应该被引用计数。

RIO设备的驱动程序通常应在它们绑定到设备时在它们的probe() 方法中记录这样的引用，并通过调用rio\_dev\_put() 在它们的断开(connect())方法中释放它们。

#### void rio\_dev\_put(struct rio\_dev \* rdev)

释放对RIO设备结构的使用

**参数**

struct rio\_dev \* rdev

断开连接的RIO设备

**说明**

当设备的用户完成它的使用时必须被调用。当设备的最后一个用户调用此函数时，设备的内存被释放。

#### int rio\_register\_driver(struct rio\_driver \* rdrv)

注册新的RIO驱动程序

**参数**

struct rio\_driver \* rdrv

要注册的RIO驱动程序结构

**说明**

将struct rio\_driver添加到已注册驱动程序的列表中。返回负值表示错误，否则返回0。如果没有发生错误，则驱动程序仍然注册，即使在注册过程中没有设备被声明。

#### void rio\_unregister\_driver(struct rio\_driver \* rdrv)

注销RIO驱动程序

**参数**

struct rio\_driver \* rdrv

要取消注册的RIO驱动程序结构

**说明**

从已注册的RIO驱动程序列表中删除struct rio\_driver,让其有机会通过调用其remove() 方法清理它负责的每个设备，并将这些设备标记为没有驱动程序。

#### u16 rio\_local\_get\_device\_id(struct rio\_mport \* port)

获取端口的基本/扩展设备ID

**参数**

struct rio\_mport \* port

从中获取设备ID的RIO主端口

**说明**

从实现主端口的本地设备中读取基本/扩展设备ID。返回8/16位设备ID。

#### int rio\_query\_mport(struct rio\_mport \* port, struct rio\_mport\_attr \* mport\_attr)

查询mport设备属性

**参数**

struct rio\_mport \* port

要查询的mport设备

struct rio\_mport\_attr \* mport\_attr

mport属性数据结构

**说明**

通过指向属性数据结构的指针返回指定mport的属性。

#### struct rio\_net \* rio\_alloc\_net(struct rio\_mport \* mport)

分配并初始化新的RIO网络数据结构

**参数**

struct rio\_mport \* mport

与RIO网络相关联的主端口

**说明**

分配RIO网络结构，初始化每个网络列表头，并将相关的主端口添加到关联主端口的网络列表中。成功返回RIO网络指针，失败返回NULL。

#### void rio\_local\_set\_device\_id(struct rio\_mport \* port, u16 did)

设置端口的基本/扩展设备ID

**参数**

struct rio\_mport \* port

RIO主端口

u16 did

要写入的设备ID值

**说明**

从设备中写入基本/扩展设备ID。

#### int rio\_add\_device(struct rio\_dev \* rdev)

将RIO设备添加到设备模型中

**参数**

struct rio\_dev \* rdev

RIO设备

**说明**

将RIO设备添加到全局设备列表中，并将RIO设备添加到RIO设备列表中。为RIO设备创建通用sysfs节点。

#### int rio\_request\_inb\_mbox(struct rio\_mport \* mport, void \* dev\_id, int mbox, int entries, void (\*minb) (struct rio\_mport \* mport, void \*dev\_id, int mbox, int slot)

请求入站邮箱服务

**参数**

struct rio\_mport \* mport

从中分配邮箱资源的RIO主端口

void \* dev\_id

特定于设备的指针以传递事件

int mbox

要声明的邮箱编号

int entries

入站邮箱队列中的条目数

void (\*) (struct rio\_mport \* mport, void \*dev\_id, int mbox, int slot) minb

当收到入站消息时执行的回调

**说明**

请求拥有入站邮箱资源并将回调函数绑定到资源。成功返回0。

#### int rio\_release\_inb\_mbox(struct rio\_mport \* mport, int mbox)

释放入站邮箱消息服务

**参数**

struct rio\_mport \* mport

从中释放邮箱资源的RIO主端口

int mbox

要释放的邮箱编号

**说明**

释放入站邮箱资源的所有权。如果请求已满足，则返回0。

#### int rio\_request\_outb\_mbox(struct rio\_mport \* mport, void \* dev\_id, int mbox, int entries, void (\*moutb) (struct rio\_mport \* mport, void \*dev\_id, int mbox, int slot)

请求出站邮箱服务

**参数**

struct rio\_mport \* mport

从中分配邮箱资源的RIO主端口

void \* dev\_id

特定于设备的指针以传递事件

int mbox

要申报的邮箱号码

int entries

出站邮箱队列中的条目数

void (\*) (struct rio\_mport \* mport, void \*dev\_id, int mbox, int slot) moutb

执行传出消息发送时的回调函数

**说明**：

请求传出邮箱资源的所有权并将回调函数绑定到该资源上。成功返回0。

#### int rio\_release\_outb\_mbox(struct rio\_mport \*mport，int mbox)

释放传出邮箱消息服务

**参数**：

struct rio\_mport \*mport

释放邮箱资源的RIO主机端口

int mbox

要释放的邮箱号

**说明**：

释放传入邮箱资源的所有权。如果请求被满足，则返回0。

#### int rio\_request\_inb\_dbell(struct rio\_mport \*mport，void \*dev\_id，u16 start，u16 end，void（\\*dinb）（struct rio\_mport \*mport，void \*dev\_id，u16 src，u16 dst，u16 info）

请求传入门铃消息服务

**参数**：

struct rio\_mport \*mport

分配与门铃资源关联的RIO主机端口

void \*dev\_id

传递事件的设备特定指针

u16 start

门铃信息范围开始

u16 end

门铃信息范围结尾

void（\\*）（struct rio\_mport \*mport，void \*dev\_id，u16 src，u16 dst，u16 info）dinb

接收到门铃时要执行的回调函数

**说明**：

请求传入门铃资源的所有权并将回调函数绑定到该资源上。如果请求被满足，则返回0。

#### int rio\_release\_inb\_dbell（struct rio\_mport \*mport，u16 start，u16 end）

释放传入门铃消息服务

**参数**：

struct rio\_mport \*mport

释放门铃资源的RIO主机端口

u16 start

门铃信息范围开始

u16 end

门铃信息范围结尾

**说明**：

释放传入门铃资源的所有权并从门铃事件列表中删除回调。如果请求被满足，则返回0。

#### struct resource \*rio\_request\_outb\_dbell(struct rio\_dev \*rdev，u16 start，u16 end)

请求传出门铃消息范围

**参数**：

struct rio\_dev \*rdev

分配与门铃资源关联的RIO设备

u16 start

门铃消息范围开始

u16 end

门铃消息范围结尾

**说明**：

请求拥有一个门铃消息范围。如果请求被满足，则返回资源；如果失败，则返回NULL。

#### int rio\_release\_outb\_dbell(struct rio\_dev \*rdev，struct resource \*res)

释放传出门铃消息范围

**参数**：

struct rio\_dev \*rdev

释放门铃资源的RIO设备

struct resource \*res

要释放的门铃资源

**说明**：

释放门铃消息范围的所有权。如果请求被满足则返回0。

#### int rio\_add\_mport\_pw\_handler(struct rio\_mport \*mport，void \*context，int（\\*pwcback）（struct rio\_mport mport，void \*context，union rio\_pw\_msg \*msg，int step）

将端口写入消息处理程序添加到mport特定的pw处理程序列表中

**参数**：

struct rio\_mport \*mport

绑定端口写入回调的RIO主机端口

void \*context

要传递事件的处理程序特定上下文

int（\\*）（struct rio\_mport mport，void \*context，union rio\_pw\_msg \*msg，int step）pwcback

接收到端口写入消息时要执行的回调函数

**说明**：

如果请求被满足，则返回0。

#### int rio\_del\_mport\_pw\_handler(struct rio\_mport \*mport，void \*context，int（\\*pwcback）（struct rio\_mport mport，void \*context，union rio\_pw\_msg \*msg，int step）

从mport特定的pw处理程序列表中删除端口写入消息处理程序

**参数**：

struct rio\_mport \*mport

从中解除绑定端口写入回调的RIO主机端口

void \*context

已注册处理程序特定的上下文以传递事件

int（\\*）（struct rio\_mport mport，void \*context，union rio\_pw\_msg \*msg，int step）pwcback

已注册的回调函数

**说明**：

如果请求被满足，则返回0。

#### int rio\_request\_inb\_pwrite(struct rio\_dev \*rdev，int（\\*pwcback）（struct rio\_dev \*rdev，union rio\_pw\_msg \*msg，int step）

为特定的RapidIO设备请求传入端口写入消息服务

**参数**：

struct rio\_dev \*rdev

要向其中注册端口写入回调例程的RIO设备

int（\\*）（struct rio\_dev \*rdev，union rio\_pw\_msg \*msg，int step）pwcback

接收到端口写入消息时要执行的回调例程

**说明**：

将端口写入回调函数绑定到RapidIO设备上。如果请求被满足，则返回0。

#### int rio\_release\_inb\_pwrite(struct rio\_dev \*rdev)

释放与特定RapidIO设备关联的传入端口写入消息服务

**参数**：

struct rio\_dev \*rdev

注册传入端口写入回调的RIO设备

**说明**：

从rio\_dev结构中删除回调。如果请求被满足，则返回0。

#### void rio\_pw\_enable(struct rio\_mport \*mport，int enable)

启用/禁用主端口的端口写入处理

**参数**：

struct rio\_mport \*mport

与端口写入处理相关的主端口

int enable

1=启用，0=禁用

#### int rio\_map\_inb\_region(struct rio\_mport \*mport，dma\_addr\_t local，u64 rbase，u32 size，u32 rflags)

映射传入内存区域。

**参数**：

struct rio\_mport \*mport

主端口。

dma\_addr\_t local

要映射的内存区域的物理地址

u64 rbase

为该窗口分配的RIO基地址

u32 size

内存区域的大小

u32 rflags

用于映射的标志。

**返回**

0-成功

此函数将从RIO空间创建映射到本地内存。

#### void rio\_unmap\_inb\_region(struct rio\_mport \*mport，dma\_addr\_t lstart)

取消映射传入内存区域

**参数**：

struct rio\_mport \*mport

主端口

dma\_addr\_t lstart

要取消映射的内存区域的物理地址

#### int rio\_map\_outb\_region(struct rio\_mport \*mport, u16 destid, u64 rbase, u32 size, u32 rflags, dma\_addr\_t \*local)

映射出站内存区域。

**参数**

struct rio\_mport \* mport

主端口。

u16 destid

目标ID窗口指向

u64 rbase

RIO基地址窗口翻译为

u32 size

内存区域的大小

u32 rflags

映射的标志。

dma\_addr\_t \* local

映射的物理内存区域地址

**返回**

0-成功。

此函数将创建从RIO空间到本地内存的映射。

#### void rio\_unmap\_outb\_region(struct rio\_mport \* mport，u16 destid，u64 rstart)

取消映射入站内存区域

**参数**

struct rio\_mport \* mport

主端口

u16 destid

映射指向的目标ID

u64 rstart

RIO基地址窗口翻译为

#### u32 rio\_mport\_get\_physefb(struct rio\_mport \* port，int local，u16 destid，u8 hopcount，u32 \* rmap)

帮助函数，返回物理层扩展特性块的寄存器偏移量。

**参数**

struct rio\_mport \* port

发出事务的主端口

int local

指示本地主端口或远程设备访问

u16 destid

设备的目标ID

u8 hopcount

到设备的交换机跳数

u32 \* rmap

指向存储寄存器映射类型信息的位置的指针

#### 结构rio\_dev \* rio\_get\_comptag(u32 comp\_tag，struct rio\_dev \* from)

通过组件标记开始或继续搜索RIO设备

**参数**

u32 comp\_tag

匹配的RIO组件标记

struct rio\_dev \* from

在搜索中找到的上一个RIO设备，或NULL进行新搜索

**说明**

迭代已知RIO设备的列表。如果找到具有匹配comp\_tag的RIO设备，则返回指向其设备结构的指针。否则，将返回NULL。通过将NULL传递给from参数来启动新搜索。否则，如果from不为NULL，则从全局列表上的下一个设备进行搜索。

#### int rio\_set\_port\_lockout(struct rio\_dev \* rdev，u32 pnum，int lock)

为交换机端口设置/清除LOCKOUT位（RIO EM 1.3）。

**参数**

struct rio\_dev \* rdev

指向RIO设备控制结构的指针

u32 pnum

要设置LOCKOUT位的交换机端口号

int lock

操作：设置（= 1）或清除（= 0）

#### int rio\_enable\_rx\_tx\_port(struct rio\_mport \* port，int local，u16 destid，u8 hopcount，u8 port\_num)

启用给定端口的输入接收器和输出发射器

**参数**

struct rio\_mport \* port

与RIO网络相关联的主端口

int local

local = 1选择本地端口否则会到达远端设备

u16 destid

要检查主机位的设备的目标ID

u8 hopcount

到达目标的跳数

u8 port\_num

在远程设备上启用的端口（交换机上的-编号）

**说明**

从General Control Command and Status Register（EXT\_PTR + 0x3C）返回0或1

#### int rio\_mport\_chk\_dev\_access(struct rio\_mport \* mport，u16 destid，u8 hopcount)

验证对指定设备的访问。

**参数**

struct rio\_mport \* mport

发送事务的主端口

u16 destid

网络中的设备目标ID

u8 hop count

进入网络的跳数

#### int rio\_inb\_pwrite\_handler(struct rio\_mport \* mport，union rio\_pw\_msg \* pw\_msg)

入站端口写入消息处理程序

**参数**

struct rio\_mport \* mport

与端口写入相关联的mport设备

union rio\_pw\_msg \* pw\_msg

指向入站端口写入消息的指针

**说明**

处理入站端口写入消息。如果请求已满足，则返回0。

#### u32 rio\_mport\_get\_efb(struct rio\_mport \* port，int local，u16 destid，u8 hopcount，u32 from)

获取指向下一个扩展特性块的指针

**参数**

struct rio\_mport \* port

发出事务的主端口

int local

指示本地主端口或远程设备访问

u16 destid

设备的目标ID

u8 hopcount

到设备的交换机跳数

u32 from

当前扩展特性块标题的偏移量（如果从0开始则从ExtFeaturePtr开始）

#### u32 rio\_mport\_get\_feature(struct rio\_mport \* port，int local，u16 destid，u8 hopcount，int ftr)

查询设备的扩展功能

**参数**

struct rio\_mport \* port

发出事务的主端口

int local

指示本地主端口或远程设备访问

u16 destid

设备的目标ID

u8 hopcount

到设备的交换机跳数

int ftr

扩展功能代码

**说明**

告诉设备是否支持给定的RapidIO功能。返回设备的RIO配置空间中所请求的扩展功能块的偏移量，或在设备不支持它的情况下返回0。

#### struct rio\_dev \* rio\_get\_asm(u16 vid，u16 did，u16 asm\_vid，u16 asm\_did，struct rio\_dev \* from)

通过vid / did / asm\_vid / asm\_did开始或继续搜索RIO设备

**参数**

u16 vid

要匹配的RIO vid或RIO\_ANY\_ID以匹配所有vid

u16 did

要匹配的RIO did或RIO\_ANY\_ID以匹配所有did

u16 asm\_vid

要匹配的RIO asm\_vid或RIO\_ANY\_ID以匹配所有asm\_vids

u16 asm did

要匹配的RIO asm\_did或RIO\_ANY\_ID以匹配所有asm\_dids

struct rio\_dev \* from

在搜索中找到的上一个RIO设备，或null进行新搜索

**说明**

迭代已知的RIO设备列表。如果找到具有匹配vid，did，asm\_vid，asm\_did的RIO设备，则增加对该设备的引用计数，并返回指向其设备结构的指针。否则，将返回NULL。通过将NULL传递给from参数来启动新搜索。否则，如果from不为NULL，则搜索将从全局列表上的下一个设备继续进行。始终对from的引用计数进行递减，如果它不为NULL。

#### struct rio\_dev\* rio\_get\_device(u16 vid, u16 did, struct rio\_dev\* from)

通过vid/did开始或继续搜索RIO设备

**参数**

u16 vid

匹配的RIO VID或RIO\_ANY\_ID以匹配所有VID

u16 did

匹配的RIO DID或RIO\_ANY\_ID以匹配所有DID

struct rio\_dev\* from

之前在搜索中找到的RIO设备，或者为新搜索的NULL

**说明**

迭代已知RIO设备列表。如果找到一个具有匹配的vid和did的RIO设备，则将对该设备的引用计数增加，并返回指向其设备结构的指针。否则返回NULL。通过将NULL传递给from参数启动新搜索。否则，如果from不为NULL，则从全局列表中的下一个设备继续搜索。如果from不是NULL，则始终将from的引用计数递减。

#### int rio\_lock\_device(struct rio\_mport\* port, u16 destid, u8 hopcount, int wait\_ms)

获得指定设备的主机设备锁定

**参数**

struct rio\_mport\* port

发送交易的主端口

u16 destid

设备/交换机的目标ID

u8 hopcount

到达交换机的跳数

int wait\_ms

最长等待时间（以毫秒为单位）（0=无超时）

**说明**

尝试获得指定设备的主机设备锁定，如果成功返回0或者如果超时返回EINVAL。

#### int rio\_unlock\_device(struct rio\_mport\* port, u16 destid, u8 hopcount)

释放指定设备的主机设备锁定

**参数**

struct rio\_mport\* port

发送交易的主端口

u16 destid

设备/交换机的目标ID

u8 hopcount

到达交换机的跳数

**说明**

如果成功释放设备锁定，则返回0或如果失败返回EINVAL。

#### int rio\_route\_add\_entry(struct rio\_dev\* rdev, u16 table, u16 route\_destid, u8 route\_port, int lock)

向交换机路由表中添加一条路由条目

**参数**

struct rio\_dev\* rdev

RIO设备

u16 table

路由表ID

u16 route\_destid

要路由的目标ID

u8 route\_port

要路由的端口号

int lock

在开关设备标志上应用硬件锁定（1=锁定，0=不使用锁定）

**说明**

如果可用，则调用交换机特定的add\_entry()方法将路由条目添加到交换机路由表中。否则，使用由RapidIO规范定义的标准RT更新方法。如果交换机具有每个端口路由表，则可以使用table参数选择特定的路由表，否则可以通过在table中传递RIO\_GLOBAL\_TABLE来使用标准（或全局）表。

返回成功则为0，失败则为-EINVAL。

#### int rio\_route\_get\_entry(struct rio\_dev\* rdev, u16 table, u16 route\_destid, u8\* route\_port, int lock)

从交换机路由表中读取条目

**参数**

struct rio\_dev\* rdev

RIO设备

u16 table

路由表ID

u16 route\_destid

要路由的目标ID

u8\* route\_port

指向读取端口号的指针

int lock

在开关设备标志上应用硬件锁定（1=锁定，0=不使用锁定）

**说明**

如果可用，则调用交换机特定的get\_entry()方法从交换机路由表中提取路由条目。否则，使用由RapidIO规范定义的标准RT读取方法。如果交换机具有每个端口的路由表，则可以使用table参数选择特定的路由表，否则可以通过在table中传递RIO\_GLOBAL\_TABLE来使用标准（或全局）表。

返回成功则为0，失败则为-EINVAL。

#### int rio\_route\_clr\_table(struct rio\_dev\* rdev, u16 table, int lock)

清除交换机路由表

**参数**

struct rio\_dev\* rdev

RIO设备

u16 table

路由表ID

int lock

在开关设备标志上应用硬件锁定（1=锁定，0=不使用锁定）

**说明**

如果可用，则调用交换机特定的clr\_table()方法来清除交换机路由表。否则，使用由RapidIO规范定义的标准RT写入方法。如果交换机具有每个端口的路由表，则可以使用table参数选择特定的路由表，否则可以通过在table中传递RIO\_GLOBAL\_TABLE来使用标准（或全局）表。

返回成功则为0，失败则为-EINVAL。

#### struct dma\_chan\* rio\_request\_mport\_dma(struct rio\_mport\* mport)

请求与指定本地RapidIO mport设备相关的支持RapidIO的DMA通道。

**参数**

struct rio\_mport\* mport

执行DMA数据传输的RIO mport

**说明**

返回指向已分配DMA通道的指针，如果失败则返回NULL。

#### struct dma\_chan\* rio\_request\_dma(struct rio\_dev\* rdev)

请求支持指定目标RapidIO设备的RapidIO支持的DMA通道。

**参数**

struct rio\_dev\* rdev

与DMA传输关联的RIO设备

**说明**

返回指向已分配DMA通道的指针，如果失败则返回NULL。

#### void rio\_release\_dma(struct dma\_chan\* dchan)

释放指定的DMA通道

**参数**

struct dma\_chan\* dchan

要释放的DMA通道

#### struct dma\_async\_tx\_descriptor\* rio\_dma\_prep\_xfer(struct dma\_chan\* dchan, u16 destid, struct rio\_dma\_data\* data, enum dma\_transfer\_direction direction, unsigned long flags)

用DMAENGINE定义的device\_prep\_slave\_sg回调的RapidIO特定包装器。

**参数**

struct dma\_chan\* dchan

要配置的DMA通道

u16 destid

目标RapidIO设备的目标ID

struct rio\_dma\_data \* data

RIO特定的数据说明符

enum dma\_transfer\_direction direction

DMA数据传输方向（从或向设备）

unsigned long flags

dmaengine定义的标志

**说明**

为指定的数据传输初始化RapidIO可用的DMA通道。使用DMA通道私有扩展来传递与远程目标RIO设备相关的信息。

**返回**

如果成功，则返回DMA事务说明符指针，

如果失败，则返回带错误值的指针或空指针。

#### struct dma\_async\_tx\_descriptor \* rio\_dma\_prep\_slave\_sg(struct rio\_dev \* rdev, struct dma\_chan \* dchan, struct rio\_dma\_data \* data, enum dma\_transfer\_direction direction, unsigned long flags)

设备\_prep\_slave\_sg回调的RapidIO特定包装器，由DMAENGINE定义。

**参数**

struct rio\_dev \* rdev

RIO设备控制结构

struct dma\_chan \* dchan

要配置的DMA通道

struct rio\_dma\_data \* data

RIO特定的数据说明符

enum dma\_transfer\_direction direction

DMA数据传输方向（从或向设备）

unsigned long flags

dmaengine定义的标志

**说明**

为指定的数据传输初始化RapidIO可用的DMA通道。使用DMA通道私有扩展来传递与远程目标RIO设备相关的信息。

**返回**

如果成功，则返回DMA事务说明符指针，

如果失败，则返回带错误值的指针或空指针。

#### int rio\_register\_scan(int mport\_id, struct rio\_scan \* scan\_ops)

注册枚举/发现方法的接口

**参数**

int mport\_id

要设置布局扫描程序的mport设备ID（RIO\_MPORT\_ANY =为所有可用的mport设置）

struct rio\_scan \* scan\_ops

枚举/发现操作结构体

**说明**

向RapidIO子系统注册枚举/发现操作，并将其附加到指定的mport设备（如果指定了RIO\_MPORT\_ANY，则附加到所有可用的mport）。

如果mport已经附加了枚举器，则返回错误。在RIO\_MPORT\_ANY的情况下，跳过具有有效扫描程序的mport（没有错误）。

#### int rio\_unregister\_scan(int mport\_id, struct rio\_scan \* scan\_ops)

从mport中删除枚举/发现方法

**参数**

int mport\_id

要取消注册布局扫描程序的mport设备ID（RIO\_MPORT\_ANY =适用于使用指定scan\_ops的所有mport）

struct rio\_scan \* scan\_ops

枚举/发现操作结构体

**说明**

删除分配给指定mport设备的枚举或发现方法。如果指定了RIO\_MPORT\_ANY，则从附有这些方法的所有mport中删除指定的操作。

## 内部结构

这一章包含RapidIO子系统的自动生成文档。

### 结构

#### struct rio\_switch

RIO开关信息

**定义**

struct rio\_switch {

struct list\_head node;

u8 \*route\_table;

u32 port\_ok;

struct rio\_switch\_ops \*ops;

spinlock\_t lock;

struct rio\_dev \*nextdev[0];

};

**成员**

node

全局开关列表中的节点

route\_table

开关路由表的副本

port\_ok

每个端口的状态（每个端口一个比特）- OK = 1或UNINIT = 0

ops

指向特定于开关的操作的指针

lock

用于串行化操作更新的锁

nextdev

指向下一个连接设备的每个端口指针的数组

#### struct rio\_switch\_ops

每个开关操作

**定义**

struct rio\_switch\_ops {

struct module \*owner;

int (\*add\_entry) (struct rio\_mport \*mport, u16 destid, u8 hopcount, u16 table, u16 route\_destid, u8 route\_port);

int (\*get\_entry) (struct rio\_mport \*mport, u16 destid, u8 hopcount, u16 table, u16 route\_destid, u8 \*route\_port);

int (\*clr\_table) (struct rio\_mport \*mport, u16 destid, u8 hopcount, u16 table);

int (\*set\_domain) (struct rio\_mport \*mport, u16 destid, u8 hopcount, u8 sw\_domain);

int (\*get\_domain) (struct rio\_mport \*mport, u16 destid, u8 hopcount, u8 \*sw\_domain);

int (\*em\_init) (struct rio\_dev \*dev);

int (\*em\_handle) (struct rio\_dev \*dev, u8 swport);

};

**成员**

owner

此结构体的模块所有者

add\_entry

用于特定于开关的路由添加函数的回调

get\_entry

用于特定于开关的路由获取函数的回调

clr\_table

用于特定于开关的清除路由表功能的回调

set\_domain

用于特定于开关的域设置函数的回调

get\_domain

用于特定于开关的域获取函数的回调

em\_init

用于特定于开关的错误管理初始函数的回调

em\_handle

用于特定于开关的错误管理处理程序函数的回调

**说明**

定义了初始化/控制特定RIO开关设备所需的操作。

#### struct rio\_dev

RIO设备信息

**定义**

struct rio\_dev {

struct list\_head global\_list;

struct list\_head net\_list;

struct rio\_net \*net;

bool do\_enum;

u16 did;

u16 vid;

u32 device\_rev;

u16 asm\_did;

u16 asm\_vid;

u16 asm\_rev;

u16 efptr;

u32 pef;

u32 swpinfo;

u32 src\_ops;

u32 dst\_ops;

u32 comp\_tag;

u32 phys\_efptr;

u32 phys\_rmap;

u32 em\_efptr;

u64 dma\_mask;

struct rio\_driver \*driver;

struct device dev;

struct resource riores[RIO\_MAX\_DEV\_RESOURCES];

int (\*pwcback) (struct rio\_dev \*rdev, union rio\_pw\_msg \*msg, int step);

u16 destid;

u8 hopcount;

struct rio\_dev \*prev;

atomic\_t state;

struct rio\_switch rswitch[0];

};

**成员**

global\_list

所有RIO设备列表中的节点

net\_list

作为网络一部分的RIO设备列表中的节点

net

这个设备是其中一部分的网络

do\_enum

枚举标志

did

设备ID

vid

供应商ID

device\_rev

设备版本

asm\_did

组件设备ID

asm\_vid

组件供应商ID

asm\_rev

组件修订版

efptr

扩展特性指针

pef

处理元素特征

swpinfo

交换机端口信息

src\_ops

源操作能力

dst\_ops

目标操作能力

comp\_tag

RIO组件标记

phys\_efptr

RIO设备扩展功能指针

phys\_rmap

LP-串行寄存器映射类型（1或2）

em\_efptr

RIO错误管理功能指针

dma\_mask

此设备实现的RIO地址位掩码

driver

声称拥有此设备的驱动程序

riores

该设备所拥有的RIO资源

pwcback

端口写回调函数，用于这个设备

destid

网络目的地ID（或与交换机相关的目的地ID）

hopcount

到该设备的跳数

prev

先前RIO设备连接到当前设备

state

设备状态

rswitch

struct rio\_switch（如果该设备有效）

#### struct rio\_msg

RIO message event

**定义**

struct rio\_msg {

struct resource \*res;

void (\*mcback) (struct rio\_mport \* mport, void \*dev\_id, int mbox, int slot);

};

**成员**

res

邮箱资源

mcback

消息事件回调

#### struct rio\_dbell

RIO门铃事件

**定义**

struct rio\_dbell {

struct list\_head node;

struct resource \*res;

void (\*dinb) (struct rio\_mport \*mport, void \*dev\_id, u16 src, u16 dst, u16 info);

void \*dev\_id;

};

**成员**

node

列表中的门铃事件节点

res

门铃资源

dinb

门铃事件回调

dev\_id

特定于设备的指针以传递事件

#### struct rio\_mport

RIO主端口信息

**定义**

struct rio\_mport {

struct list\_head dbells;

struct list\_head pwrites;

struct list\_head node;

struct list\_head nnode;

struct rio\_net \*net;

struct mutex lock;

struct resource iores;

struct resource riores[RIO\_MAX\_MPORT\_RESOURCES];

struct rio\_msg inb\_msg[RIO\_MAX\_MBOX];

struct rio\_msg outb\_msg[RIO\_MAX\_MBOX];

int host\_deviceid;

struct rio\_ops \*ops;

unsigned char id;

unsigned char index;

unsigned int sys\_size;

u32 phys\_efptr;

u32 phys\_rmap;

unsigned char name[RIO\_MAX\_MPORT\_NAME];

struct device dev;

void \*priv;

#ifdef CONFIG\_RAPIDIO\_DMA\_ENGINE;

struct dma\_device dma;

#endif;

struct rio\_scan \*nscan;

atomic\_t state;

unsigned int pwe\_refcnt;

};

**成员**

dbells

门铃事件列表

pwrites

端口写事件列表

node

主端口全局列表中的节点

nnode

网络主端口列表中的节点

net

连接到此mport的RIO网络

锁

同步列表操作的锁

iore

此主端口接口所拥有的I/O mem资源

riores

此主端口接口所拥有的RIO资源

inb\_msg

RIO入站消息事件**说明**符

outb\_msg

RIO出站消息事件**说明**符

host\_deviceid

与此主端口相关联的主机设备ID

ops

配置空间函数

id

端口ID，在所有端口中唯一

index

端口索引，在相同类型的所有端口接口中唯一

sys\_size

RapidIO公共传输系统的大小

phys\_efptr

RIO端口扩展特性指针

phys\_rmap

LP-Serial EFB寄存器映射类型（1或2）。

name

端口名称字符串

dev

与mport相关联的设备结构

priv

主端口私有数据

dma

与mport相关联的DMA设备

nscan

RapidIO网络枚举/发现操作

state

mport设备状态

pwe\_refcnt

端口写使能引用计数器，用于跟踪启用/禁用请求

#### struct rio\_net

RIO网络信息

**定义**

struct rio\_net {

struct list\_head node;

struct list\_head devices;

struct list\_head switches;

struct list\_head mports;

struct rio\_mport \*hport;

unsigned char id;

struct device dev;

void \*enum\_data;

void (\*release)(struct rio\_net \*net);

};

**成员**

node

RIO网络全局列表中的节点

devices

此网络中的设备列表

switches

此网络中的交换机列表

mports

访问此网络的主端口列表

hport

访问此网络的默认端口

id

RIO网络ID

dev

设备对象

enum\_data

特定于网络枚举器的私有数据

release

特定于枚举器的释放回调

#### struct rio\_mport\_attr

RIO 导入设备属性

**定义**

struct rio\_mport\_attr {

int flags;

int link\_speed;

int link\_width;

int dma\_max\_sge;

int dma\_max\_size;

int dma\_align;

};

**成员**

flags

mport设备功能标志

link\_speed

SRIO链接速度值（如RapidIO规范所定义）

link\_width

SRIO链接宽度值（如RapidIO规范所定义）

dma\_max\_sge

DMA通道可以处理的SG列表条目数

dma\_max\_size

单个DMA传输中的最大字节数（SG条目）

dma\_align

DMA操作的对齐移位（如其他DMA操作一样）

#### struct rio\_ops

低级RIO配置空间操作

**定义**

struct rio\_ops {

int (\*lcread) (struct rio\_mport \*mport, int index, u32 offset, int len, u32 \*data);

int (\*lcwrite) (struct rio\_mport \*mport, int index, u32 offset, int len, u32 data);

int (\*cread) (struct rio\_mport \*mport, int index, u16 destid, u8 hopcount, u32 offset, int len, u32 \*data);

int (\*cwrite) (struct rio\_mport \*mport, int index, u16 destid, u8 hopcount, u32 offset, int len, u32 data);

int (\*dsend) (struct rio\_mport \*mport, int index, u16 destid, u16 data);

int (\*pwenable) (struct rio\_mport \*mport, int enable);

int (\*open\_outb\_mbox)(struct rio\_mport \*mport, void \*dev\_id, int mbox, int entries);

void (\*close\_outb\_mbox)(struct rio\_mport \*mport, int mbox);

int (\*open\_inb\_mbox)(struct rio\_mport \*mport, void \*dev\_id, int mbox, int entries);

void (\*close\_inb\_mbox)(struct rio\_mport \*mport, int mbox);

int (\*add\_outb\_message)(struct rio\_mport \*mport, struct rio\_dev \*rdev, int mbox, void \*buffer, size\_t len);

int (\*add\_inb\_buffer)(struct rio\_mport \*mport, int mbox, void \*buf);

void \*(\*get\_inb\_message)(struct rio\_mport \*mport, int mbox);

int (\*map\_inb)(struct rio\_mport \*mport, dma\_addr\_t lstart, u64 rstart, u64 size, u32 flags);

void (\*unmap\_inb)(struct rio\_mport \*mport, dma\_addr\_t lstart);

int (\*query\_mport)(struct rio\_mport \*mport, struct rio\_mport\_attr \*attr);

int (\*map\_outb)(struct rio\_mport \*mport, u16 destid, u64 rstart, u32 size, u32 flags, dma\_addr\_t \*laddr);

void (\*unmap\_outb)(struct rio\_mport \*mport, u16 destid, u64 rstart);

};

**成员**

lcread

执行本地（主端口）配置空间读取的回调。

lcwrite

执行本地（主端口）配置空间写入的回调。

cread

执行网络配置空间读取的回调。

cwrite

执行网络配置空间写入的回调。

dsend

发送门铃消息的回调。

pwenable

启用/禁用端口写入消息处理的回调。

open\_outb\_mbox

初始化出站邮箱的回调。

close\_outb\_mbox

关闭出站邮箱的回调。

open\_inb\_mbox

初始化入站邮箱的回调。

close\_inb\_mbox

关闭入站邮箱的回调。

add\_outb\_message

向出站邮箱队列添加消息的回调。

add\_inb\_buffer

向入站邮箱队列添加缓冲区的回调。

get\_inb\_message

从入站邮箱队列获取消息的回调。

map\_inb

将RapidIO地址区域映射到本地内存空间的回调。

unmap\_inb

取消使用map\_inb()映射的RapidIO地址区域的回调。

query\_mport

查询mport设备属性的回调。

map\_outb

将出站地址区域映射到本地内存空间的回调。

unmap\_outb

取消使用map\_outb()映射的出站RapidIO地址区域的回调

#### struct rio\_driver

RIO 驱动信息

**定义**

struct rio\_driver {

struct list\_head node;

char \*name;

const struct rio\_device\_id \*id\_table;

int (\*probe) (struct rio\_dev \* dev, const struct rio\_device\_id \* id);

void (\*remove) (struct rio\_dev \* dev);

void (\*shutdown)(struct rio\_dev \*dev);

int (\*suspend) (struct rio\_dev \* dev, u32 state);

int (\*resume) (struct rio\_dev \* dev);

int (\*enable\_wake) (struct rio\_dev \* dev, u32 state, int enable);

struct device\_driver driver;

};

**成员**

node

驱动列表中的节点

name

RIO驱动程序名称

id\_table

与该驱动程序相关的RIO设备ID

probe

插入RIO设备

remove

删除RIO设备

shutdown

关闭通知回调

suspend

RIO设备挂起

resume

RIO设备唤醒

enable\_wake

RIO设备启用唤醒事件

driver

LDM驱动程序结构体

**说明**

为插入/删除和电源管理目的提供有关RIO设备驱动程序的信息

#### struct rio\_scan

RIO枚举和发现操作

**定义**

struct rio\_scan {

struct module \*owner;

int (\*enumerate)(struct rio\_mport \*mport, u32 flags);

int (\*discover)(struct rio\_mport \*mport, u32 flags);

};

**成员**

owner

此结构的模块所有者

enumerate

执行RapidIO架构枚举的回调。

discover

执行RapidIO 架构发现的回调。

#### struct rio\_scan\_node

注册快速IO枚举和发现方法与RapidIO核心的列表节点.

**定义**

struct rio\_scan\_node {

int mport\_id;

struct list\_head node;

struct rio\_scan \*ops;

};

**成员**

mport\_id

此枚举器服务的mport（net）的ID

node

在已注册的枚举器的全局列表中的节点

ops

RIO枚举和发现操作

### 枚举和发现

#### u16 rio\_destid\_alloc(struct rio\_net \* net)

为给定网络分配下一个可用的destID

**参数**

struct rio\_net \* net

RIO网络

**说明**

返回指定RIO网络的下一个可用设备目的ID。将分配的ID标记为正在使用。如果新的destID不可用，则返回RIO\_INVALID\_DESTID。

#### int rio\_destid\_reserve(struct rio\_net \* net, u16 destid)

保留指定的destID

**参数**

struct rio\_net \* net

RIO网络

u16 destid

保留的destID

**说明**

尝试保留指定的destID。如果成功则返回0。

#### void rio\_destid\_free(struct rio\_net \* net, u16 destid)

释放之前分配的destID

**参数**

struct rio\_net \* net

RIO网络

u16 destid

要释放的destID

**说明**

使指定的destID可用于使用。

#### u16 rio\_destid\_first(struct rio\_net \* net)

返回第一个正在使用的destID

**参数**

struct rio\_net \* net

RIO网络

#### u16 rio\_destid\_next(struct rio\_net \* net, u16 from)

返回下一个正在使用的destID

**参数**

struct rio\_net \* net

RIO网络

u16 from

要继续搜索的目标ID

#### u16 rio\_get\_device\_id(struct rio\_mport \* port, u16 destid, u8 hopcount)

获取设备的基本/扩展设备ID

**参数**

struct rio\_mport \* port

RIO主端口

u16 destid

设备的目标ID

u8 hopcount

到设备的跳数

**说明**

从设备读取基本/扩展设备ID。返回8/16位设备ID。

#### void rio\_set\_device\_id(struct rio\_mport \* port, u16 destid, u8 hopcount, u16 did)

设置设备的基本/扩展设备ID

**参数**

struct rio\_mport \* port

RIO主端口

u16 destid

设备的目标ID

u8 hopcount

到设备的跳数

u16 did

要写入的设备ID值

**说明**

从设备写入基本/扩展设备ID。

#### int rio\_clear\_locks(struct rio\_net \* net)

释放所有主机锁并发出枚举完成信号

**参数**

struct rio\_net \* net

要运行的RIO网络

**说明**

将枚举完成标志设置为每个设备上的组件标记CSR。完成后，释放每个设备上的主机锁。成功返回0，失败返回-EINVAL。

#### int rio\_enum\_host(struct rio\_mport \* port)

设置主机锁并初始化主机目标ID

**参数**

struct rio\_mport \* port

要发出事务的主端口

**说明**

使用主机设备ID值设置本地主机主端口锁和目标ID寄存器。主机设备ID值由平台提供。成功返回0，失败返回-1。

#### int rio\_device\_has\_destid(struct rio\_mport \* port, int src\_ops, int dst\_ops)

测试设备是否包含目的地ID寄存器

**参数**

struct rio\_mport \* port

发出事务的主端口

int src\_ops

RIO设备源操作

int dst\_ops

RIO设备目的地操作

**说明**

检查所提供的src\_ops和dst\_ops是否具有必要的事务功能，这表明设备是否将实现一个目的ID寄存器。如果为真返回1，如果为假返回0。

#### void rio\_release\_dev(struct device \* dev)

释放RIO设备结构

**参数**

struct device \* dev

与RIO设备结构相关联的LDM设备

**说明**

获取与RIO设备结构关联的RIO设备结构。释放RIO设备结构。

#### int rio\_is\_switch(struct rio\_dev \* rdev)

测试RIO设备是否具有交换功能

**参数**

struct rio\_dev \* rdev

RIO设备

**说明**

获取RIO设备处理元素特征寄存器内容，并测试交换功能。如果设备是交换机，则返回1，否则返回0。释放RIO设备结构。

#### struct rio\_dev \* rio\_setup\_device(struct rio\_net \* net, struct rio\_mport \* port, u16 destid, u8 hopcount, int do\_enum)

分配和设置RIO设备

**参数**

struct rio\_net \* net

RIO网络

struct rio\_mport \* port

发送事务的主端口

u16 destid

当前目标ID

u8 hopcount

当前跳数

int do\_enum

枚举/发现模式标志

**说明**

根据配置空间内容分配RIO设备并配置字段。如果设备有目的地ID寄存器，则在枚举模式下分配目的地ID，或在发现模式下从配置空间读取。如果设备具有交换功能，则分配交换机并相应地进行配置。成功返回指向RIO设备的指针，否则返回NULL。

#### int rio\_sport\_is\_active(struct rio\_dev \* rdev, int sp)

测试交换端口是否具有活动连接。

**参数**

struct rio\_dev \* rdev

RapidIO设备对象

int sp

交换端口号

**说明**

读取特定交换端口的端口错误状态CSR，以确定端口是否具有活动链接。如果端口处于活动状态则返回RIO\_PORT\_N\_ERR\_STS\_PORT\_OK，否则返回0。

#### u16 rio\_get\_host\_deviceid\_lock(struct rio\_mport \* port, u8 hopcount)

读取设备上的主机设备ID锁定CSR

**参数**

struct rio\_mport \* port

发送事务的主端口

u8 hopcount

到设备的跳数

**说明**

在枚举期间使用以读取RIO设备上的主机设备ID锁定CSR。返回锁定寄存器的值。

#### int rio\_enum\_peer(struct rio\_net \* net, struct rio\_mport \* port, u8 hopcount, struct rio\_dev \* prev, int prev\_port)

通过主端口递归枚举RIO网络

**参数**

struct rio\_net \* net

正在被枚举的RIO网络

struct rio\_mport \* port

发送事务的主端口

u8 hopcount

进入网络的跳数

struct rio\_dev \* prev

已连接到正在枚举的设备的上一个RIO设备

int prev\_port

之前的RIO设备上的端口

**说明**

递归枚举RIO网络。事务通过传递给端口进行发送。

#### int rio\_enum\_complete(struct rio\_mport \* port)

测试网络枚举是否完成

**参数**

struct rio\_mport \* port

发送事务的主端口

**说明**

测试非零值的PGCCSR发现位（枚举完成标志）。

如果枚举完成，则返回1；否则返回0。

#### int rio\_disc\_peer(struct rio\_net \* net, struct rio\_mport \* port, u16 destid, u8 hopcount, struct rio\_dev \* prev, int prev\_port)

通过主端口递归发现RIO网络

**参数**

struct rio\_net \* net

正在被发现的RIO网络

struct rio\_mport \* port

发送事务的主端口

u16 destid

网络中当前的目标ID

u8 hopcount

进入网络的跳数

struct rio\_dev \* prev

先前的rio\_dev

int prev\_port

之前的端口号

**说明**

递归发现RIO网络。事务通过传递给端口进行发送。

#### int rio\_mport\_is\_active(struct rio\_mport \* port)

测试主端口链接是否活动

**参数**

struct rio\_mport \* port

要测试的主端口

**说明**

读取主端口的端口错误状态CSR，以确定端口是否具有活动链接。如果主端口处于活动状态则返回RIO\_PORT\_N\_ERR\_STS\_PORT\_OK，否则返回0。

#### void rio\_update\_route\_tables(struct rio\_net \* net)

更新交换机的路由表

**参数**

struct rio\_net \* net

要进行更新的RIO网络

**说明**

对于每个枚举设备，请确保系统中的每个交换机都具有正确的路由条目。为在第一次枚举通过交换机时未知的设备添加路由。

#### void rio\_init\_em(struct rio\_dev \* rdev)

初始化RIO错误管理（用于交换机）

**参数**

struct rio\_dev \* rdev

RIO设备

**说明**

针对每个枚举的交换机，调用特定于设备的错误管理初始化例程（如果由交换机驱动程序提供）。

#### int rio\_enum\_mport(struct rio\_mport \* mport, u32 flags)

通过主端口开始枚举

**参数**

struct rio\_mport \* mport

发送事务的主端口

u32 flags

枚举控制标志

**说明**

开始枚举过程。如果有人列举了我们的主端口设备，那么放弃。如果没有并且我们有一个活动链接，那么开始递归对等枚举。如果枚举成功则返回0，如果枚举失败则返回-EBUSY。

#### void rio\_build\_route\_tables（struct rio\_net \* net）

从交换机路由条目生成路由表

**参数**

struct rio\_net \* net

要在该RIO网络上运行路由表扫描

**说明**

为每个交换机设备生成一个路由表，通过复制交换机中现有的路由条目来实现。

#### int rio\_disc\_mport（struct rio\_mport \* mport，u32 flags）

通过主端口启动发现过程

**参数**

struct rio\_mport \* mport

用于发送事务的主端口

u32 flags

发现控制标志

**说明**

开始发现过程。如果我们有一个活动链接，则等待枚举完成的信号（如果允许等待）。当枚举完成被发出信号时，开始递归对等发现。如果发现成功则返回0，如果失败则返回-EBUSY。

#### int rio\_basic\_attach（void）

**参数**

无参

**说明**

当此枚举/发现方法作为模块加载时，此函数为所有可用的RapidIO主端口设备注册其特定的枚举和发现例程。 “scan”命令行参数控制该模块自动启动RapidIO枚举/发现的能力。

成功则返回0，如果无法注册则返回-EIO。

此枚举/发现方法无法卸载，因此不提供匹配的cleanup\_module例程。

### 驱动功能

#### int rio\_setup\_inb\_dbell（struct rio\_mport \* mport，void \* dev\_id，struct resource \* res，void（\* dinb）（struct rio\_mport \* mport，void \* dev\_id，u16 src，u16 dst，u16 info）

绑定入站门铃回调

**参数**

struct rio\_mport \* mport

绑定门铃回调的RIO主端口

void \* dev\_id

设备特定指针传递事件

struct resource \* res

门铃消息资源

void（\*）（struct rio\_mport \* mport，void \* dev\_id，u16 src，u16 dst，u16 info）dinb

当接收到门铃时执行回调

**说明**

将门铃资源/回调对添加到端口的门铃事件列表中。如果请求已满足，则返回0。

#### int rio\_chk\_dev\_route（struct rio\_dev \* rdev，struct rio\_dev \*\* nrdev，int \* npnum）

验证到指定设备的路由。

**参数**

struct rio\_dev \* rdev

未响应RIO设备

struct rio\_dev \*\* nrdev

路径上的最后一个活动设备（及对应的RIO端口）

int \* npnum

nrdev在路径上到rdev的端口号

**说明**

沿着到指定RIO设备的路线进行，以确定路径上最后一个可用的设备（及相应的RIO端口）。

#### int rio\_chk\_dev\_access（struct rio\_dev \* rdev）

验证对指定设备的访问权限。

**参数**

struct rio\_dev \* rdev

指向RIO设备控制结构的指针

#### int rio\_get\_input\_status（struct rio\_dev \* rdev，int pnum，u32 \* lnkresp）

发送链接请求/输入状态控制符，并返回链路响应（如果请求）。

**参数**

struct rio\_dev \* rdev

要发出输入状态命令的RIO设备

int pnum

要发出命令的设备端口号

u32 \* lnkresp

链接伙伴的响应

#### int rio\_clr\_err\_stopped（struct rio\_dev \* rdev，u32 pnum，u32 err\_status）

清除端口故障停止状态。

**参数**

struct rio\_dev \* rdev

指向RIO设备控制结构的指针

u32 pnum

清除错误的交换机端口号

u32 err\_status

端口错误状态（如果0从设备读取寄存器）

**说明**

TODO：目前，此例程与idt\_gen3 RapidIO交换机设备指定的恢复过程不兼容。必须进行审查以实现通用恢复过程，该程序兼容可用设备的全部范围。IDT gen3交换机驱动程序现在实现了特定于硬件的错误处理程序，该程序向端口发出软件复位以重置ERR\_STOP位和ackID。

#### int rio\_std\_route\_add\_entry（struct rio\_mport \* mport，u16 destid，u8 hopcount，u16 table，u16 route\_destid，u8 route\_port）

使用RIO规范rev.1.3中定义的标准寄存器添加交换机路由表条目

**参数**

struct rio\_mport \* mport

要发出事务的主端口

u16 destid

设备的目标ID

u8 hopcount

到设备的交换机跳数

u16 table

路由表ID（全局或特定于端口）

u16 route\_destid

RT中的destID条目

u8 route\_port

指定destID的目标端口

#### int rio\_std\_route\_get\_entry（struct rio\_mport \* mport，u16 destid，u8 hopcount，u16 table，u16 route\_destid，u8 \* route\_port）

使用RIO规范rev.1.3中定义的标准寄存器读取与指定的destID相关联的交换机路由表条目（端口号）

**参数**

struct rio\_mport \* mport

要发出事务的主端口

u16 destid

设备的目标ID

u8 hopcount

到设备的交换机跳数

u16 table

路由表ID（全局或特定于端口）

u16 route\_destid

RT中的destID条目

u8 \* route\_port

指定的destID的目标端口返回

#### int rio\_std\_route\_clr\_table（struct rio\_mport \* mport，u16 destid，u8 hopcount，u16 table）

使用RIO规范rev.1.3中定义的标准寄存器清除swotch路由表。

**参数**

struct rio\_mport \* mport

要发出事务的主端口

u16 destid

设备的目标ID

u8 hopcount

设备的交换机跳数

u16 table

路由表的 ID（全局或端口特定）

#### struct rio\_mport \* rio\_find\_mport(int mport\_id)

通过其 ID 查找 RIO mport

**参数**

int mport\_id

mport 设备的编号（ID）

**说明**

给定 RIO mport 编号，目标 mport 位于全局 mport 列表中。如果找到该 mport，则返回指向其数据结构的指针。如果找不到 mport，则返回 NULL。

#### int rio\_mport\_scan(int mport\_id)

在指定的 mport 上执行枚举/发现

**参数**

int mport\_id

mport 设备的编号（ID）

#### RIO\_LOP\_READ(size, type, len)

生成 rio\_local\_read\_config\_\* 函数

**参数**

size

读取的配置空间大小（8、16、32 位）

type

值参数的 C 类型

len

读取到的配置空间长度（1、2、4 字节）

**说明**

生成 rio\_local\_read\_config\_\* 函数，用于访问本地设备上的配置空间寄存器。

#### RIO\_LOP\_WRITE(size, type, len)

生成 rio\_local\_write\_config\_\* 函数

**参数**

size

写入的配置空间大小（8、16、32 位）

type

值参数的 C 类型

len

写入到的配置空间长度（1、2、4 字节）

**说明**

生成 rio\_local\_write\_config\_\* 函数，用于访问本地设备上的配置空间寄存器。

#### RIO\_OP\_READ(size, type, len)

生成 rio\_mport\_read\_config\_\* 函数

**参数**

size

读取的配置空间大小（8、16、32 位）

type

值参数的 C 类型

len

读取到的配置空间长度（1、2、4 字节）

**说明**

生成 rio\_mport\_read\_config\_\* 函数，用于访问本地设备上的配置空间寄存器。

#### RIO\_OP\_WRITE(size, type, len)

生成 rio\_mport\_write\_config\_\* 函数

**参数**

size

写入的配置空间大小（8、16、32 位）

type

值参数的 C 类型

len

写入到的配置空间长度（1、2、4 字节）

**说明**

生成 rio\_mport\_write\_config\_\* 函数，用于访问本地设备上的配置空间寄存器。

### 设备型号支持

#### const struct rio\_device\_id \* rio\_match\_device(const struct rio\_device\_id \* id, const struct rio\_dev \* rdev)

告知 RIO 设备是否具有匹配的 RIO 设备 ID 结构

**参数**

const struct rio\_device\_id \* id

要与之进行匹配的 RIO 设备 ID 结构

const struct rio\_dev \* rdev

要与之进行匹配的 RIO 设备结构

**说明**

从驱动程序探测和总线匹配中使用，以检查 RIO 设备是否与 RIO 驱动程序提供的设备 ID 结构匹配。如果没有匹配，则返回匹配的 struct rio\_device\_id，否则返回 NULL。

#### int rio\_device\_probe(struct device \* dev)

告知 RIO 设备结构是否具有匹配的 RIO 设备 ID 结构

**参数**

struct device \* dev

要与之进行匹配的 RIO 设备结构

**说明**

若 drv 声明了 rio\_dev，则返回 0 并设置 rio\_dev->driver，否则返回错误

#### int rio\_device\_remove(struct device \* dev)

从系统中删除 RIO 设备

**参数**

struct device \* dev

要与之进行匹配的 RIO 设备结构

**说明**

从系统中删除 RIO 设备。如果它有相关的驱动程序，则运行驱动程序的 remove() 方法。然后更新引用计数。

#### int rio\_match\_bus(struct device \* dev, struct device\_driver \* drv)

告知 RIO 设备结构是否具有匹配的 RIO 驱动程序设备 ID 结构

**参数**

struct device \* dev

要与之进行匹配的标准设备结构

struct device\_driver \* drv

包含要与之匹配的 ID 的标准驱动程序结构

**说明**

由驱动程序使用，以检查系统中是否存在其受支持设备列表中的 RIO 设备。如果有匹配的 struct rio\_device\_id，则返回 1，否则返回 0。

#### int rio\_bus\_init(void)

向设备模型注册 RapidIO 总线

**参数**

void

无参数

**说明**

向 Linux 设备模型注册 RIO mport 设备类和 RIO 总线类型。

### PPC32 支持

#### int fsl\_local\_config\_read(struct rio\_mport \* mport, int index, u32 offset, int len, u32 \* data)

生成 MPC85xx 本地配置空间读取

**参数**

struct rio\_mport \* mport

RapidIO 主控端口信息

int index

RapdiIO 接口的 ID

u32 offset

配置空间内的偏移量

int len

维护事务的长度（以字节为单位）

u32 \* data

要读取的值

**说明**

生成 MPC85xx 本地配置空间读取。成功返回 0，否则返回 -EINVAL。

#### int fsl\_local\_config\_write(struct rio\_mport \* mport, int index, u32 offset, int len, u32 data)

生成 MPC85xx 本地配置空间写入

**参数**

struct rio\_mport \* mport

RapidIO 主控端口信息

int index

RapdiIO 接口的 ID

u32 offset

配置空间内的偏移量

int len

维护事务的长度（以字节为单位）

u32 data

要写入的值

**说明**

生成 MPC85xx 本地配置空间写入。成功返回 0，否则返回 -EINVAL。

#### int fsl\_rio\_config\_read(struct rio\_mport \* mport, int index, u16 destid, u8 hopcount, u32 offset, int len, u32 \* val)

生成 MPC85xx 读取维护事务

**参数**

struct rio\_mport \* mport

RapidIO 主控端口信息

int index

RapdiIO 接口的 ID

u16 destid

事务的目标 ID

u8 hopcount

目标设备的跳数

u32 偏移量

配置空间中的偏移量

int 长度

维护事务长度（以字节为单位）

u32 \* val

要读取的位置

**说明**

生成MPC85xx读取维护事务。成功返回0，失败返回-EINVAL。

#### int fsl\_rio\_config\_write(struct rio\_mport \* mport，int index，u16 destid，u8 hopcount，u32 offset，int len，u32 val)

生成MPC85xx写维护事务

**参数**

struct rio\_mport \* mport

RapidIO主端口信息

int index

RapdiIO接口的ID

u16 destid

事务目标ID

u8 hopcount

目标设备的跳数

u32 offset

配置空间中的偏移量

int len

维护事务长度（以字节为单位）

u32 val

要写入的值

**说明**

生成MPC85xx写入维护事务。成功返回0，失败返回-EINVAL。

#### int fsl\_rio\_setup(struct platform\_device \* dev)

设置Freescale PowerPC RapidIO接口

**参数**

struct platform\_device \* dev

平台设备指针

**说明**

初始化MPC85xx RapidIO硬件接口，使用系统特定信息配置主端口，并向RapidIO子系统注册主端口。
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# 编写s390通道设备驱动程序

## 介绍

本文档描述了可用于驱动基于 s390 的通道附加 I/O 设备的设备驱动程序的接口。这包括与硬件交互的接口和与通用驱动程序核心交互的接口。这些接口由 s390 公共 I/O 层提供。

本文档假定您熟悉与 s390 通道 I/O 架构相关的技术术语。有关此架构的描述，请参阅“z/Architecture：操作原理”，IBM 出版物 no. SA22-7832。

虽然 s390 系统上的大多数 I/O 设备通常是通过此处描述的通道 I/O 机制驱动的，但还有各种其他方法（如 diag 接口）。这些超出了本文档的范围。

s390 公共 I/O 层还提供对一些严格来说不属于 I/O 设备的设备的访问。此处也考虑了它们，尽管它们不是本文档的重点。

一些附加信息也可以在 Documentation/s390/driver-model.txt 下的内核源代码中找到。

## CSS总线

CSS总线包含系统上可用的子通道。它们分为几类：

用于系统的标准I / O子通道。它们在ccw总线上有一个子设备，并在下面说明。

绑定到vfio-ccw驱动程序的I / O子通道。请参见vfio-ccw：基本基础设施。

消息子通道。目前没有Linux驱动程序。

CHSC子通道（最多一个）。可以使用chsc子通道驱动程序发送异步chsc命令。

eADM子通道。用于与存储类内存通信。

## CCW总线

CCW总线通常包含s390系统中可用的大多数设备。以通道命令字（ccw）命名，用于寻址其设备的基本命令结构，ccw总线包含所谓的通道连接设备。它们通过I / O子通道寻址，可在css总线上看到。但是，通道连接设备的设备驱动程序永远不会直接与子通道交互，而只通过ccw总线上的I / O设备，即ccw设备进行交互。

### 用于通道连接设备的I / O功能

已将某些硬件结构转换为用于通用I / O层和设备驱动程序的C结构。有关表示此处的硬件结构的更多信息，请参阅操作原理。

#### struct ccw1

通道命令字

**定义**

struct ccw1 {

\_\_u8 cmd\_code;

\_\_u8 flags;

\_\_u16 count;

\_\_u32 cda;

};

**成员**

cmd\_code

命令代码

flags

标志，如IDA寻址等。

count

字节数

cda

数据地址

**说明**

CCW是构建与设备或控制单元执行操作的通道程序的基本结构。仅支持格式1通道命令字。

#### struct ccw0

通道命令字

**定义**

struct ccw0 {

\_\_u8 cmd\_code;

\_\_u32 cda : 24;

\_\_u8 flags;

\_\_u8 reserved;

\_\_u16 count;

};

**成员**

cmd\_code

命令代码

cda

数据地址

flags

标志，如IDA寻址等

reserved

将被忽略

count

字节数

**说明**

format-0 ccw结构

#### struct erw

扩展报告字

**定义**

struct erw {

\_\_u32 res0 : 3;

\_\_u32 auth : 1;

\_\_u32 pvrf : 1;

\_\_u32 cpt : 1;

\_\_u32 fsavf : 1;

\_\_u32 cons : 1;

\_\_u32 scavf : 1;

\_\_u32 fsaf : 1;

\_\_u32 scnt : 6;

\_\_u32 res16 : 16;

};

**成员**

res0

预定的

auth

授权检查

pvrf

需要路径验证的标志

cpt

通道路径超时

fsavf

失败的存储地址有效性标志

cons

并行感知

scavf

次要CCW地址有效标志

fsaf

失败存储地址格式

scnt

感知计数，如果cons == 1

res16

预定的

#### struct erw\_eadm

EADM子通道扩展报告字

**定义**

struct erw\_eadm {

\_\_u32 : 16;

\_\_u32 b : 1;

\_\_u32 r : 1;

\_\_u32 : 14;

};

**成员**

b

aob 错误

r

arsb 错误

#### struct sublog

子通道注销区域

**定义**

struct sublog {

\_\_u32 res0 : 1;

\_\_u32 esf : 7;

\_\_u32 lpum : 8;

\_\_u32 arep : 1;

\_\_u32 fvf : 5;

\_\_u32 sacc : 2;

\_\_u32 termc : 2;

\_\_u32 devsc : 1;

\_\_u32 serr : 1;

\_\_u32 ioerr : 1;

\_\_u32 seqc : 3;

};

**成员**

res0

保留

esf

扩展状态标志

lpum

最后使用的路径掩码

arep

附属报告

fvf

字段有效性标志

sacc

存储访问代码

termc

终止码

devsc

设备状态检查

serr

次要错误

ioerr

I/O错误警报

seqc

序列码

#### struct esw0

格式0扩展状态字 (ESW)

**定义**

struct esw0 {

struct sublog sublog;

struct erw erw;

\_\_u32 faddr[2];

\_\_u32 saddr;

};

**成员**

sublog

子通道注销

erw

扩展报告字

faddr

失败存储地址

saddr

次要CCW地址

#### struct esw1

格式1扩展状态字 (ESW)

**定义**

struct esw1 {

\_\_u8 zero0;

\_\_u8 lpum;

\_\_u16 zero16;

struct erw erw;

\_\_u32 zeros[3];

};

**成员**

zero0

保留零

lpum

最后使用的路径掩码

zero16

保留零

erw

扩展报告字

zeros

三个满字的零

#### struct esw2

格式2扩展状态字 (ESW)

**定义**

struct esw2 {

\_\_u8 zero0;

\_\_u8 lpum;

\_\_u16 dcti;

struct erw erw;

\_\_u32 zeros[3];

};

**成员**

zero0

保留零

lpum

最后使用的路径掩码

dcti

设备连接时间间隔

erw

扩展报告字

zeros

三个满字的零

#### struct esw3

格式3扩展状态字(ESW)

**定义**

struct esw3 {

\_\_u8 zero0;

\_\_u8 lpum;

\_\_u16 res;

struct erw erw;

\_\_u32 zeros[3];

};

**成员**

zero0

保留零

lpum

最后使用的路径掩码

res

保留

erw

扩展报告字

zeros

三个满字的零

#### struct esw\_eadm

EADM子通道扩展状态字(ESW)

**定义**

struct esw\_eadm {

\_\_u32 sublog;

struct erw\_eadm erw;

\_\_u32 : 32;

\_\_u32 : 32;

\_\_u32 : 32;

};

**成员**

sublog

子通道注销

erw

扩展报告字

#### struct irb

中断响应块

**定义**

struct irb {

union scsw scsw;

union {

struct esw0 esw0;

struct esw1 esw1;

struct esw2 esw2;

struct esw3 esw3;

struct esw\_eadm eadm;

} esw;

\_\_u8 ecw[32];

};

**成员**

scsw

子通道状态字

esw

扩展状态字

ecw

扩展控制字

**说明**

发生中断时传递给设备驱动程序的IRB。对于征求意见的中断，通用I/O层已经执行了字段是否有效的检查;字段不有效始终传递为0。如果发生单元检查，ECW可能包含传感器数据;如果设备不支持并行感知，则通用I/O层自己检索这些数据（因此设备驱动程序永远不需要执行基本感知）。对于非请求的中断，IRB按原样传递（除了感知数据（如果适用））。

#### struct ciw

命令信息字（CIW）布局

**定义**

struct ciw {

\_\_u32 et : 2;

\_\_u32 reserved : 2;

\_\_u32 ct : 4;

\_\_u32 cmd : 8;

\_\_u32 count : 16;

};

**成员**

et

输入类型

reserved

保留位

ct

命令类型

cmd

命令代码

count

命令计数

#### struct ccw\_dev\_id

CCW设备的唯一标识符

**定义**

struct ccw\_dev\_id {

u8 ssid;

u16 devno;

};

**成员**

ssid

ssid

子通道集ID

devno

设备编号

**说明**

此结构不是基于任何硬件结构直接构建的。硬件通过其设备编号和子通道来识别设备，子通道又由其ID标识。为了获取跨子通道集的ccw设备的唯一标识符，引入了struct ccw\_dev\_id。

#### int ccw\_dev\_id\_is\_equal(struct [ccw\_dev\_id](https://www.kernel.org/doc/html/latest/driver-api/s390-drivers.html" \l "c.ccw_dev_id" \o "ccw_dev_id) \*dev\_id1, struct [ccw\_dev\_id](https://www.kernel.org/doc/html/latest/driver-api/s390-drivers.html" \l "c.ccw_dev_id" \o "ccw_dev_id) \*dev\_id2)

比较两个ccw\_dev\_ids

**参数**

struct ccw\_dev\_id \*dev\_id1

ccw\_dev\_id

struct ccw\_dev\_id \*dev\_id2

另一个ccw\_dev\_id

**返回**

如果两个结构逐个字段相等，则为1，否则为0。

**上下文**

任何

#### u8 pathmask\_to\_pos(u8 mask)

查找路径掩码中最左侧位的位置

**参数**

u8 mask

至少设置了一个位的路径掩码

### CCW设备

要发起通道I/O的设备需要连接到ccw总线。与驱动程序核心的交互通过通用I/O层完成，该层提供了ccw设备和ccw设备驱动程序的抽象。

发起或终止通道I/O的函数都作用于ccw设备结构。设备驱动程序不得绕过这些函数，否则可能会发生奇怪的副作用

#### struct ccw\_device

通道附属设备

**定义**

struct ccw\_device {

spinlock\_t \*ccwlock;

struct ccw\_device\_id id;

struct ccw\_driver \*drv;

struct device dev;

int online;

void (\*handler) (struct ccw\_device \*, unsigned long, struct irb \*);

};

**成员**

ccwlock

设备锁指针

ID

此设备的ID

drv

此设备的ccw驱动程序

dev

嵌入设备结构

online

设备的在线状态

handler

中断处理程序

**说明**

处理程序是设备的成员，而不是驱动程序，因为驱动程序可以为不同的ccw设备（多子通道驱动程序）拥有不同的中断处理程序。

#### struct ccw\_driver

通道附加设备的设备驱动程序

**定义**

struct ccw\_driver {

struct ccw\_device\_id \*ids;

int (\*probe) (struct ccw\_device \*);

void (\*remove) (struct ccw\_device \*);

int (\*set\_online) (struct ccw\_device \*);

int (\*set\_offline) (struct ccw\_device \*);

int (\*notify) (struct ccw\_device \*, int);

void (\*path\_event) (struct ccw\_device \*, int \*);

void (\*shutdown) (struct ccw\_device \*);

int (\*prepare) (struct ccw\_device \*);

void (\*complete) (struct ccw\_device \*);

int (\*freeze)(struct ccw\_device \*);

int (\*thaw) (struct ccw\_device \*);

int (\*restore)(struct ccw\_device \*);

enum uc\_todo (\*uc\_handler) (struct ccw\_device \*, struct irb \*);

struct device\_driver driver;

enum interruption\_class int\_class;

};

**成员**

ids

由此驱动程序支持的ID

probe

探测时调用的函数

remove

移除时调用的函数

set\_online

在设置设备在线时调用

set\_offline

在设置设备离线时调用

notify

将设备状态更改通知驱动程序

path\_event

将通道路径事件通知驱动程序

shutdown

关闭设备时调用

prepare

为pm状态转换做准备

complete

撤消在准备时所做的工作

freeze

在休眠快照期间冻结的回调

thaw

撤消在freeze中所做的工作

restore

在休眠后的恢复回调

uc\_handler

单元检查处理程序的回调

driver

嵌入式设备驱动程序结构

int\_class

用于记帐中断的中断类别

#### int ccw\_device\_set\_offline(struct ccw\_device \*cdev)

禁用ccw设备进行I/O

**参数**

struct ccw\_device \* cdev

目标ccw设备

**说明**

如果有的话，此函数为cdev调用驱动程序的set\_offline（）函数，然后禁用cdev。

**返回**

成功返回0，失败返回负错误值。

**上下文**

启用，未持有ccw设备锁定

#### int ccw\_device\_set\_online(struct ccw\_device \*cdev)

启用ccw设备进行I/O

**参数**

struct ccw\_device \* cdev

目标ccw设备

**说明**

此函数首先启用cdev，然后调用驱动程序的set\_online（）函数，如果有的话，则禁用cdev 。如果set\_online（）返回错误，则再次禁用cdev。

**返回**

成功返回0，失败返回负错误值。

**上下文**

启用，未持有ccw设备锁定

#### struct ccw\_device \* get\_ccwdev\_by\_dev\_id（struct ccw\_dev\_id \* dev\_id）

从CCW设备ID获取设备

**参数**

struct ccw\_dev\_id \* dev\_id

要搜索的设备的ID

**说明**

此函数搜索连接到ccw总线的所有设备，查找与dev\_id匹配的设备。

**返回**

如果找到设备，则增加其引用计数并返回；否则返回NULL。

#### struct ccw\_device \* get\_ccwdev\_by\_busid（struct ccw\_driver \* cdrv，const char \* bus\_id）

从总线ID获取设备

**参数**

struct ccw\_driver \* cdrv

驱动程序所拥有的设备

const char \* bus\_id

要搜索的设备的总线ID

**说明**

此函数搜索cdrv所拥有的所有设备，查找具有与bus\_id匹配的总线ID的设备。

**返回**

如果找到匹配项，则会增加找到的设备的引用计数，并将其返回；否则返回NULL。

#### int ccw\_driver\_register（struct ccw\_driver \* cdriver）

注册ccw驱动程序

**参数**

struct ccw\_driver \* cdriver

要注册的驱动程序

**说明**

此函数主要是driver\_register（）的包装器。

**返回**

成功返回0，失败返回负错误值。

#### void ccw\_driver\_unregister（struct ccw\_driver \* cdriver）

取消注册ccw驱动程序

**参数**

struct ccw\_driver \* cdriver

要注销的驱动程序

**说明**

此函数主要是driver\_unregister（）的包装器。

#### int ccw\_device\_siosl（struct ccw\_device \* cdev）

启动记录

**参数**

struct ccw\_device \* cdev

ccw设备

**说明**

此函数用于在通道子系统中调用模型相关日志记录。

#### int ccw\_device\_set\_options\_mask（struct ccw\_device \* cdev，unsigned long flags）

设置一些选项并取消剩余选项

**参数**

struct ccw\_device \* cdev

要设定选项的设备

unsigned long flags

要设置的选项

**说明**

所有在flags中指定的标志都被设置，未在flags中指定的所有标志都被清除。

**返回**

成功返回0，-EINVAL返回无效的标志组合。

#### int ccw\_device\_set\_options（struct ccw\_device \* cdev，unsigned long flags）

设置一些选项

**参数**

struct ccw\_device \* cdev

要设定选项的设备

unsigned long flags

要设置的选项

**说明**

所有在flags中指定的标志都被设置，其他标志则不变。

**返回**

成功返回0，如果会导致无效的标志组合，则返回-EINVAL。

#### void ccw\_device\_clear\_options（struct ccw\_device \* cdev，unsigned long flags）

清除一些选项

**参数**

struct ccw\_device \* cdev

要清除选项的设备

unsigned long flags

要清除的选项

**说明**

所有在flags中指定的标志都被清除，未指定的标志则不变。

#### int ccw\_device\_is\_pathgroup（struct ccw\_device \* cdev）

确定该设备的路径是否分组

**参数**

struct ccw\_device \* cdev

ccw设备

**说明**

如果有路径组，则返回非零；否则返回零。

#### int ccw\_device\_is\_multipath（struct ccw\_device \* cdev）

确定设备是否以多路径模式运行

**参数**

struct ccw\_device \* cdev

ccw设备

**说明**

如果该设备以多路径模式运行，则返回非零；否则返回零。

#### int ccw\_device\_clear（struct ccw\_device \*cdev，unsigned long intparm）

终止I/O请求处理

**参数**

struct ccw\_device \* cdev

目标ccw设备

unsigned long intparm

在csch结束时返回的中断参数

**说明**

ccw\_device\_clear（）调用cdev的子通道上的csch。

**返回**

成功返回0，设备不可用返回-ENODEV，设备状态无效返回-EINVAL。

**上下文**

中断禁用，ccw设备锁保持

#### int ccw\_device\_start\_timeout\_key（struct ccw\_device \* cdev，struct ccw1 \* cpa，unsigned long intparm，\_\_u8 lpm，\_\_u8 key，unsigned long flags，int expires）

启动带超时和键的s390通道程序

**参数**

struct ccw\_device \* cdev

目标ccw设备

struct ccw1 \* cpa

通道程序的逻辑起始地址

unsigned long intparm

用户特定的中断参数；将被呈现回cdev的中断处理程序。允许设备驱动程序将中断与特定I/O请求关联起来。

\_\_u8 lpm

定义用于特定I/O请求的通道路径。值为0将使cio使用opm。

\_\_u8 key

用于I/O的存储密钥

unsigned long flags

附加标志；定义要执行的I/O处理操作。

int expires

jiffies的超时值

**说明**

启动S / 390通道程序。当中断到达时，将调用IRQ处理程序，立即，延迟（dev-end丢失或需要感知）或从未（未注册IRQ处理程序）。如果在超时指定的时间内通道程序未完成，则此函数通知设备驱动程序。如果超时，则通过xsch，hsch或csch终止通道程序，并使用ERR\_PTR（-ETIMEDOUT）调用设备的中断处理程序。中断处理程序将在此处指定回显intparm，除非通过后续调用ccw\_device\_halt（）或ccw\_device\_clear（）指定了另一个中断参数。

**返回**

如果操作成功，则返回0；如果设备繁忙或状态挂起，则返回-EBUSY；如果在lpm中未指定路径，则返回-EACCES；如果设备不可用，则返回-ENODEV。

**上下文**

中断禁用，ccw设备锁保持

#### int ccw\_device\_start\_key（struct ccw\_device \* cdev，struct ccw1 \* cpa，unsigned long intparm，\_\_u8 lpm，\_\_u8 key，unsigned long flags）

使用键开始s390通道程序

**参数**

struct ccw\_device \* cdev

目标ccw设备

struct ccw1 \* cpa

通道程序的逻辑起始地址

unsigned long intparm

用户特定的中断参数；将被呈现回cdev的中断处理程序。允许设备驱动程序将中断与特定I/O请求关联起来。

\_\_u8 lpm

定义用于特定I/O请求的通道路径。值为0将使cio使用opm。

\_\_u8 key

用于I/O的存储密钥

unsigned long flags

附加标志；定义要执行的I/O处理操作。

**说明**

启动S / 390通道程序。当中断到达时，将调用IRQ处理程序，立即，延迟（dev-end丢失或需要感知）或从未（未注册IRQ处理程序）。中断处理程序将在此处指定回显intparm，除非通过后续调用ccw\_device\_halt（）或ccw\_device\_clear（）指定了另一个中断参数。

**返回**

如果操作成功，则返回0；如果设备繁忙或状态挂起，则返回-EBUSY；如果在lpm中未指定路径，则返回-EACCES；如果设备不可用，则返回-ENODEV。

**上下文**

中断禁用，ccw设备锁保持

#### int ccw\_device\_start（struct ccw\_device \* cdev，struct ccw1 \* cpa，unsigned long intparm，\_\_u8 lpm，unsigned long flags）

开始s390通道程序

**参数**

struct ccw\_device \* cdev

目标ccw设备

struct ccw1 \* cpa

通道程序的逻辑起始地址

unsigned long intparm

用户特定的中断参数；将被呈现回cdev的中断处理程序。允许设备驱动程序将中断与特定I/O请求关联起来。

\_\_u8 lpm

定义用于特定I/O请求的通道路径。值为0将使cio使用opm。

unsigned long flags

附加标志；定义要执行的I/O处理操作。

**说明**

启动S / 390通道程序。当中断到达时，将调用IRQ处理程序，立即，延迟（dev-end丢失或需要感知）或从未（未注册IRQ处理程序）。中断处理程序将在此处指定回显intparm，除非通过后续调用ccw\_device\_halt（）或ccw\_device\_clear（）指定了另一个中断参数。

**返回**

如果操作成功，则返回0；如果设备繁忙或状态挂起，则返回-EBUSY；如果在lpm中未指定路径，则返回-EACCES；如果设备不可用，则返回-ENODEV。

**上下文**

中断禁用，ccw设备锁保持

#### int ccw\_device\_start\_timeout（struct ccw\_device \* cdev，struct ccw1 \* cpa，unsigned long intparm，\_\_u8 lpm，unsigned long flags，int expires）

开始一个带有超时的S/390通道程序。

**参数**：

struct ccw\_device \*cdev

目标ccw设备

struct ccw1 \*cpa

通道程序的逻辑开始地址

unsigned long intparm

用户指定的中断参数，将被呈现回CDEV的中断处理程序。允许设备驱动程序将中断与特定的I/O请求关联起来。

\_\_u8 lpm

定义用于特定I/O请求的通道路径。值为0将使CIO使用OPM。

unsigned long flags

附加标志；定义I/O处理的操作。

int expires

以jiffies为单位的超时值。

**说明**

开始一个S/390通道程序。当中断到达时，将调用IRQ处理程序，立即，延迟（dev-end丢失或需要感知）或永远（未注册IRQ处理程序）。如果通道程序在expires指定的时间内未完成，则此函数会通知设备驱动程序。如果超时发生，则通过xsch、hsch或csch终止通道程序，并使用包含ERR\_PTR（-ETIMEDOUT）的IRB调用设备的中断处理程序。中断处理程序将通过此处指定的intparm进行回显，除非通过后续调用ccw\_device\_halt()或ccw\_device\_clear()指定其他中断参数。

**返回**

如果操作成功，则返回0；如果设备忙或状态挂起，则返回-EBUSY；如果在LPM中没有指定路径是操作的，则返回-EACCES；如果设备不可操作，则返回-ENODEV。

**上下文**：

禁用中断，锁定ccw设备

#### int ccw\_device\_halt(struct ccw\_device \*cdev, unsigned long intparm)

停止I/O请求处理

**参数**：

struct ccw\_device \*cdev

目标ccw设备

unsigned long intparm

在hsch结束后返回的中断参数

**说明**

ccw\_device\_halt()在CDEV的子通道上调用hsch。中断处理程序将通过此处指定的intparm进行回显，除非通过后续调用ccw\_device\_clear()指定其他中断参数。

**返回**

成功返回0，设备不可操作返回-ENODEV，无效设备状态返回-EINVAL，设备忙或中断挂起返回-EBUSY。

**上下文**

禁用中断，锁定ccw设备

#### int ccw\_device\_resume(struct ccw\_device \*cdev)

恢复通道程序的执行

**参数**：

struct ccw\_device \*cdev

目标ccw设备

**说明**

ccw\_device\_resume()在CDEV的子通道上调用rsch。

**返回**

成功返回0，设备不可操作返回-ENODEV，无效设备状态返回-EINVAL，设备忙或中断挂起返回-EBUSY。

**上下文**

禁用中断，锁定ccw设备

#### struct ciw \*ccw\_device\_get\_ciw(struct ccw\_device \*cdev, \_\_u32 ct)

在扩展感知数据中搜索CIW命令。

**参数**

struct ccw\_device \*cdev

要检查的ccw设备

\_\_u32 ct

要查找的命令类型

**说明**

在SenseID期间，说明可用于设备的特殊命令的命令信息字（CIW）可能已存储在扩展感知数据中。此函数在扩展感知数据中搜索指定命令类型的CIW。

**返回**

如果没有存储扩展感知数据或找不到指定命令类型的CIW，则返回NULL，否则返回指向指定命令类型的CIW的指针。

#### \_\_u8 ccw\_device\_get\_path\_mask(struct ccw\_device \*cdev)

获取当前可用路径

**参数**

struct ccw\_device \*cdev

要查询的ccw设备

**返回**

如果没有设备的子通道可用，则返回0，否则返回ccw设备子通道当前可用路径的掩码。

#### struct channel\_path\_desc\_fmt0 \*ccw\_device\_get\_chp\_desc(struct ccw\_device \*cdev, int chp\_idx)

返回新分配的通道路径说明符

**参数**：

struct ccw\_device \*cdev

要获取说明符的设备

int chp\_idx

通道路径的索引

**说明**

成功返回与给定通道路径关联的通道路径说明数据的新分配副本。出错时返回NULL。

#### u8 \*ccw\_device\_get\_util\_str(struct ccw\_device \*cdev, int chp\_idx)

返回新分配的实用程序字符串

**参数**

struct ccw\_device \*cdev

要获取实用程序字符串的设备

int chp\_idx

通道路径的索引

**说明**

成功返回与给定通道路径关联的实用程序字符串的新分配副本。出错时返回NULL。

#### void ccw\_device\_get\_id(struct ccw\_device \*cdev, struct ccw\_dev\_id \*dev\_id)

获取ccw设备ID

**参数**

struct ccw\_device \*cdev

要获取ID的设备

struct ccw\_dev\_id \*dev\_id

要填充值的位置

#### int ccw\_device\_tm\_start\_timeout\_key(struct ccw\_device \*cdev, struct tcw \*tcw, unsigned long intparm, u8 lpm, u8 key, int expires)

执行启动函数

**参数**

struct ccw\_device \*cdev

要在其上执行启动函数的ccw设备

struct tcw \*tcw

要启动的传输命令字

unsigned long intparm

传递给中断处理程序的用户定义参数

u8 lpm

要使用的路径掩码

u8 key

用于存储访问的存储键

int expires

在多少个jiffies后中止请求的时间跨度

**说明**

在给定的ccw设备上启动tcw。成功返回零，否则返回非零。

#### int ccw\_device\_tm\_start\_key(struct ccw\_device \*cdev, struct tcw \*tcw, unsigned long intparm, u8 lpm, u8 key)

执行开始功能

**参数**

struct ccw\_device \*cdev

要执行开始功能的ccw设备

struct tcw \*tcw

要启动的传输命令字

unsigned long intparm

传递给中断处理程序的用户定义参数

u8 lpm

要使用的路径掩码

u8 key

用于存储访问的存储键

**说明**

在给定的ccw设备上启动tcw。成功返回零，否则返回非零。

#### int ccw\_device\_tm\_start(struct ccw\_device \* cdev，struct tcw \* tcw，unsigned long intparm，u8 lpm)

执行开始功能

**参数**

struct ccw\_device \*cdev

要执行开始功能的ccw设备

struct tcw \*tcw

要启动的传输命令字

unsigned long intparm

传递给中断处理程序的用户定义参数

u8 lpm

要使用的路径掩码

**说明**

在给定的ccw设备上启动tcw。成功返回零，否则返回非零。

#### int ccw\_device\_tm\_start\_timeout(struct ccw\_device \* cdev，struct tcw \* tcw，unsigned long intparm，u8 lpm，int expires)

执行开始功能

**参数**

struct ccw\_device \*cdev

要执行开始功能的ccw设备

struct tcw \*tcw

要启动的传输命令字

unsigned long intparm

传递给中断处理程序的用户定义参数

u8 lpm

要使用的路径掩码

int expires

超时后的时段，以jiffies为单位，用于中止请求

**说明**

在给定的ccw设备上启动tcw。成功返回零，否则返回非零。

#### int ccw\_device\_get\_mdc(struct ccw\_device \* cdev，u8 mask)

累计最大数据计数

**参数**

struct ccw\_device \*cdev

累计最大数据计数的ccw设备

u8 mask

要使用的路径掩码

**说明**

返回所有路径至少支持传输命令的64K字节块数。返回为0表示失败。

#### int ccw\_device\_tm\_intrg(struct ccw\_device \*cdev)

执行询问功能

**参数**

struct ccw\_device \*cdev

要执行询问功能的ccw设备

**说明**

在给定的ccw设备上执行询问功能。成功返回零，否则返回非零。

#### void ccw\_device\_get\_schid(struct ccw\_device \*cdev，struct subchannel\_id \*schid)

获取子通道ID

**参数**

struct ccw\_device \*cdev

要获取ID的设备

struct subchannel\_id \*schid

填充值的位置

### 通道测量设施

通道测量设施提供了一种收集测量数据的方式，该数据由通道子系统为每个通道附加设备提供。

#### struct cmbdata

用户空间的通道测量块数据

**定义**

struct cmbdata {

\_\_u64 size;

\_\_u64 elapsed\_time;

\_\_u64 ssch\_rsch\_count;

\_\_u64 sample\_count;

\_\_u64 device\_connect\_time;

\_\_u64 function\_pending\_time;

\_\_u64 device\_disconnect\_time;

\_\_u64 control\_unit\_queuing\_time;

\_\_u64 device\_active\_only\_time;

\_\_u64 device\_busy\_time;

\_\_u64 initial\_command\_response\_time;

};

**成员**

size

存储数据的大小

elapsed\_time

上次采样后的时间

ssch\_rsch\_count

ssch和rsch的数量

sample\_count

样本数

device\_connect\_time

设备连接时间

function\_pending\_time

函数挂起时间

device\_disconnect\_time

设备断开连接时间

control\_unit\_queuing\_time

控制单元排队时间

device\_active\_only\_time

设备仅处于活动状态的时间

device\_busy\_time

设备忙时的时间（ext.格式）

initial\_command\_response\_time

初始命令响应时间（ext.格式）

**说明**

所有值都以64位存储，以便在32位仿真模式下简化，所有时间值都规范化为纳秒。目前已知两种格式，其差异在于该结构的大小，即只有当激活扩展通道测量设施（首次在z990机器中提供）时，才设置最后两个成员。可能会添加更多字段，这将导致新的ioctl编号。

#### int enable\_cmf(struct ccw\_device \*cdev)

为特定设备开启通道测量

**参数**

struct ccw\_device \*cdev

要启用的ccw设备

**说明**

为cdev启用通道测量。如果对已启用通道测量的设备调用此函数，则会触发对测量数据的重置。

**返回**

成功返回0或负错误值。

**上下文**

非原子性的

#### int disable\_cmf(struct ccw\_device \*cdev)

为特定设备关闭通道测量

**参数**

struct ccw\_device \*cdev

要禁用的ccw设备

**返回**

成功返回0或负错误值。

**上下文**

非原子性的

#### u64 cmf\_read(struct ccw\_device \*cdev，int index)

从当前通道测量块读取一个值

**参数**

struct ccw\_device \*cdev

要读取的通道

int index

要读取的值的索引

**返回**

读取的值，如果无法读取，则为0。

**上下文**

任何

#### int cmf\_readall(str·uct ccw\_device \*cdev，struct cmbdata \*data)

读取当前通道测量块

**参数**

struct ccw\_device \*cdev

要读取的通道

struct cmbdata \*data

将要填充的数据块的指针

**返回**

成功时为0，否则为负错误值。

**上下文**

任何

## ccwgroup总线

ccwgroup总线仅包含由用户创建的人工设备。许多网络设备（例如qeth）实际上由几个ccw设备（如qeth的读取，写入和数据通道）组成。ccwgroup总线提供一种机制，可以将这些ccw设备作为从设备包含在其中，并与netdevice关联起来。

### ccw组设备

#### struct ccwgroup\_device

ccw组设备

#### 定义

struct ccwgroup\_device {

enum {

CCWGROUP\_OFFLINE,

CCWGROUP\_ONLINE,

} state;

unsigned int count;

struct device dev;

struct work\_struct ungroup\_work;

struct ccw\_device \*cdev[];

};

#### 成员

state

在线/离线状态

count

已连接从设备的数量

dev

嵌入式设备结构

ungroup\_work

用于解除ccw组设备

cdev

可变数量的从设备，按需分配

#### struct ccwgroup\_driver

ccw组设备驱动程序

#### 定义

struct ccwgroup\_driver {

int (\*setup) (struct ccwgroup\_device \*);

void (\*remove) (struct ccwgroup\_device \*);

int (\*set\_online) (struct ccwgroup\_device \*);

int (\*set\_offline) (struct ccwgroup\_device \*);

void (\*shutdown)(struct ccwgroup\_device \*);

int (\*prepare) (struct ccwgroup\_device \*);

void (\*complete) (struct ccwgroup\_device \*);

int (\*freeze)(struct ccwgroup\_device \*);

int (\*thaw) (struct ccwgroup\_device \*);

int (\*restore)(struct ccwgroup\_device \*);

struct device\_driver driver;

struct ccw\_driver \*ccw\_driver;

};

#### 成员

setup

在设备创建期间调用以设置设备

remove

在删除时调用的函数

set\_online

在设备设置为在线时调用的函数

set\_offline

在设备设置为离线时调用的函数

shutdown

在设备关闭时调用的函数

prepare

准备PM状态转换

complete

撤消准备工作

freeze

冬眠快照期间的冻结回调

thaw

撤消在freeze中完成的工作

restore

在休眠后恢复的回调

driver

嵌入式驱动程序结构

ccw\_driver

支持的ccw\_driver（可选）

#### int ccwgroup\_set\_online(struct ccwgroup\_device \*gdev)

启用ccw组设备

**参数**

struct ccwgroup\_device \*gdev

目标ccw组设备

**说明**

此函数尝试将ccw组设备置于在线状态。

**返回**

成功返回0，失败返回负错误值。

#### int ccwgroup\_set\_offline(struct ccwgroup\_device \*gdev, bool call\_gdrv)

禁用ccw组设备

**参数**

struct ccwgroup\_device \*gdev

目标ccw组设备

bool call\_gdrv

调用已注册的gdrv set\_offline函数

**说明**

此函数尝试将ccw组设备置于离线状态。

**返回**

成功返回0，失败返回负错误值。

#### int ccwgroup\_create\_dev(struct device \*parent, struct ccwgroup\_driver \*gdrv, int num\_devices, const char \*buf)

创建并注册ccw组设备

**参数**

struct device \*parent

新设备的父设备

struct ccwgroup\_driver \*gdrv

新组设备的驱动程序

int num\_devices

从设备数量

const char \*buf

包含从设备总线ID的逗号分隔符的缓冲区

**说明**

创建并注册一个新的ccw组设备，作为父设备的子设备。从设备从buf中给定的总线ID列表中获取。

**返回**

成功返回0，失败返回错误代码。

**上下文**

非原子操作

#### int ccwgroup\_driver\_register(struct ccwgroup\_driver \*cdriver)

注册ccw组驱动程序

**参数**

struct ccwgroup\_driver \*cdriver

要注册的驱动程序

**说明**

此函数主要是driver\_register的封装。

#### void ccwgroup\_driver\_unregister(struct ccwgroup\_driver \*cdriver)

取消注册ccw组驱动程序

**参数**

struct ccwgroup\_driver \*cdriver

要取消注册的驱动程序

**说明**

此函数主要是driver\_unregister的封装。

#### int ccwgroup\_probe\_ccwdev(struct ccw\_device \*cdev)

从设备探测函数

**参数**

struct ccw\_device \*cdev

要检测的ccw设备

**说明**

这是一个虚拟探测函数，用于将ccw设备作为ccw组设备中的从设备。

**返回**

始终为0

#### void ccwgroup\_remove\_ccwdev(struct ccw\_device \*cdev)

从设备删除函数

**参数**

struct ccw\_device \*cdev

要移除的ccw设备

**说明**

这是一个删除函数，用于将ccw设备作为ccw组设备中的从设备。它将ccw设备设置为离线，并注销嵌入式ccw组设备。

## 通用接口

以下部分包含不仅由处理ccw设备的驱动程序使用，还由处理其他s390硬件的驱动程序使用的接口。

### 适配器中断

通用I/O层提供了用于处理适配器中断和中断向量的帮助程序函数。

#### int register\_adapter\_interrupt(struct airq\_struct \*airq)

注册适配器中断处理程序

**参数**

struct airq\_struct \*airq

指向适配器中断说明符的指针

**说明**

成功返回0，失败返回-EINVAL。

#### void unregister\_adapter\_interrupt(struct airq\_struct \*airq)

注销适配器中断处理程序

**参数**

struct airq\_struct \*airq

指向适配器中断说明符的指针

#### struct airq\_iv \*airq\_iv\_create(unsigned long bits, unsigned long flags, unsigned long \*vec)

创建中断向量

**参数**

unsigned long bits

中断向量中的位数

unsigned long flags

分配标志

unsigned long \*vec

如果AIRQ\_IV\_GUESTVEC，则为指向固定宿主内存的指针

**说明**

返回指向中断向量结构的指针

#### void airq\_iv\_release(struct airq\_iv \*iv)

释放中断向量

**参数**

struct airq\_iv \*iv

指向中断向量结构的指针

#### unsigned long airq\_iv\_alloc(struct airq\_iv \*iv, unsigned long num)

从中断向量中分配中断位

**参数**

struct airq\_iv \*iv

指向中断向量结构的指针

unsigned long num

要分配的连续中断位的数量

**说明**

返回分配的中断块中第一个中断的位数，如果没有位可用或未指定AIRQ\_IV\_ALLOC标志，则返回-1UL。

#### void airq\_iv\_free(struct airq\_iv \*iv, unsigned long bit, unsigned long num)

释放中断向量的中断位

**参数**

struct airq\_iv \*iv

指向中断向量结构的指针

unsigned long bit

释放第一个irq位的编号

unsigned long num

要释放的连续irq位的数量

#### unsigned long airq\_iv\_scan( struct airq\_iv \*  iv , unsigned long  start , unsigned long  end )

扫描中断向量以查找非零位

**参数**

struct airq\_iv \*iv

指向中断向量结构的指针

unsigned long start

开始搜索的位数

unsigned long end

结束搜索的位数

**说明**

返回下一个非零中断位的位数，如果扫描完成而未找到任何非零位，则返回-1UL。

# VME 设备驱动程序

## 驱动注册

与Linux内核中的其他子系统一样，VME设备驱动程序通过对VME子系统的调用进行注册，通常从设备init例程中调用。这是通过调用vme\_register\_driver()实现的。

必须向注册函数提供struct vme\_driver类型的结构体指针。以及你的驱动程序能够支持的设备的最大数量。

至少，应正确设置struct vme\_driver的“.name”、“.match”和“.probe”元素。'name'元素是指向保存设备驱动程序名称的字符串的指针。

'.match'函数允许控制应将哪些VME设备注册到驱动程序中。如果应该探测设备，则匹配函数应返回1，否则返回0。此示例匹配函数（来自vme\_user.c）将探测的设备数量限制为一个:

#define USER\_BUS\_MAX 1

...

static int vme\_user\_match(struct vme\_dev \*vdev)

{

if (vdev->id.num >= USER\_BUS\_MAX)

return 0;

return 1;

}

'.probe'元素应包含指针指向探针例程。探针程序作为struct vme\_dev指针传递。

在这里，“num”字段是该特定驱动程序的顺序设备ID。桥（或总线）号可使用dev->bridge->num访问。

还提供了一个函数从VME内核中取消注册驱动程序，该函数称为vme\_unregister\_driver()，通常应从设备驱动程序的退出例程中调用。

## 资源管理

驱动程序注册到VME核心后，提供的匹配例程将调用在注册期间指定的次数。如果匹配成功，则应返回非零值。零返回表示失败。对于所有成功的匹配，将调用相应驱动程序的探测例程。将指针传递给设备的设备结构。应保存此指针，因为它将需要请求VME资源。

驱动程序可以请求所有或多个主窗口（vme\_master\_request()）、从窗口（vme\_slave\_request()）和/或dma通道（vme\_dma\_request()）的所有权。与其允许设备驱动程序请求特定窗口或DMA通道（可能被不同的驱动程序使用）不同，API允许基于所需的驱动程序属性分配资源。对于从窗口，这些属性被分成需要在“aspace”中访问的VME地址空间和需要进行VME总线周期的“cycle”。主窗口在“width”中添加了另一组属性，指定所需的数据传输宽度。这些属性被定义为位掩码，因此可以请求单个窗口的任意属性组合，核心将分配满足要求的窗口，返回类型为vme\_resource的指针，当使用分配的资源时，应使用它来标识已分配的资源。对于DMA控制器，请求函数需要在路由属性中提供任何传输的可能方向。这通常是VME到MEM和/或MEM到VME，尽管某些硬件还支持VME到VME和MEM到MEM的传输，以及测试模式生成。如果找不到符合要求的未分配窗口，将返回NULL指针。

一旦不再需要它们，还提供了用于释放窗口分配的函数。这些函数（vme\_master\_free()、vme\_slave\_free()和vme\_dma\_free()）应传递分配资源时提供的指针。

## 主窗口

主窗口提供从本地处理器[s]到VME总线的访问。可用的窗口数量和可用的访问模式取决于底层芯片组。必须在使用窗口之前对其进行配置。

### 主窗口配置

一旦分配了主窗口，可使用vme\_master\_set()对其进行配置，使用vme\_master\_get()检索当前设置。地址空间、传输宽度和循环类型与资源管理中说明的相同，但其中一些选项是互斥的。例如，只能指定一个地址空间。

### 主窗口访问

函数vme\_master\_read()可用于从配置的主窗口中读取，vme\_master\_write()用于写入配置的主窗口。

除了简单的读写操作外，还提供了vme\_master\_rmw()函数用于执行读-修改-写事务。VME窗口的一部分也可以通过vme\_master\_mmap()映射到用户空间内存中。

## 从窗口

从属窗口为 VME 总线上的设备提供对本地内存映射部分的访问。可用窗口的数量和可以使用的访问模式取决于底层芯片组。窗口必须先配置才能使用。

### 从窗口配置

安排了从窗口后，就可以使用vme\_slave\_set()来配置它，使用vme\_slave\_get()来检索当前设置。

地址空间、传输宽度和周期类型与资源管理中说明的相同，但某些选项是互斥的。例如，只能指定一个地址空间。

### 从窗口缓冲区分配

提供了函数允许用户分配（vme\_alloc\_consistent()）和释放（vme\_free\_consistent()）连续缓冲区，这些缓冲区将可以被VME桥访问。这些函数不一定非得使用，也可以使用其他方法来分配缓冲区，但必须注意确保它们是连续的并且可以被VME桥访问。

### 从窗口访问

从窗口映射本地内存到VME总线上，应使用标准方法来访问内存。

## DMA通道

VME DMA传输提供了运行链接列表DMA传输的功能。API引入了DMA列表的概念。每个DMA列表是一个可传递给DMA控制器的链接列表。可以创建、扩展、执行、重用和销毁多个列表。

### 列表管理

提供了vme\_new\_dma\_list()函数来创建和vme\_dma\_list\_free()函数来销毁DMA列表。执行列表不会自动销毁列表，因此可以重复使用列表进行重复任务。

### 列表入口

可以使用vme\_dma\_list\_add()将项目添加到列表中（在调用此函数之前需要创建源和目标属性，这在“传输属性”中已介绍）。

注意：直到将条目添加到DMA列表中才会检查传输源和目标的详细属性，请求DMA通道仅检查控制器预期传输数据的方向。因此，这个调用可能会返回错误，例如如果源或目标在不支持的VME地址空间中。

### 传输属性

源和目标的属性与将项目添加到列表中的操作分别处理。这是因为不同类型的源和目标需要不同的属性。有尽可能多的函数可用于创建PCI、VME和模式源和目标的属性：

PCI源或目标：vme\_dma\_pci\_attribute()

VME源或目标：vme\_dma\_vme\_attribute()

模式源：vme\_dma\_pattern\_attribute()

应使用vme\_dma\_free\_attribute()函数来释放属性。

### 列表执行

vme\_dma\_list\_exec()函数将列表排队执行，只有列表执行完毕后，该函数才会返回。

## 中断

VME API提供了将回调附加到特定VME级别和状态ID组合以及生成具有特定VME级别和状态ID的VME中断的函数。

### 附加中断处理程序

vme\_irq\_request()函数可用于附加，vme\_irq\_free()函数可用于释放特定的VME级别和状态ID组合。任何给定的组合只能分配单个回调函数。提供了一个空指针参数，其值将传递给回调函数，此指针的使用由用户定义。回调参数如下所示。编写回调函数时要注意，回调函数在中断上下文中运行：

void callback(int level, int statid, void \*priv);

### 中断产生

vme\_irq\_generate()函数可用于在给定的VME级别和VME状态ID上生成VME中断。

## 位置监视器

VME API提供以下功能来配置位置监视器。

### 位置监视器管理

vme\_lm\_request()函数用于请求位置监视器的使用，vme\_lm\_free()函数用于在不需要它们时释放它们。每个块可以提供多个位置监视器，监视相邻的位置。vme\_lm\_count()函数可用于确定提供了多少个位置。

### 位置**监视器**配置

一旦分配了位置监视器的块，vme\_lm\_set()函数用于配置位置监视器的位置和模式。vme\_lm\_get()函数可用于检索现有设置。

### 位置监视器使用

vme\_lm\_attach()函数允许将回调附加到每个位置监视器位置，并且vme\_lm\_detach()函数允许将回调从每个位置监视器位置中分离。每个位置监视器可以监视多个相邻位置。回调函数声明如下：

void callback(void \*data);

## 插槽检测

函数vme\_slot\_num() 返回所提供桥的插槽ID。

## 总线检测

函数vme\_bus\_num() 返回所提供桥的总线ID。

## 虚拟机接口

### struct vme\_dev

代表虚拟机设备的结构体

**定义**

struct vme\_dev {

int num;

struct vme\_bridge \*bridge;

struct device dev;

struct list\_head drv\_list;

struct list\_head bridge\_list;

};

**成员**

num

设备编号

bridge

指向此设备所在桥设备的指针

dev

内部设备结构体

drv\_list

设备列表（按驱动程序）

bridge\_list

设备列表（按桥）

### struct vme\_driver

代表虚拟机驱动程序的结构体

**定义**

struct vme\_driver {

const char \*name;

int (\*match)(struct vme\_dev \*);

int (\*probe)(struct vme\_dev \*);

void (\*remove)(struct vme\_dev \*);

struct device\_driver driver;

struct list\_head devices;

};

**成员**

name

驱动程序名称，应在VME驱动程序中唯一，通常与模块名称相同。

match

用于确定是否应运行探测的回调。

probe

用于设备绑定的回调，在检测到新设备时调用。

remove

回调，在设备移除时调用。

driver

基础通用设备驱动程序结构体。

devices

与此驱动程序关联的VME设备（struct vme\_dev）列表。

### void \*vme\_alloc\_consistent(struct vme\_resource \*resource, size\_t size, dma\_addr\_t \*dma)

分配连续内存

**参数**

struct vme\_resource \*resource

指向VME资源的指针。

size\_t size

所需分配的大小。

dma\_addr\_t \*dma

指向变量以存储分配的物理地址。

**说明**

为驱动程序分配连续的内存块。这用于创建从设备到客户机窗口的缓冲区。

**返回**

成功时为分配的虚拟地址，失败时为NULL

### void vme\_free\_consistent(struct vme\_resource \*resource, size\_t size, void \*vaddr, dma\_addr\_t dma)

释放先前分配的内存

**参数**

struct vme\_resource \*resource

指向VME资源的指针。

size\_t size

要释放的分配的大小。

void \*vaddr

分配的虚拟地址。

dma\_addr\_t dma

分配的物理地址。

**说明**

释放以前分配的连续内存块。

size\_t vme\_get\_size（struct vme\_resource \*resource）

返回VME窗口的大小的辅助函数。

**参数**

struct vme\_resource \*resource

指向VME从站或主站资源的指针。

**说明**

确定所提供的VME窗口的大小。这是一个辅助函数，包装对vme\_master\_get或vme\_slave\_get的调用，取决于交给它的窗口资源类型。

**返回**

成功时窗口的大小，失败时为零。

#### struct vme\_resource \*vme\_slave\_request（struct vme\_dev \*vdev，u32 address，u32 cycle）

请求VME从站窗口资源。

**参数**

struct vme\_dev \*vdev

指向VME设备结构体vme\_dev的指针，分配给驱动程序实例。

u32 address

所需的VME地址空间。

u32 cycle

所需的VME数据传输周期类型。

**说明**

请求使用可设置为所请求的地址空间和数据传输周期的VME窗口资源。

**返回**

成功时为指向VME资源的指针，失败时为NULL。

#### int vme\_slave\_set（struct vme\_resource \*resource，int enabled，unsigned long long vme\_base，unsigned long long size，dma\_addr\_t buf\_base，u32 aspace，u32 cycle）

设置VME从站窗口配置。

**参数**

struct vme\_resource \*resource

指向VME从站资源的指针。

int enabled

应配置窗口的状态。

unsigned long long vme\_base

窗口的基地址。

unsigned long long size

VME窗口的大小。

dma\_addr\_t buf\_base

用于提供VME从站窗口存储的缓冲区的基地址。

u32 aspace

VME窗口的地址空间。

u32 cycle

VME窗口的数据传输周期类型。

**说明**

为提供的VME从站窗口设置配置。

**返回**

成功为零，如果在此设备上不支持操作，则为-EINVAL，如果提供了无效资源或提供了无效属性。也可能返回特定于硬件的错误。

#### int vme\_slave\_get（struct vme\_resource \*resource，int \*enabled，unsigned long long \*vme\_base，unsigned long long \*size，dma\_addr\_t \*buf\_base，u32 \*aspace，u32 \*cycle）

检索VME从站窗口配置。

**参数**

struct vme\_resource \*resource

指向VME从站资源的指针。

int \*enabled

指向用于存储状态的变量的指针。

unsigned long long \*vme\_base

指向存储窗口基地址的变量的指针。

unsigned long long \*size

指向存储窗口大小的变量的指针。

dma\_addr\_t \*buf\_base

指向存储从站缓冲区基地址的变量的指针。

u32 \*aspace

指向存储VME地址空间的变量的指针。

u32 \*cycle

指向存储VME数据传输周期类型的变量的指针。

**说明**

返回所提供的VME从站窗口的配置。

**返回**

成功时为零，如果在此设备上不支持操作，则为-EINVAL或如果提供了无效资源。

#### void vme\_slave\_free（struct vme\_resource \*resource）

释放VME从站窗口

**参数**

struct vme\_resource \*resource

指向VME从站资源的指针。

**说明**

释放所提供的从站资源，以便可以重新分配。

#### struct vme\_resource \*vme\_master\_request（struct vme\_dev \*vdev，u32 address，u32 cycle，u32 dwidth）

请求VME主站窗口资源。

**参数**

struct vme\_dev \*vdev

指向VME设备结构体vme\_dev的指针，分配给驱动程序实例。

u32 address

请求所需的VME地址空间。

u32周期

所需的VME数据传输周期类型。

u32 dwidth

所需的VME数据传输宽度。

**说明**

请求使用可设置请求的地址空间、数据传输周期和宽度的VME窗口资源。

**返回**

成功时返回VME资源指针，失败时返回NULL。

#### int vme\_master\_set（struct vme\_resource \*resource，int enabled，unsigned long long vme\_base，unsigned long long size，u32 aspace，u32周期，u32 dwidth）

设置VME主窗口配置。

**参数**

struct vme\_resource \*resource

指向VME主资源的指针。

int enabled

应配置窗口的状态。

unsigned long long vme\_base

窗口的基地址。

unsigned long long size

VME窗口的大小。

u32 aspace

VME地址空间。

u32周期

用于VME窗口的VME数据传输周期类型。

u32 dwidth

用于VME窗口的VME数据传输宽度。

**说明**

设置提供的VME主窗口的配置。

**返回**

成功时返回零，如果在此设备上不支持操作、提供了无效的资源或提供了无效属性，则返回-EINVAL。还可以返回硬件特定错误。

#### int vme\_master\_get（struct vme\_resource \*resource，int \*enabled，unsigned long long \*vme\_base，unsigned long long \*size，u32 \*aspace，u32 \*周期，u32 \*dwidth）

检索VME主窗口配置。

**参数**

struct vme\_resource \*resource

指向VME主资源的指针。

int \*enabled

指向状态变量的指针。

unsigned long long \*vme\_base

指向窗口基地址的指针。

unsigned long long \*size

指向窗口大小的指针。

u32 \*aspace

指向VME地址空间的指针。

u32 \*cycle

指向VME数据传输周期类型的指针。

u32 \*dwidth

指向VME数据传输宽度的指针。

**说明**

返回提供的VME主窗口的配置。

**返回**

成功时返回零，如果在此设备上不支持操作或提供了无效资源，则返回-EINVAL。

#### ssize\_t vme\_master\_read（struct vme\_resource \*resource，void \*buf，size\_t count，loff\_t offset）

从VME空间读取数据到缓冲区。

**参数**

struct vme\_resource \*resource

指向VME主资源的指针。

void \*buf

指向数据应传输到的缓冲区的指针。

size\_t count

要传输的字节数。

loff\_t offset

开始传输的VME主窗口偏移量。

**说明**

从VME总线上映射到VME主窗口的位置读取count字节数据到buf中。

**返回**

返回读取的字节数；如果resource不是VME主资源或不支持读取操作，则返回-EINVAL。如果提供了无效偏移量，则返回-EFAULT。还可以返回硬件特定错误。

#### ssize\_t vme\_master\_write（struct vme\_resource \*resource，void \*buf，size\_t count，loff\_t offset）

从缓冲区向VME空间写入数据。

**参数**

struct vme\_resource \*resource

指向VME主资源的指针。

void \*buf

指向要传输数据的缓冲区的指针。

size\_t count

要传输的字节数。

loff\_t offset

开始传输的VME主窗口偏移量。

**说明**

从buf中写入count字节数据到VME总线上映射到VME主窗口的位置。

**返回**

返回已写入的字节数；如果resource不是VME主资源或不支持写操作，则返回-EINVAL。如果提供了无效偏移量，则返回-EFAULT。还可以返回硬件特定错误。

#### unsigned int vme\_master\_rmw（struct vme\_resource \*resource，unsigned int mask，unsigned int compare，unsigned int swap，loff\_t offset）

执行读-修改-写周期。

**参数**

struct vme\_resource \*resource

指向VME主资源的指针。

unsigned int mask

在操作中要比较和交换的位。

unsigned int compare

与从偏移量读取的数据进行比较的位。

unsigned int swap

要从偏移量读取的要交换的位。

loff\_t offset

要执行操作的VME主窗口偏移量。

**说明**

在提供的位置执行读-修改-写操作： - 从VME总线读取位置。 - 由掩码选择的位与比较中的匹配的位一旦在交换中被选择，则进行交换。 - 将结果写回VME总线上的位置。

**返回**

成功时返回写入的字节数；如果resource不是VME主资源或不支持RMW操作，则返回-EINVAL。还可以返回硬件特定错误。

#### int vme\_master\_mmap（struct vme\_resource \*resource，struct vm\_area\_struct \*vma）

将VME主窗口的一段区域映射到用户空间。

**参数**

struct vme\_resource \*resource

指向VME主资源的指针。

struct vm\_area\_struct \*vma

指向用户映射定义的指针。

**说明**

将VME主窗口的一段区域内存映射到用户空间。

**返回**

成功时返回零；如果resource不是VME主资源或映射超出了窗口大小，则返回-EINVAL。还可能返回其他通用的mmap错误。

#### void vme\_master\_free（struct vme\_resource \*resource）

释放VME主窗口

**参数**

struct vme\_resource \*resource

指向VME主资源的指针。

**说明**

释放提供的主资源以便重新分配。

#### struct vme\_resource \*vme\_dma\_request（struct vme\_dev \*vdev，u32 route）

请求DMA控制器。

**参数**

struct vme\_dev \*vdev

指向分配给驱动程序实例的VME设备结构 vme\_dev的指针。

u32 route

所需的src / destination组合。

**说明**

请求具有执行所需源/目标组合之间传输能力的VME DMA控制器。

**返回**

成功时VME DMA资源指针，失败时为NULL。

#### struct vme\_dma\_list \*vme\_new\_dma\_list（struct vme\_resource \*resource）

创建新的VME DMA列表。

**参数**

struct vme\_resource \*resource

指向VME DMA资源的指针。

**说明**

创建新的VME DMA列表。一旦不再需要，用户有责任自由使用vme\_dma\_list\_free（）。

**返回**

指向新VME DMA列表的指针;分配失败或无效时为NULL

VME DMA资源。

#### struct vme\_dma\_attr \*vme\_dma\_pattern\_attribute（u32 pattern，u32 type）

创建“Pattern”类型VME DMA列表属性。

**参数**

u32 pattern

用作模式的值

u32 type

要写入的模式类型。

**说明**

为模式生成创建VME DMA列表属性。用户有责任使用vme\_dma\_free\_attribute（）释放使用的属性。

**返回**

指向VME DMA属性的指针;失败时为NULL。

#### struct vme\_dma\_attr \*vme\_dma\_pci\_attribute（dma\_addr\_t address）

创建“PCI”类型VME DMA列表属性。

**参数**

dma\_addr\_t address

DMA传输的PCI基地址。

**说明**

创建指向PCI上的位置的VME DMA列表属性，以进行DMA传输。用户有责任使用vme\_dma\_free\_attribute（）释放已使用的属性。

**返回**

指向VME DMA属性的指针;失败时为NULL。

#### struct vme\_dma\_attr \*vme\_dma\_vme\_attribute（unsigned long long address，u32 aspace，u32 cycle，u32 dwidth）

创建“VME”类型VME DMA列表属性。

**参数**

unsigned long long address

DMA传输的VME基地址。

u32 aspace

用于DMA传输的VME地址空间。

u32 cycle

用于DMA传输的VME总线周期。

u32 dwidth

用于DMA传输的VME数据宽度。

**说明**

创建指向VME总线上的位置的VME DMA列表属性，以进行DMA传输。用户有责任使用vme\_dma\_free\_attribute（）释放已使用的属性。

**返回**

指向VME DMA属性的指针;失败时为NULL。

#### void vme\_dma\_free\_attribute（struct vme\_dma\_attr \*attributes）

释放DMA列表属性。

**参数**

struct vme\_dma\_attr \*attributes

指向DMA列表属性的指针。

**说明**

释放VME DMA列表属性。 VME DMA列表属性可以在vme\_dma\_list\_add（）返回后安全释放。

#### int vme\_dma\_list\_add（struct vme\_dma\_list \*list，struct vme\_dma\_attr \*src，struct vme\_dma\_attr \*dest，size\_t count）

将条目添加到VME DMA列表中。

**参数**

struct vme\_dma\_list \*list

指向VME列表的指针。

struct vme\_dma\_attr \*src

用作源的DMA列表属性的指针。

struct vme\_dma\_attr \*dest

用作目标的DMA列表属性的指针。

size\_t count

要传输的字节数。

**说明**

向提供的VME DMA列表中添加条目。条目要求指向源和目标DMA属性的指针以及计数。

请注意，用于传输的支持源和目的地的属性是硬件相关的。

**返回**

成功时为零，如果在此设备上不支持操作或链接列表已提交执行，则为-EINVAL。硬件特定错误也可能存在。

#### int vme\_dma\_list\_exec（struct vme\_dma\_list \*list）

将VME DMA列表排队以执行。

**参数**

struct vme\_dma\_list \*list

指向VME列表的指针。

**说明**

将提供的VME DMA列表排队以执行。调用将在列表执行后返回。

**返回**

成功时为零，如果在此设备上不支持操作，则为-EINVAL。硬件特定错误也可能存在。

#### int vme\_dma\_list\_free（struct vme\_dma\_list \*list）

释放VME DMA列表。

**参数**

struct vme\_dma\_list \*list

指向VME列表的指针。

**说明**

释放提供的DMA列表及其所有条目。

**返回**

成功时为零，如果VME资源无效，则为-EINVAL，如果资源仍在使用，则为-EBUSY。硬件特定错误也可能存在。

#### int vme\_dma\_free（struct vme\_resource \*resource）

释放VME DMA资源。

**参数**

struct vme\_resource \*resource

指向VME DMA资源的指针。

**说明**

释放提供的DMA资源，以便重新分配。

**返回**

成功时为零，如果VME资源无效，则为-EINVAL，如果资源仍处于活动状态，则为-EBUSY。

#### int vme\_irq\_request（struct vme\_dev \*vdev，int level，int statid，void（\* callback）（int，int，void \*），void \*priv\_data）

请求特定的VME中断。

**参数**

struct vme\_dev \*vdev

指向分配给驱动程序实例的VME设备结构 vme\_dev的指针。

int level

正在请求的中断优先级。

int statid

正在请求的中断向量。

void（\* callback）（int，int，void \*）

当接收到VME中断/向量时调用的回调函数的指针。

void \*priv\_data

将传递给回调函数的通用指针。

**说明**

请求将回调附加为具有提供的级别和statid的VME中断处理程序。

**返回**

成功则返回0，无效的vme设备、优先级或不支持此函数则返回-EINVAL，如果优先级/statid组合已被使用则返回-EBUSY。也有可能出现硬件特定的错误。

#### void vme\_irq\_free(struct vme\_dev \*vdev, int level, int statid)

释放一个VME中断。

**参数**

struct vme\_dev \*vdev

指向分配给驱动程序实例的VME设备结构体 vme\_dev的指针。

int level

正在释放的中断的中断优先级。

int statid

正在释放的中断的中断向量。

**说明**

从VME中断优先级/向量中删除先前附加的回调。

#### int vme\_irq\_generate(struct vme\_dev \*vdev, int level, int statid)

生成VME中断。

**参数**

struct vme\_dev \*vdev

指向分配给驱动程序实例的VME设备结构体 vme\_dev的指针。

int level

断言中断的中断优先级。

int statid

与中断关联的中断向量。

**说明**

生成具有提供的优先级和提供的statid的VME中断。

**返回**

成功则返回0，无效的vme设备、优先级或不支持此函数则返回-EINVAL。也有可能出现硬件特定的错误。

#### struct vme\_resource \*vme\_lm\_request(struct vme\_dev \*vdev)

请求一个VME位置监视器

**参数**

struct vme\_dev \*vdev

指向分配给驱动程序实例的VME设备结构体 vme\_dev的指针。

**说明**

将位置监视器资源分配给驱动程序。位置监视器允许驱动程序监视VME总线上一系列连续的地址。

**返回**

成功则返回指向VME资源的指针，否则返回NULL。

#### int vme\_lm\_count(struct vme\_resource \*resource)

确定受监视的VME地址数量

**参数**

struct vme\_resource \*resource

指向VME位置监视器资源的指针。

**说明**

受监视的连续地址数量取决于硬件。返回位置监视器监视的连续地址数量。

**返回**

地址计数或提供无效位置监视器资源时返回-EINVAL。

#### int vme\_lm\_set(struct vme\_resource \*resource, unsigned long long lm\_base, u32 aspace, u32 cycle)

配置位置监视器

**参数**

struct vme\_resource \*resource

指向VME位置监视器资源的指针。

unsigned long long lm\_base

要监视的基地址。

u32 aspace

要监视的VME地址空间。

u32 cycle

要监视的VME总线周期类型。

**说明**

设置要由位置监视器监视的访问的基地址、地址空间和周期类型。

**返回**

成功则返回0，提供无效的位置监视器资源或不支持此函数则返回-EINVAL。也有可能出现硬件特定的错误。

#### int vme\_lm\_get(struct vme\_resource \*resource, unsigned long long \*lm\_base, u32 \*aspace, u32 \*cycle)

检索位置监视器设置

**参数**

struct vme\_resource \*resource

指向VME位置监视器资源的指针。

unsigned long long \*lm\_base

用于输出所监视的基地址的指针。

u32 \*aspace

用于输出所监视的地址空间的指针。

u32 \*cycle

用于输出所监视的VME总线周期类型的指针。

**说明**

检索由位置监视器监视的访问的基地址、地址空间和周期类型。

**返回**

成功则返回0，提供无效的位置监视器资源或不支持此函数则返回-EINVAL。也有可能出现硬件特定的错误。

#### int vme\_lm\_attach(struct vme\_resource \*resource, int monitor, void (\*callback)(void\*), void \*data)

为位置监视器地址提供回调

**参数**

struct vme\_resource \*resource

指向VME位置监视器资源的指针。

int monitor

应附加回调的偏移量。

void (\*callback)(void \*)

触发时调用的回调函数的指针。

void \*data

将传递给回调函数的通用指针。

**说明**

将回调附加到位置监视器监视的地址的特定偏移量上。提供通用指针以允许数据在调用时传递到回调函数。

**返回**

成功则返回0，提供无效的位置监视器资源或不支持此函数则返回-EINVAL。也有可能出现硬件特定的错误。

#### int vme\_lm\_detach(struct vme\_resource \*resource, int monitor)

删除位置监视器地址回调

**参数**

struct vme\_resource \*resource

指向VME位置监视器资源的指针。

int monitor

要删除回调的偏移量。

**说明**

删除与位置监视器监视的地址的指定偏移量相关联的回调。

**返回**

成功则返回0，提供无效的位置监视器资源或不支持此函数则返回-EINVAL。也有可能出现硬件特定的错误。

#### void vme\_lm\_free(struct vme\_resource \*resource)

释放分配的VME位置监视器

**参数**

struct vme\_resource \*resource

指向VME位置监视器资源的指针。

**说明**

释放VME位置监视器的分配。

警告：该函数目前假定已删除任何已附加到位置监视器上的回调。

**返回**

成功则返回0，提供无效的位置监视器资源则返回-EINVAL。

#### int vme\_slot\_num(struct vme\_dev \*vdev)

检索插槽ID

**参数**

struct vme\_dev \*vdev

指向分配给驱动程序实例的VME设备结构体 vme\_dev的指针。

**说明**

检索与提供的VME设备相关联的插槽ID。

**返回**

成功则返回插槽ID，如果无法确定VME桥，则返回-EINVAL。

或功能不支持。也可能返回硬件特定的错误。

#### int vme\_bus\_num（struct vme\_dev \*vdev）

检索总线编号

**参数**

struct vme\_dev \*vdev

指向VME设备结构vme\_dev的指针，该结构分配给驱动程序实例。

**说明**

检索与提供的VME设备相关联的总线枚举。

**返回**

成功时总线号，如果无法确定VME桥，则为-EINVAL。

#### int vme\_register\_driver（struct vme\_driver \*drv，unsigned int ndevs）

注册VME驱动程序

**参数**

struct vme\_driver \*drv

要注册的VME驱动程序的指针。

unsigned int ndevs

允许枚举的最大设备数。

**说明**

向VME子系统注册VME设备驱动程序。

**返回**

成功时为零，注册失败时为错误值。

#### void vme\_unregister\_driver（struct vme\_driver \*drv）

注销VME驱动程序

**参数**

struct vme\_driver \*drv

要注销的VME驱动程序的指针。

**说明**

从VME子系统中注销VME设备驱动程序。
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这些书试图对在Linux中扮演802.11无线网络角色的各个子系统进行说明。由于这些书是为内核开发人员编写的，因此它们尝试记录内核中使用的结构和函数，以及给出更高级别的概述。

读者应熟悉由IEEE在802.11-2007（或可能是更高版本）中发布的802.11标准。对该标准的引用将被称为“802.11-2007 8.1.5”。

## cfg80211子系统

cfg80211是Linux中用于802.11设备的配置API。它桥接用户空间和驱动程序，并提供与802.11相关的一些实用功能。所有现代Linux无线驱动程序都必须直接或间接通过mac80211使用cfg80211，以便它们通过nl80211提供一致的API。为了向后兼容，cfg80211还向用户空间提供无线扩展，但完全隐藏了它们对驱动程序的使用。

此外，cfg80211包含帮助执行规制频谱使用限制的代码。

### 设备注册

为了使驱动程序使用cfg80211，它必须向cfg80211注册硬件设备。这通过下面说明的多个硬件功能结构发生。

每个设备的基本结构是“wiphy”，其中每个实例说明连接到系统的一个物理无线设备。每个这样的wiphy可以有零个、一个或多个与之关联的虚拟接口，需要通过将网络接口的ieee80211\_ptr指针指向一个进一步说明接口无线部分的struct\_wireless\_dev来识别这些接口。通常，此结构嵌入在网络接口的私有数据区域中。驱动程序可以选择允许在飞行中创建或销毁虚拟接口，但如果没有至少一个接口或创建一些接口的能力，无线设备将无用。

每个wiphy结构包含设备功能信息，并且还具有指向驱动程序提供的各种操作的指针。这里的定义和结构详细说明了这些功能。

#### enum ieee80211\_channel\_flags

通道标志

**常量**

IEEE80211\_CHAN\_DISABLED

此通道已禁用。

IEEE80211\_CHAN\_NO\_IR

不进行辐射，这包括发送探测请求或beaconing。

IEEE80211\_CHAN\_RADAR

在此通道上需要雷达检测。

IEEE80211\_CHAN\_NO\_HT40PLUS

不允许在该通道上方使用扩展通道。

IEEE80211\_CHAN\_NO\_HT40MINUS

不允许在该通道下方使用扩展通道。

IEEE80211\_CHAN\_NO\_OFDM

不允许在此通道上使用OFDM。

IEEE80211\_CHAN\_NO\_80MHZ

如果驱动程序支持带宽上的80 MHz，则此标志指示80 MHz通道不能将此通道用作控制通道或任何辅助通道之一。这可能是由于驱动程序或由于监管带宽限制。

IEEE80211\_CHAN\_NO\_160MHZ

如果驱动程序支持带宽上的160 MHz，则此标志指示160 MHz通道不能将此通道用作控制通道或任何辅助通道之一。这可能是由于驱动程序或监管带宽限制。

IEEE80211\_CHAN\_INDOOR\_ONLY

请参见NL80211\_FREQUENCY\_ATTR\_INDOOR\_ONLY

IEEE80211\_CHAN\_IR\_CONCURRENT

请参见NL80211\_FREQUENCY\_ATTR\_IR\_CONCURRENT

IEEE80211\_CHAN\_NO\_20MHZ

20 MHz带宽在此通道上不允许。

IEEE80211\_CHAN\_NO\_10MHZ

在此通道上不允许10 MHz带宽。

**说明**

由规制控制代码设置的通道标志。

#### struct ieee80211\_channel

通道定义

**定义**

struct ieee80211\_channel {

enum nl80211\_band band;

u16 center\_freq;

u16 hw\_value;

u32 flags;

int max\_antenna\_gain;

int max\_power;

int max\_reg\_power;

bool beacon\_found;

u32 orig\_flags;

int orig\_mag, orig\_mpwr;

enum nl80211\_dfs\_state dfs\_state;

unsigned long dfs\_state\_entered;

unsigned int dfs\_cac\_ms;

};

**成员**

band

通道所属的频带。

center\_freq

中心频率（以MHz为单位）

hw\_value

通道的硬件专用值

flags

来自枚举ieee80211\_channel\_flags的通道标志。

max\_antenna\_gain

最大天线增益（以dBi为单位）

max\_power

最大传输功率（以dBm为单位）

max\_reg\_power

最大监管传输功率（以dBm为单位）

beacon\_found

用于规制代码的辅助功能，指示已在此通道上找到信标。使用regulatory\_hint\_found\_beacon（）启用此功能，这仅在5 GHz频段上有用。

orig\_flags

注册时的信道标志，用于支持具有附加限制的设备的监管代码

orig\_mag

内部使用

orig\_mpwr

内部使用

dfs\_state

该信道当前状态。仅当需要在此信道上使用雷达时才相关。

dfs\_state\_entered

DFS状态进入时的时间戳（jiffies）。

dfs\_cac\_ms

DFS CAC时间（毫秒），这对DFS信道有效。

**说明**

该结构说明了与cfg80211一起使用的单个信道。

#### enum ieee80211\_rate\_flags

速率标志

**常量**

IEEE80211\_RATE\_SHORT\_PREAMBLE

硬件可以以此速率发送短前导；仅在2.4 GHz频段和CCK速率中有意义。

IEEE80211\_RATE\_MANDATORY\_A

当802.11a（在5 GHz频带上）使用时，该速率是强制速率；在注册wiphy时由核心代码填充。

IEEE80211\_RATE\_MANDATORY\_B

当使用802.11b（在2.4 GHz频带上）时，该速率是强制速率；在注册wiphy时由核心代码填充。

IEEE80211\_RATE\_MANDATORY\_G

当802.11g（在2.4 GHz频带上）使用时，该速率是强制速率；在注册wiphy时由核心代码填充。

IEEE80211\_RATE\_ERP\_G

这是802.11g模式下的ERP速率。

IEEE80211\_RATE\_SUPPORTS\_5MHZ

速率可以在5 MHz模式下使用

IEEE80211\_RATE\_SUPPORTS\_10MHZ

速率可以在10 MHz模式下使用

**说明**

速率的硬件/规范标志。这些结构化的方式允许在不同的频段/物理模式下使用相同的比特率结构。

#### struct ieee80211\_rate

比特率定义

**定义**

struct ieee80211\_rate {

u32 flags;

u16 bitrate;

u16 hw\_value, hw\_value\_short;

};

**成员**

flags

速率特定标志

bitrate

单位为100 Kbps的比特率

hw\_value

此速率的驱动程序/硬件值

hw\_value\_short

使用短前导时此速率的驱动程序/硬件值

**说明**

该结构说明了802.11 PHY可以操作的比特率。当传递指向此结构的指针时，hw\_value和hw\_value\_short仅供驱动程序使用。

#### struct ieee80211\_sta\_ht\_cap

STA的HT功能

**定义**

struct ieee80211\_sta\_ht\_cap {

u16 cap;

bool ht\_supported;

u8 ampdu\_factor;

u8 ampdu\_density;

struct ieee80211\_mcs\_info mcs;

};

**成员**

cap

HT功能映射，如802.11n规范中所述

ht\_supported

STA是否支持HT

ampdu\_factor

最大A-MPDU长度系数

ampdu\_density

最小A-MPDU间距

mcs

支持的MCS速率

说明

该结构说明了一个STA的802.11n HT功能所需的最基本参数。

#### struct ieee80211\_supported\_band

频段定义

**定义**

struct ieee80211\_supported\_band {

struct ieee80211\_channel \*channels;

struct ieee80211\_rate \*bitrates;

enum nl80211\_band band;

int n\_channels;

int n\_bitrates;

struct ieee80211\_sta\_ht\_cap ht\_cap;

struct ieee80211\_sta\_vht\_cap vht\_cap;

u16 n\_iftype\_data;

const struct ieee80211\_sband\_iftype\_data \*iftype\_data;

};

**成员**

channels

channels

硬件可以在此频段内操作的信道数组。

bitrates

硬件可以在此频段内操作的速率数组。必须排序以获得有效的“支持速率”IE，即首先是CCK速率，然后是OFDM。

band

表示该结构的频段

n\_channels

信道中的信道数

n\_bitrates

速率中的速率数

ht\_cap

此频段中的HT功能

vht\_cap

此频段中的VHT功能

n\_iftype\_data

iftype数据条目数

iftype\_data

接口类型数据条目。请注意，此结构内的types\_mask中的位不能重叠（即，每种类型在iftype\_data的所有实例中只允许出现一次）。

**说明**

该结构说明了一个wiphy能够操作的频段。

#### enum cfg80211\_signal\_type

信号类型

**常量**

CFG80211\_SIGNAL\_TYPE\_NONE

没有可用的信号强度信息

CFG80211\_SIGNAL\_TYPE\_MBM

mBm中的信号强度（100×dBm）

CFG80211\_SIGNAL\_TYPE\_UNSPEC

信号强度，从0到100递增

#### enum wiphy\_params\_flags

set\_wiphy\_params位字段值

**常量**

WIPHY\_PARAM\_RETRY\_SHORT

wiphy->retry\_short已更改

WIPHY\_PARAM\_RETRY\_LONG

wiphy->retry\_long已更改

WIPHY\_PARAM\_FRAG\_THRESHOLD

wiphy->frag\_threshold已更改

WIPHY\_PARAM\_RTS\_THRESHOLD

wiphy->rts\_threshold已更改

WIPHY\_PARAM\_COVERAGE\_CLASS

覆盖范围类别已更改

WIPHY\_PARAM\_DYN\_ACK

已启用dynack

WIPHY\_PARAM\_TXQ\_LIMIT

TXQ数据包限制已更改

WIPHY\_PARAM\_TXQ\_MEMORY\_LIMIT

TXQ内存限制已更改

WIPHY\_PARAM\_TXQ\_QUANTUM

TXQ调度器量子

#### enum wiphy\_flags

wiphy能力标志

**常量**

WIPHY\_FLAG\_NETNS\_OK

如果未设置，则根本不允许更改此wiphy的netns

WIPHY\_FLAG\_PS\_ON\_BY\_DEFAULT

如果设置为true，则默认情况下将启用powersave-此标志将根据内核的默认情况在wiphy\_new()上设置，但如果驱动程序具有覆盖默认值的充分理由，则可以更改该标志

WIPHY\_FLAG\_4ADDR\_AP

即使在VLAN接口上有单个站点时，也支持4addr模式

WIPHY\_FLAG\_4ADDR\_STATION

即使作为站点，也支持4addr模式

WIPHY\_FLAG\_CONTROL\_PORT\_PROTOCOL

该设备支持设置控制端协议以太类型。该设备还考虑到control\_port\_no\_encrypt标志。

WIPHY\_FLAG\_IBSS\_RSN

该设备支持IBSS RSN。

WIPHY\_FLAG\_MESH\_AUTH

该设备支持通过将auth帧路由到用户空间来进行mesh身份验证。请参见NL80211\_MESH\_SETUP\_USERSPACE\_AUTH。

WIPHY\_FLAG\_SUPPORTS\_FW\_ROAM

该设备支持固件中的漫游功能。

WIPHY\_FLAG\_AP\_UAPSD

该设备支持AP上的uapsd。

WIPHY\_FLAG\_SUPPORTS\_TDLS

该设备支持TDLS（802.11z）操作。

WIPHY\_FLAG\_TDLS\_EXTERNAL\_SETUP

该设备不在内部处理TDLS（802.11z）链接设置/发现操作。应该通过NL80211\_CMD\_TDLS\_MGMT命令发送设置，发现和拆除数据包。当未设置此标志时，应使用NL80211\_CMD\_TDLS\_OPER来要求驱动程序/固件执行TDLS操作。

WIPHY\_FLAG\_HAVE\_AP\_SME

设备集成AP SME功能。

WIPHY\_FLAG\_REPORTS\_OBSS

当虚拟接口处于AP模式时，设备将通过调用cfg80211\_report\_obss\_beacon()报告来自其他BSS的信标帧。

WIPHY\_FLAG\_AP\_PROBE\_RESP\_OFFLOAD

作为AP运行时，设备可以在硬件中响应探测请求。

WIPHY\_FLAG\_OFFCHAN\_TX

设备支持直接离线发送数据包（off-channel TX）。

WIPHY\_FLAG\_HAS\_REMAIN\_ON\_CHANNEL

设备支持保留通道（remain-on-channel）操作调用。

WIPHY\_FLAG\_SUPPORTS\_5\_10\_MHZ

设备支持5 MHz和10 MHz频段的无线信道。

WIPHY\_FLAG\_HAS\_CHANNEL\_SWITCH

在beaconing模式下（如AP、IBSS、Mesh等），该设备支持信道切换操作。

WIPHY\_FLAG\_HAS\_STATIC\_WEP

该设备支持连接前安装静态 WEP 密钥。

#### struct wiphy

说明了无线硬件信息。

**定义**

struct wiphy {

u8 perm\_addr[ETH\_ALEN];

u8 addr\_mask[ETH\_ALEN];

struct mac\_address \*addresses;

const struct ieee80211\_txrx\_stypes \*mgmt\_stypes;

const struct ieee80211\_iface\_combination \*iface\_combinations;

int n\_iface\_combinations;

u16 software\_iftypes;

u16 n\_addresses;

u16 interface\_modes;

u16 max\_acl\_mac\_addrs;

u32 flags, regulatory\_flags, features;

u8 ext\_features[DIV\_ROUND\_UP(NUM\_NL80211\_EXT\_FEATURES, 8)];

u32 ap\_sme\_capa;

enum cfg80211\_signal\_type signal\_type;

int bss\_priv\_size;

u8 max\_scan\_ssids;

u8 max\_sched\_scan\_reqs;

u8 max\_sched\_scan\_ssids;

u8 max\_match\_sets;

u16 max\_scan\_ie\_len;

u16 max\_sched\_scan\_ie\_len;

u32 max\_sched\_scan\_plans;

u32 max\_sched\_scan\_plan\_interval;

u32 max\_sched\_scan\_plan\_iterations;

int n\_cipher\_suites;

const u32 \*cipher\_suites;

u8 retry\_short;

u8 retry\_long;

u32 frag\_threshold;

u32 rts\_threshold;

u8 coverage\_class;

char fw\_version[ETHTOOL\_FWVERS\_LEN];

u32 hw\_version;

#ifdef CONFIG\_PM;

const struct wiphy\_wowlan\_support \*wowlan;

struct cfg80211\_wowlan \*wowlan\_config;

#endif;

u16 max\_remain\_on\_channel\_duration;

u8 max\_num\_pmkids;

u32 available\_antennas\_tx;

u32 available\_antennas\_rx;

u32 probe\_resp\_offload;

const u8 \*extended\_capabilities, \*extended\_capabilities\_mask;

u8 extended\_capabilities\_len;

const struct wiphy\_iftype\_ext\_capab \*iftype\_ext\_capab;

unsigned int num\_iftype\_ext\_capab;

const void \*privid;

struct ieee80211\_supported\_band \*bands[NUM\_NL80211\_BANDS];

void (\*reg\_notifier)(struct wiphy \*wiphy, struct regulatory\_request \*request);

const struct ieee80211\_regdomain \_\_rcu \*regd;

struct device dev;

bool registered;

struct dentry \*debugfsdir;

const struct ieee80211\_ht\_cap \*ht\_capa\_mod\_mask;

const struct ieee80211\_vht\_cap \*vht\_capa\_mod\_mask;

struct list\_head wdev\_list;

possible\_net\_t \_net;

#ifdef CONFIG\_CFG80211\_WEXT;

const struct iw\_handler\_def \*wext;

#endif;

const struct wiphy\_coalesce\_support \*coalesce;

const struct wiphy\_vendor\_command \*vendor\_commands;

const struct nl80211\_vendor\_cmd\_info \*vendor\_events;

int n\_vendor\_commands, n\_vendor\_events;

u16 max\_ap\_assoc\_sta;

u8 max\_num\_csa\_counters;

u8 max\_adj\_channel\_rssi\_comp;

u32 bss\_select\_support;

u64 cookie\_counter;

u8 nan\_supported\_bands;

u32 txq\_limit;

u32 txq\_memory\_limit;

u32 txq\_quantum;

char priv[0] ;

};

**成员**

perm\_addr

设备的永久 MAC 地址。

addr\_mask

如果设备通过掩码支持多个 MAC 地址，则将其设置为具有可变位设置为 1 的掩码，例如，如果最后四位是可变的，则将其设置为 00-00-00-00-00-0f。实际的可变位应由添加的接口确定，不匹配掩码的接口将被拒绝启动。

addresses

如果设备有多个地址，请将此指针设置为地址列表（每个地址 6 字节）。默认情况下，第一个地址将用于 perm\_addr。在这种情况下，应该将掩码设置为全零。在这种情况下，假定设备可以处理相同数量的任意 MAC 地址。

mgmt\_stypes

可以通过 nl80211 订阅或传输帧子类型的位掩码，在接口类型索引数组中指向一个数组。

iface\_combinations

有效接口组合数组，不应列出单一接口类型。

n\_iface\_combinations

iface\_combinations 数组中条目数。

software\_iftypes

软件界面类型比特掩码, 这些没有受到任何限制, 因为它们纯粹是在 SW 中管理.

n\_addresses

addresses 中地址数.

interface\_modes

适用于此 wiphy 的界面类型比特掩码, 必须由驱动程序进行设置.

max\_acl\_mac\_addrs

ACL 支持的最大 MAC 地址数.

flags

wiphy 标志, 请参见 enum wiphy\_flags

regulatory\_flags

wiphy 法规标志，请参见 enum ieee80211\_regulatory\_flags

features

广告到 nl80211 的功能，请参阅枚举 nl80211\_feature\_flags。

ext\_features

广告到 nl80211 的扩展功能，请参阅枚举 nl80211\_ext\_feature\_index。

ap\_sme\_capa

AP SME 功能，来自枚举 nl80211\_ap\_sme\_features 中的标志。

signal\_type

在 struct cfg80211\_bss 中报告的信号类型。

bss\_priv\_size

每个 BSS 结构都有分配给它的私有数据，此变量确定其大小.

max\_scan\_ssids

设备可以在任何给定扫描中扫描 SSID 的最大数量.

max\_sched\_scan\_reqs

设备可以同时运行的计划扫描请求的最大数量.

max\_sched\_scan\_ssids

设备可以在任何给定计划扫描中扫描 SSID 的最大数量.

max\_match\_sets

执行计划扫描时设备可处理匹配集合的最大数量，如果不支持过滤，则为 0。

max\_scan\_ie\_len

设备可以添加到进行扫描期间传输的探测请求帧中用户可控 IE 的最大长度，不能包括固定 IE（如支持速率）。

max\_sched\_scan\_ie\_len

与 max\_scan\_ie\_len 相同，但用于计划扫描.

max\_sched\_scan\_plans

设备支持的计划扫描的最大扫描计划数（扫描间隔和迭代次数）。

max\_sched\_scan\_plan\_interval

设备支持的单个扫描计划的最大间隔（以秒为单位）。

max\_sched\_scan\_plan\_iterations

设备支持的单个扫描计划的最大迭代次数。

n\_cipher\_suites

受支持密码套件数量.

cipher\_suites

受支持密码套件.

retry\_short

短帧重试限制 (dot11ShortRetryLimit).

retry\_long

长帧重试限制 (dot11LongRetryLimit).

frag\_threshold

分片阈值 (dot11FragmentationThreshold); -1 = 禁用分片，仅使用 >= 256 的奇数值.

rts\_threshold

RTS 阈值（dot11RTSThreshold）；-1 = 禁用 RTS/CTS

coverage\_class

当前覆盖类别

fw\_version

以太网工具报告的固件版本

hw\_version

用于ethtool报告的硬件版本

wowlan

WoWLAN支持信息

wowlan\_config

当前WoWLAN配置；这通常不应该使用，因为访问它必须是并发的，而应该使用传递给挂起（suspend（））操作的参数。

max\_remain\_on\_channel\_duration

如果已实现，则可以请求Remain-on-channel操作的最大时间。

max\_num\_pmkids

设备支持的PMKID的最大数量

available\_antennas\_tx

可以配置为TX天线的天线位图。除非设置了此项或available\_antennas\_rx，否则将拒绝天线配置命令。

available\_antennas\_rx

可以配置为RX天线的天线位图。除非设置了此项或available\_antennas\_tx，否则将拒绝天线配置命令。

probe\_resp\_offload

用于探测响应卸载的支持协议的位图。请参见枚举nl80211\_probe\_resp\_offload\_support\_attr。仅在wiphy标志WIPHY\_FLAG\_AP\_PROBE\_RESP\_OFFLOAD设置时有效。

extended\_capabilities

驱动程序支持的扩展功能，用户空间可能支持其他功能。这些是802.11扩展功能（“扩展功能元素”），并且与信息元素中的格式相同。请参阅802.11-2012 8.4.2.29以获取定义的字段。如果未为特定接口类型的iftype\_ext\_capab指定功能，则将使用默认扩展功能。

extended\_capabilities\_mask

有效值的掩码

extended\_capabilities\_len

扩展功能的长度

iftype\_ext\_capab

每种接口类型的扩展功能数组

num\_iftype\_ext\_capab

指定单独指定扩展功能的接口类型的数量。

privid

驱动程序可以使用的指针，用于标识任意wiphy是否为其拥有的，例如在全局通知程序中。

bands

有关此设备支持的频段/信道的信息

reg\_notifier

驱动程序的法规通知回调，请注意，如果驱动程序使用wiphy\_apply\_custom\_regulatory（），则reg\_notifier的请求可以传递为NULL

regd

驱动程序的法规域（如果通过regulatory\_hint（）API请求），如果驱动程序选择忽略其他驱动程序引起的未来法规域更改，则可以在reg\_notifier（）上使用它。

dev

（虚拟）此wiphy的设备结构

registered

帮助同步suspend / resume与wiphy取消注册

debugfsdir

用于此wiphy的debugfs目录，在wiphy重命名时将自动重命名

ht\_capa\_mod\_mask

指定哪些ht\_cap值可以被覆盖。如果为null，则不能覆盖任何值。

vht\_capa\_mod\_mask

指定哪些VHT功能可以被覆盖。如果为null，则不能覆盖任何值。

wdev\_list

关联（虚拟）接口的列表；驱动程序不得修改此列表，但可以使用RTNL / RCU保护进行读取。

\_net

该wiphy当前所在的网络命名空间

wext

无线扩展处理程序

coalesce

数据包合并支持信息

vendor\_commands

硬件支持的供应商命令数组

vendor\_events

硬件支持的供应商事件数组

n\_vendor\_commands

供应商命令数

n\_vendor\_events

供应商事件数

max\_ap\_assoc\_sta

AP模式中支持的最大关联站点数（包括P2P GO），或0表示不提供此类限制的广告。驱动程序允许广告可以在某些情况下达到的理论极限，但可能不总是达到。

max\_num\_csa\_counters

使用广播和探测响应消息中的支持的csa\_counters计数器的数量。如果驱动程序希望限制csa计数器的数量，则应设置此值。默认值（0）表示无限。

max\_adj\_channel\_rssi\_comp

发件频道和听到帧的频道之间的最大偏移量，该偏移量仍然有效，并且可以补偿所报告的RSSI。如果驱动程序能够在听到不同频道上的帧时补偿低RSSI，则应将此变量设置为可以补偿的最大偏移量。该值应以MHz为单位设置。

bss\_select\_support

表示驱动程序在.:c:func:connect()回调中支持的BSS选择条件的位掩码。位位置映射到枚举nl80211\_bss\_select\_attr中定义的属性索引。

cookie\_counter

唯一的通用cookie计数器，用于识别对象。

nan\_supported\_bands

设备在NAN模式下支持的频段，为enum nl80211\_band值的位图。例如，对于NL80211\_BAND\_2GHZ，会设置第0位（即BIT（NL80211\_BAND\_2GHZ））。

txq\_limit

内部TX队列帧限制的配置

txq\_memory\_limit

内部TX队列内存限制的配置

txq\_quantum

内部TX队列调度程序量子的配置

priv

驱动程序的私有数据（根据wiphy\_new（）参数的大小）

#### struct wireless\_dev

无线设备状态

**定义**

struct wireless\_dev {

struct wiphy \*wiphy;

enum nl80211\_iftype iftype;

struct list\_head list;

struct net\_device \*netdev;

u32 identifier;

struct list\_head mgmt\_registrations;

spinlock\_t mgmt\_registrations\_lock;

struct mutex mtx;

bool use\_4addr, is\_running;

u8 address[ETH\_ALEN] ;

u8 ssid[IEEE80211\_MAX\_SSID\_LEN];

u8 ssid\_len, mesh\_id\_len, mesh\_id\_up\_len;

struct cfg80211\_conn \*conn;

struct cfg80211\_cached\_keys \*connect\_keys;

enum ieee80211\_bss\_type conn\_bss\_type;

u32 conn\_owner\_nlportid;

struct work\_struct disconnect\_wk;

u8 disconnect\_bssid[ETH\_ALEN];

struct list\_head event\_list;

spinlock\_t event\_lock;

struct cfg80211\_internal\_bss \*current\_bss;

struct cfg80211\_chan\_def preset\_chandef;

struct cfg80211\_chan\_def chandef;

bool ibss\_fixed;

bool ibss\_dfs\_possible;

bool ps;

int ps\_timeout;

int beacon\_interval;

u32 ap\_unexpected\_nlportid;

u32 owner\_nlportid;

bool nl\_owner\_dead;

bool cac\_started;

unsigned long cac\_start\_time;

unsigned int cac\_time\_ms;

#ifdef CONFIG\_CFG80211\_WEXT;

struct {

struct cfg80211\_ibss\_params ibss;

struct cfg80211\_connect\_params connect;

struct cfg80211\_cached\_keys \*keys;

const u8 \*ie;

size\_t ie\_len;

u8 bssid[ETH\_ALEN], prev\_bssid[ETH\_ALEN];

u8 ssid[IEEE80211\_MAX\_SSID\_LEN];

s8 default\_key, default\_mgmt\_key;

bool prev\_bssid\_valid;

} wext;

#endif;

struct cfg80211\_cqm\_config \*cqm\_config;

};

**成员**

wiphy

指向硬件说明的指针

iftype

接口类型

list

（私有的）用于收集接口

netdev

（私有的）用于参考到netdev，可能为 NULL

identifier

（私有的）如果没有netdev，使用nl80211中的标识符识别此无线设备

mgmt\_registrations

管理帧注册的列表

mgmt\_registrations\_lock

列表的锁

mtx

用于锁定此结构中的数据的互斥体，可能由驱动程序使用，某些API函数需要它保持

use\_4addr

表示此接口上使用4addr模式，必须由驱动程序在registering netdev之前在add\_interface上设置（如果支持的话），否则可能可读取，将由cfg80211在change\_interface上进行更新

is\_running

如果这是已启动的非netdev设备（例如P2P Device），则为true。

address

该设备的地址，仅当netdev为NULL时有效

ssid

（私有的）内部配置代码使用

ssid\_len

（私有的）内部配置代码使用

mesh\_id\_len

（私有的）内部配置代码使用

mesh\_id\_up\_len

（私有的）内部配置代码使用

conn

(cfg80211软件SME连接状态机数据的) cfg80211 software SME connection state machine data

connect\_keys

建立连接后要设置的密钥

conn\_bss\_type

连接的BSS类型

conn\_owner\_nlportid

（私有的）连接所有者套接字端口ID

disconnect\_wk

（私有的）自动断开连接工作

disconnect\_bssid

自动断开连接时要使用的BSSID

event\_list

（私有的）用于内部事件处理的列表

event\_lock

事件列表的锁

current\_bss

（私有的）内部配置代码使用

preset\_chandef

（私有的）内部配置代码使用，以便稍后用于AP的跟踪频道

chandef

（私有的）内部配置代码使用，以便跟踪用户设置的频道定义。

ibss\_fixed

（私有的）IBSS采用固定BSSID

ibss\_dfs\_possible

（私有的）IBSS可以更改为DFS频道

ps

启用powersave模式

ps\_timeout

动态powersave超时

beacon\_interval

用于在此设备上传输信标的信标间隔，无效时为0

ap\_unexpected\_nlportid

（私有的）已注册用于意外类3帧(AP模式)的应用程序的netlink端口ID

owner\_nlportid

（私有的）所有者套接字端口ID

nl\_owner\_dead

（私有的）所有者套接字关闭了

cac\_started

如果已启动DFS频道可用性检查，则为true

cac\_start\_time

进入dfs状态时的时间戳（jiffies）。

cac\_time\_ms

CAC时间（以毫秒为单位）

wext

（私有的）内部无线扩展兼容代码使用

cqm\_config

（私有的）nl80211 RSSI监视器状态

**说明**

对于netdev，驱动程序必须分配此结构，该结构使用struct net\_device的ieee80211\_ptr字段（这是有意的，因此它可以与netdev一起分配。）然后不需要注册netdev，因为cfg80211将拦截netdev注册以查看新的无线设备。

对于非netdev使用，驱动程序也必须根据需要分配它作为回调操作的响应，并进行必要的分配，因为在该情况下没有netdev注册，所以不能在回调操作之外分配。

#### struct wiphy \*wiphy\_new(const struct cfg80211\_ops \*ops, int sizeof\_priv)

创建一个新的 wiphy 以与 cfg80211 一起使用

**参数**

const struct cfg80211\_ops \*ops

此设备的配置操作

int sizeof\_priv

用于分配私有区域的大小

**说明**

创建一个新的wiphy并将给定操作与之关联。为私有使用分配sizeof\_priv字节。

**返回**

指向新wiphy的指针。必须将此指针分配给每个netdev的ieee80211\_ptr以进行正确操作。

#### void wiphy\_read\_of\_freq\_limits(struct wiphy \* wiphy)

从设备树中读取频率限制

**参数**

struct wiphy \* wiphy

要获取额外限制的无线设备

**说明**

某些设备可能在DT中指定了额外的限制。这对于通常支持更多频段但由于板设计（例如天线或外部功率放大器）而受限的芯片组可能很有用。

此函数从DT中读取信息并使用它来修改通道（禁用不可用通道）。在具有共享通道数据的驱动程序中使用它通常是一个坏主意，因为DT限制是设备特定的。您应确保仅在对wiphy中的频道进行复制并且可以修改而不影响其他设备的情况下调用它。

由于此函数访问设备节点，因此必须在set\_wiphy\_dev之后调用它。它还修改通道，因此首先必须设置它们。如果正在使用此助手程序，请在wiphy\_register（）之前调用它。

#### int wiphy\_register(struct wiphy \*wiphy)

向cfg80211注册wiphy

**参数**

struct wiphy \*wiphy

要注册的wiphy。

**返回**

非负的wiphy索引或负的错误代码。

#### void wiphy\_unregister(struct wiphy \*wiphy)

从cfg80211中注销wiphy

**参数**

struct wiphy \*wiphy

要注销的wiphy。

**说明**

调用此函数后，不能再使用该priv指针进行更多请求，但是该调用可以休眠以等待正在处理的未处理请求。

#### void wiphy\_free(struct wiphy \*wiphy)

释放wiphy

**参数**

struct wiphy \*wiphy

要释放的wiphy。

#### const char \* wiphy\_name(const struct wiphy \* wiphy)

获取wiphy名称

**参数**

const struct wiphy \* wiphy

要返回名称的wiphy

**返回**

wiphy的名称。

#### struct device \* wiphy\_dev(struct wiphy \* wiphy)

获取wiphy dev指针

**参数**

struct wiphy \* wiphy

要查找其设备结构的wiphy

**返回**

wiphy的dev。

#### void \* wiphy\_priv(struct wiphy \* wiphy)

从wiphy返回priv

**参数**

struct wiphy \* wiphy

要返回其priv指针的wiphy

**返回**

wiphy的priv。

#### struct wiphy \* priv\_to\_wiphy(void \* priv)

返回包含特权的wiphy

**参数**

void \* priv

先前由wiphy\_priv返回的指针

**返回**

特权的wiphy。

#### void set\_wiphy\_dev(struct wiphy \* wiphy, struct device \* dev)

为wiphy设置设备指针

**参数**

struct wiphy \* wiphy

要绑定设备的wiphy

struct device \* dev

要将其指定为父项的设备

#### void \* wdev\_priv(struct wireless\_dev \* wdev)

从wireless\_dev返回wiphy priv

**参数**

struct wireless\_dev \* wdev

要返回其wiphy的特权指针的无线设备

**返回**

wdev的wiphy priv。

#### struct ieee80211\_iface\_limit

特定接口类型的限制

**定义**

struct ieee80211\_iface\_limit {

u16 max;

u16 types;

};

**成员**

max

这些类型的接口的最大数量

types

接口类型（位）

#### struct ieee80211\_iface\_combination

可能的接口组合

**定义**

struct ieee80211\_iface\_combination {

const struct ieee80211\_iface\_limit \*limits;

u32 num\_different\_channels;

u16 max\_interfaces;

u8 n\_limits;

bool beacon\_int\_infra\_match;

u8 radar\_detect\_widths;

u8 radar\_detect\_regions;

u32 beacon\_int\_min\_gcd;

};

**成员**

limits

给定接口类型的限制

num\_different\_channels

可以使用最多这么多不同的通道

max\_interfaces

此组中允许的接口的最大数量

n\_limits

限制数量

beacon\_int\_infra\_match

在此组合中，基础设施和AP类型之间的信标间隔必须匹配。这仅在特定情况下需要。

radar\_detect\_widths

支持雷达检测的通道宽度位图

radar\_detect\_regions

支持雷达检测的区域位图

beacon\_int\_min\_gcd

此接口组合支持不同的信标间隔。

= 0

不同接口的所有信标间隔必须相同。

> 0

此组合部分的接口的任何信标间隔以及来自该组合中信标接口的所有信标间隔的GCD必须大于或等于此值。

**说明**

使用此结构，驱动程序可以说明其支持的并发接口组合。

**示例**

1）允许#STA <= 1，#AP <= 1，匹配BI，通道= 1，总计2个:

struct ieee80211\_iface\_limit limits1[] = {

{ .max = 1, .types = BIT(NL80211\_IFTYPE\_STATION), },

{ .max = 1, .types = BIT(NL80211\_IFTYPE\_AP}, },

};

struct ieee80211\_iface\_combination combination1 = {

.limits = limits1,

.n\_limits = ARRAY\_SIZE(limits1),

.max\_interfaces = 2,

.beacon\_int\_infra\_match = true,

};

2）允许#{AP，P2P-GO} <= 8，通道= 1，总共8个:

struct ieee80211\_iface\_limit limits2[] = {

{ .max = 8, .types = BIT(NL80211\_IFTYPE\_AP) |

BIT(NL80211\_IFTYPE\_P2P\_GO), },

};

struct ieee80211\_iface\_combination combination2 = {

.limits = limits2,

.n\_limits = ARRAY\_SIZE(limits2),

.max\_interfaces = 8,

.num\_different\_channels = 1,

};

3）允许#STA <= 1，#{P2P-client,P2P-GO} <= 3在两个通道上，总共4个。这可以允许基础设施连接和三个P2P连接。

struct ieee80211\_iface\_limit limits3[] = {

{ .max = 1, .types = BIT(NL80211\_IFTYPE\_STATION), },

{ .max = 3, .types = BIT(NL80211\_IFTYPE\_P2P\_GO) |

BIT(NL80211\_IFTYPE\_P2P\_CLIENT),},

};

struct ieee80211\_iface\_combination combination3 = {

.limits = limits3,

.n\_limits = ARRAY\_SIZE(limits3),

.max\_interfaces = 4,

.num\_different\_channels = 2,

};

#### int cfg80211\_check\_combinations(struct [wiphy](https://www.kernel.org/doc/html/latest/driver-api/80211/cfg80211.html" \l "c.cfg80211_check_combinations" \o "wiphy) \*wiphy, struct iface\_combination\_params \*params)

检查接口组合

**参数**

struct wiphy \*wiphy

the wiphy

struct iface\_combination\_params \*params

接口组合参数

**说明**

驱动程序可以通过调用此函数来检查接口和其类型的组合是否符合接口组合的要求。

### 操作和配置

每个无线设备和每个虚拟接口都提供一组配置操作和其他由用户空间调用的操作。每个操作都在操作结构中说明，这些操作使用的参数单独说明。

此外，一些操作是异步的，并期望驱动程序通过一些函数调用获取状态信息。

扫描和带BSS列表处理的相关功能在另一章节中说明。

#### struct cfg80211\_ops

无线配置的后端说明

**定义**

struct cfg80211\_ops {

int (\*suspend)(struct wiphy \*wiphy, struct cfg80211\_wowlan \*wow);

int (\*resume)(struct wiphy \*wiphy);

void (\*set\_wakeup)(struct wiphy \*wiphy, bool enabled);

struct wireless\_dev \* (\*add\_virtual\_intf)(struct wiphy \*wiphy,const char \*name,unsigned char name\_assign\_type,enum nl80211\_iftype type, struct vif\_params \*params);

int (\*del\_virtual\_intf)(struct wiphy \*wiphy, struct wireless\_dev \*wdev);

int (\*change\_virtual\_intf)(struct wiphy \*wiphy,struct net\_device \*dev,enum nl80211\_iftype type, struct vif\_params \*params);

int (\*add\_key)(struct wiphy \*wiphy, struct net\_device \*netdev,u8 key\_index, bool pairwise, const u8 \*mac\_addr, struct key\_params \*params);

int (\*get\_key)(struct wiphy \*wiphy, struct net\_device \*netdev,u8 key\_index, bool pairwise, const u8 \*mac\_addr,void \*cookie, void (\*callback)(void \*cookie, struct key\_params\*));

int (\*del\_key)(struct wiphy \*wiphy, struct net\_device \*netdev, u8 key\_index, bool pairwise, const u8 \*mac\_addr);

int (\*set\_default\_key)(struct wiphy \*wiphy,struct net\_device \*netdev, u8 key\_index, bool unicast, bool multicast);

int (\*set\_default\_mgmt\_key)(struct wiphy \*wiphy,struct net\_device \*netdev, u8 key\_index);

int (\*start\_ap)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_ap\_settings \*settings);

int (\*change\_beacon)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_beacon\_data \*info);

int (\*stop\_ap)(struct wiphy \*wiphy, struct net\_device \*dev);

int (\*add\_station)(struct wiphy \*wiphy, struct net\_device \*dev,const u8 \*mac, struct station\_参数 \*params);

int (\*del\_station)(struct wiphy \*wiphy, struct net\_device \*dev, struct station\_del\_参数 \*params);

int (\*change\_station)(struct wiphy \*wiphy, struct net\_device \*dev,const u8 \*mac, struct station\_参数 \*params);

int (\*get\_station)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*mac, struct station\_info \*sinfo);

int (\*dump\_station)(struct wiphy \*wiphy, struct net\_device \*dev, int idx, u8 \*mac, struct station\_info \*sinfo);

int (\*add\_mpath)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*dst, const u8 \*next\_hop);

int (\*del\_mpath)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*dst);

int (\*change\_mpath)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*dst, const u8 \*next\_hop);

int (\*get\_mpath)(struct wiphy \*wiphy, struct net\_device \*dev, u8 \*dst, u8 \*next\_hop, struct mpath\_info \*pinfo);

int (\*dump\_mpath)(struct wiphy \*wiphy, struct net\_device \*dev,int idx, u8 \*dst, u8 \*next\_hop, struct mpath\_info \*pinfo);

int (\*get\_mpp)(struct wiphy \*wiphy, struct net\_device \*dev, u8 \*dst, u8 \*mpp, struct mpath\_info \*pinfo);

int (\*dump\_mpp)(struct wiphy \*wiphy, struct net\_device \*dev,int idx, u8 \*dst, u8 \*mpp, struct mpath\_info \*pinfo);

int (\*get\_mesh\_config)(struct wiphy \*wiphy,struct net\_device \*dev, struct mesh\_config \*conf);

int (\*update\_mesh\_config)(struct wiphy \*wiphy,struct net\_device \*dev, u32 mask, const struct mesh\_config \*nconf);

int (\*join\_mesh)(struct wiphy \*wiphy, struct net\_device \*dev,const struct mesh\_config \*conf, const struct mesh\_setup \*setup);

int (\*leave\_mesh)(struct wiphy \*wiphy, struct net\_device \*dev);

int (\*join\_ocb)(struct wiphy \*wiphy, struct net\_device \*dev, struct ocb\_setup \*setup);

int (\*leave\_ocb)(struct wiphy \*wiphy, struct net\_device \*dev);

int (\*change\_bss)(struct wiphy \*wiphy, struct net\_device \*dev, struct bss\_参数 \*params);

int (\*set\_txq\_params)(struct wiphy \*wiphy, struct net\_device \*dev, struct ieee80211\_txq\_params \*params);

int (\*libertas\_set\_mesh\_channel)(struct wiphy \*wiphy,struct net\_device \*dev, struct ieee80211\_channel \*chan);

int (\*set\_monitor\_channel)(struct wiphy \*wiphy, struct cfg80211\_chan\_def \*chandef);

int (\*scan)(struct wiphy \*wiphy, struct cfg80211\_scan\_request \*request);

void (\*abort\_scan)(struct wiphy \*wiphy, struct wireless\_dev \*wdev);

int (\*auth)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_auth\_request \*req);

int (\*assoc)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_assoc\_request \*req);

int (\*deauth)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_deauth\_request \*req);

int (\*disassoc)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_disassoc\_request \*req);

int (\*connect)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_connect\_params \*sme);

int (\*update\_connect\_params)(struct wiphy \*wiphy,struct net\_device \*dev,struct cfg80211\_connect\_params \*sme, u32 changed);

int (\*disconnect)(struct wiphy \*wiphy, struct net\_device \*dev, u16 reason\_code);

int (\*join\_ibss)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_ibss\_params \*params);

int (\*leave\_ibss)(struct wiphy \*wiphy, struct net\_device \*dev);

int (\*set\_mcast\_rate)(struct wiphy \*wiphy, struct net\_device \*dev, int rate[NUM\_NL80211\_BANDS]);

int (\*set\_wiphy\_params)(struct wiphy \*wiphy, u32 changed);

int (\*set\_tx\_power)(struct wiphy \*wiphy, struct wireless\_dev \*wdev, enum nl80211\_tx\_power\_setting type, int mbm);

int (\*get\_tx\_power)(struct wiphy \*wiphy, struct wireless\_dev \*wdev, int \*dbm);

int (\*set\_wds\_peer)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*addr);

void (\*rfkill\_poll)(struct wiphy \*wiphy);

#ifdef CONFIG\_NL80211\_TESTMODE;

int (\*testmode\_cmd)(struct wiphy \*wiphy, struct wireless\_dev \*wdev, void \*data, int len);

int (\*testmode\_dump)(struct wiphy \*wiphy, struct sk\_buff \*skb,struct netlink\_callback \*cb, void \*data, int len);

#endif;

int (\*set\_bitrate\_mask)(struct wiphy \*wiphy,struct net\_device \*dev,const u8 \*peer, const struct cfg80211\_bitrate\_mask \*mask);

int (\*dump\_survey)(struct wiphy \*wiphy, struct net\_device \*netdev, int idx, struct survey\_info \*info);

int (\*set\_pmksa)(struct wiphy \*wiphy, struct net\_device \*netdev, struct cfg80211\_pmksa \*pmksa);

int (\*del\_pmksa)(struct wiphy \*wiphy, struct net\_device \*netdev, struct cfg80211\_pmksa \*pmksa);

int (\*flush\_pmksa)(struct wiphy \*wiphy, struct net\_device \*netdev);

int (\*remain\_on\_channel)(struct wiphy \*wiphy,struct wireless\_dev \*wdev,struct ieee80211\_channel \*chan,unsigned int duration, u64 \*cookie);

int (\*cancel\_remain\_on\_channel)(struct wiphy \*wiphy,struct wireless\_dev \*wdev, u64 cookie);

int (\*mgmt\_tx)(struct wiphy \*wiphy, struct wireless\_dev \*wdev,struct cfg80211\_mgmt\_tx\_params \*params, u64 \*cookie);

int (\*mgmt\_tx\_cancel\_wait)(struct wiphy \*wiphy,struct wireless\_dev \*wdev, u64 cookie);

int (\*set\_power\_mgmt)(struct wiphy \*wiphy, struct net\_device \*dev, bool enabled, int timeout);

int (\*set\_cqm\_rssi\_config)(struct wiphy \*wiphy,struct net\_device \*dev, s32 rssi\_thold, u32 rssi\_hyst);

int (\*set\_cqm\_rssi\_range\_config)(struct wiphy \*wiphy,struct net\_device \*dev, s32 rssi\_low, s32 rssi\_high);

int (\*set\_cqm\_txe\_config)(struct wiphy \*wiphy,struct net\_device \*dev, u32 rate, u32 pkts, u32 intvl);

void (\*mgmt\_frame\_register)(struct wiphy \*wiphy,struct wireless\_dev \*wdev, u16 frame\_type, bool reg);

int (\*set\_antenna)(struct wiphy \*wiphy, u32 tx\_ant, u32 rx\_ant);

int (\*get\_antenna)(struct wiphy \*wiphy, u32 \*tx\_ant, u32 \*rx\_ant);

int (\*sched\_scan\_start)(struct wiphy \*wiphy,struct net\_device \*dev, struct cfg80211\_sched\_scan\_request \*request);

int (\*sched\_scan\_stop)(struct wiphy \*wiphy, struct net\_device \*dev, u64 reqid);

int (\*set\_rekey\_data)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_gtk\_rekey\_data \*data);

int (\*tdls\_mgmt)(struct wiphy \*wiphy, struct net\_device \*dev,const u8 \*peer, u8 action\_code, u8 dialog\_token,u16 status\_code, u32 peer\_capability, bool initiator, const u8 \*buf, size\_t len);

int (\*tdls\_oper)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*peer, enum nl80211\_tdls\_operation oper);

int (\*probe\_client)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*peer, u64 \*cookie);

int (\*set\_noack\_map)(struct wiphy \*wiphy,struct net\_device \*dev, u16 noack\_map);

int (\*get\_channel)(struct wiphy \*wiphy,struct wireless\_dev \*wdev, struct cfg80211\_chan\_def \*chandef);

int (\*start\_p2p\_device)(struct wiphy \*wiphy, struct wireless\_dev \*wdev);

void (\*stop\_p2p\_device)(struct wiphy \*wiphy, struct wireless\_dev \*wdev);

int (\*set\_mac\_acl)(struct wiphy \*wiphy, struct net\_device \*dev, const struct cfg80211\_acl\_data \*params);

int (\*start\_radar\_detection)(struct wiphy \*wiphy,struct net\_device \*dev,struct cfg80211\_chan\_def \*chandef, u32 cac\_time\_ms);

int (\*update\_ft\_ies)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_update\_ft\_ies\_params \*ftie);

int (\*crit\_proto\_start)(struct wiphy \*wiphy,struct wireless\_dev \*wdev,enum nl80211\_crit\_proto\_id protocol, u16 duration);

void (\*crit\_proto\_stop)(struct wiphy \*wiphy, struct wireless\_dev \*wdev);

int (\*set\_coalesce)(struct wiphy \*wiphy, struct cfg80211\_coalesce \*coalesce);

int (\*channel\_switch)(struct wiphy \*wiphy,struct net\_device \*dev, struct cfg80211\_csa\_settings \*params);

int (\*set\_qos\_map)(struct wiphy \*wiphy,struct net\_device \*dev, struct cfg80211\_qos\_map \*qos\_map);

int (\*set\_ap\_chanwidth)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_chan\_def \*chandef);

int (\*add\_tx\_ts)(struct wiphy \*wiphy, struct net\_device \*dev,u8 tsid, const u8 \*peer, u8 user\_prio, u16 admitted\_time);

int (\*del\_tx\_ts)(struct wiphy \*wiphy, struct net\_device \*dev, u8 tsid, const u8 \*peer);

int (\*tdls\_channel\_switch)(struct wiphy \*wiphy,struct net\_device \*dev,const u8 \*addr, u8 oper\_class, struct cfg80211\_chan\_def \*chandef);

void (\*tdls\_cancel\_channel\_switch)(struct wiphy \*wiphy,struct net\_device \*dev, const u8 \*addr);

int (\*start\_nan)(struct wiphy \*wiphy, struct wireless\_dev \*wdev, struct cfg80211\_nan\_conf \*conf);

void (\*stop\_nan)(struct wiphy \*wiphy, struct wireless\_dev \*wdev);

int (\*add\_nan\_func)(struct wiphy \*wiphy, struct wireless\_dev \*wdev, struct cfg80211\_nan\_func \*nan\_func);

void (\*del\_nan\_func)(struct wiphy \*wiphy, struct wireless\_dev \*wdev, u64 cookie);

int (\*nan\_change\_conf)(struct wiphy \*wiphy,struct wireless\_dev \*wdev,struct cfg80211\_nan\_conf \*conf, u32 changes);

int (\*set\_multicast\_to\_unicast)(struct wiphy \*wiphy,struct net\_device \*dev, const bool enabled);

int (\*get\_txq\_stats)(struct wiphy \*wiphy,struct wireless\_dev \*wdev, struct cfg80211\_txq\_stats \*txqstats);

int (\*set\_pmk)(struct wiphy \*wiphy, struct net\_device \*dev, const struct cfg80211\_pmk\_conf \*conf);

int (\*del\_pmk)(struct wiphy \*wiphy, struct net\_device \*dev, const u8 \*aa);

int (\*external\_auth)(struct wiphy \*wiphy, struct net\_device \*dev, struct cfg80211\_external\_auth\_params \*params);

int (\*tx\_control\_port)(struct wiphy \*wiphy,struct net\_device \*dev,const u8 \*buf, size\_t len,const u8 \*dest, const \_\_be16 proto, const bool noencrypt);

};

**成员**

suspend

需要挂起 wiphy 设备。变量wow将为NULL或包含为设备配置的启用的 Wake-on-Wireless 触发器

resume

需要恢复 wiphy 设备

set\_wakeup

当启用/禁用 WoWLAN 时调用此回调函数，使用 device\_set\_wakeup\_enable() 来启用/禁用从设备的唤醒。

add\_virtual\_intf

使用给定名称创建新虚拟接口，必须设置结构体 wireless\_dev 的 iftype。注意：您必须在 wiphy 的网络名称空间中创建新的 netdev！返回 struct wireless\_dev 或 ERR\_PTR。对于 P2P 设备 wdevs，驱动程序还必须在 wdev 中设置地址成员。

del\_virtual\_intf

删除虚拟接口

change\_virtual\_intf

更改虚拟接口的类型/配置，请一直更新结构体 wireless\_dev 的 iftype。

add\_key

使用给定参数添加密钥。添加组密钥时，mac\_addr 将为 NULL。

get\_key

获取给定参数密钥的信息。要请求组密钥的信息时，mac\_addr 将为NULL。回调函数给出的所有指针在返回后不需要有效。如果不可能检索密钥，则此函数应返回错误，如果不存在，则返回-ENOENT。

del\_key

删除给定 mac\_addr（为组密钥时为 NULL）和 key\_index 的密钥，如果密钥不存在，则返回-ENOENT。

set\_default\_key

在接口上设置默认密钥

set\_default\_mgmt\_key

在接口上设置默认管理帧密钥

start\_ap

启动由参数定义的 AP 模式。

change\_beacon

更改接入点模式接口的信标参数。如果没有启动 AP 模式，则应拒绝呼叫。

stop\_ap

停止作为 AP，包括停止发出信标。

add\_station

添加新站点。

del\_station

删除一个站点

change\_station

修改给定站点。请注意，cfg80211 中没有对标志更改进行验证，特别是 auth/assoc/authorized 标志可能以无效的组合形式传递到驱动程序 - 请确保检查它们，也与现有状态进行比较！驱动程序必须调用 cfg80211\_check\_station\_change() 来验证信息。

get\_station

获取由 mac 标识的站点的信息

dump\_station

转储站点回调 - 在索引 idx 上恢复转储

add\_mpath

添加一个固定的网格路径

del\_mpath

删除给定的网格路径

change\_mpath

更改给定的网格路径

get\_mpath

获取给定参数的网格路径

dump\_mpath

转存网格路径回调 - 在索引idx处恢复转存

get\_mpp

获取给定参数的网格代理路径

dump\_mpp

转存网格代理路径回调 - 在索引idx处恢复转存

get\_mesh\_config

获取当前网格配置

update\_mesh\_config

在运行网格上更新网格参数。掩码是一个位字段，告诉我们哪些参数要设置，哪些要保留。

join\_mesh

使用指定的参数加入网格网络（带有无线设备互斥锁调用）

leave\_mesh

离开当前网格网络（带有无线设备互斥锁调用）

join\_ocb

使用指定的参数加入OCB网络（带有无线设备互斥锁调用）

leave\_ocb

离开当前OCB网络（带有无线设备互斥锁调用）

change\_bss

修改给定BSS的参数。

set\_txq\_params

设置TX队列参数

libertas\_set\_mesh\_channel

仅用于自由城的向后兼容性，因为它没有实现join\_mesh，需要设置频道以加入网格。

set\_monitor\_channel

为设备设置监视模式频道。如果其他接口处于活动状态，则此回调应拒绝配置。如果没有接口处于活动状态，或者设备处于关闭状态，则应将通道存储以供监视接口变为活动时使用。

scan

请求进行扫描。如果返回零，则将扫描请求传递给驱动程序，并且将有效直到传递给cfg80211\_scan\_done()。要获取扫描结果，请调用cfg80211\_inform\_bss()；您也可以在扫描/scan\_done括号之外调用此函数。

abort\_scan

告诉驱动程序中止正在进行的扫描。驱动程序应通过cfg80211\_scan\_done()指示扫描的状态。

auth

请求与指定的对等体进行身份验证（带有无线设备互斥锁调用）

assoc

请求与指定的对等体（重新）关联（带有无线设备互斥锁调用）

deauth

请求从指定的对等体进行去认证（带有无线设备互斥锁调用）

disassoc

请求从指定对等体进行取消关联（带有无线设备互斥锁调用）

connect

以指定的参数连接ESS。连接后，使用状态码WLAN\_STATUS\_SUCCESS调用cfg80211\_connect\_result()/cfg80211\_connect\_bss()。如果连接因某种原因而失败，则使用来自AP的状态代码调用cfg80211\_connect\_result()/cfg80211\_connect\_bss()或cfg80211\_connect\_timeout()如果未收到状态代码框。当驱动程序与其他BSS匹配连接参数时，允许驱动程序漫游到ESS中的其他BSS。在驱动程序发起的漫游和新的connect()调用发起的漫游案例中，在cfg80211\_roamed()中调用漫游的结果（带有无线设备互斥锁调用）。

update\_connect\_params

在连接到BSS时更新连接参数。更新后的参数可以由驱动程序/固件用于后续BSS选择（漫游）决策并形成Authentication/（Re）协会请求帧。此调用不请求立即与当前BSS进行取消关联或重新关联，即仅在后续（重新）关联时受到影响。 枚举cfg80211\_connect\_params\_changed中定义了changed中的位。（带有无线设备互斥锁调用）

disconnect

断开与BSS/ESS的连接或停止连接尝试（如果正在进行连接）。完成后，如果已经建立连接，则调用cfg80211\_disconnected()，否则调用cfg80211\_connect\_timeout()。（带有无线设备互斥锁调用）

join\_ibss

加入指定的IBSS（如果需要则创建）。完成后，调用cfg80211\_ibss\_joined()，当由于合并而更改BSSID时也调用该函数。（带有无线设备互斥锁调用）

leave\_ibss

离开IBSS。（带有无线设备互斥锁调用）

set\_mcast\_rate

设置指定的多播速率（仅在vif处于ADHOC或MESH模式时）

set\_wiphy\_params

通知wiphy参数已更改；changed位字段（参见枚举wiphy\_params\_flags）说明哪些值已更改。实际参数值可在struct wiphy中获得。如果返回错误，则不应更改任何值。

set\_tx\_power

根据参数设置传输功率，传递的功率单位为mBm，要获取dBm，请使用MBM\_TO\_DBM()。如果没有广告的nl80211功能标志，wdev可以为NULL，始终为NULL，除非驱动程序支持每个vif TX功率。

get\_tx\_power

将当前TX功率存储到dbm变量中；如果成功，则返回0

set\_wds\_peer

设置 WDS 接口的 WDS 对等端点

rfkill\_poll

轮询硬件 rfkill 线路，使用 cfg80211 报告函数来调节 rfkill 硬件状态

testmode\_cmd

运行测试模式命令；wdev 可能为 NULL

testmode\_dump

实现一个测试模式转储。该函数可以使用 cb->args[2] 和上面的参数，但 0 和 1 必须不被触及。此外，返回除 -ENOBUFS 和 -ENOENT 之外的错误代码将终止 转储并返回到用户空间带有一个错误，所以小心控制。如果有任何数据从用户空间传入，那么数据/长度参数将存在并指向包含在 NL80211\_ATTR\_TESTDATA 中的数据。

set\_bitrate\_mask

设置比特率掩码配置

dump\_survey

获取站点调查信息。

set\_pmksa

为 BSSID 缓存 PMKID。这对于运行能够生成（重新）关联 RSN IE 固件的 fullmac 设备非常有用。它允许更快地在 WPA2 BSSIDs 之间漫游。

del\_pmksa

删除缓存的 PMKID。

flush\_pmksa

刷新所有缓存的 PMKIDs。

remain\_on\_channel

请求驱动程序在指定通道上保持唤醒状态，以完成离线通道操作（例如，公共操作帧交换）指定时长。当驱动程序已准备好请求的通道时，它必须通过调用 cfg80211\_ready\_on\_channel() 发出事件通知。

cancel\_remain\_on\_channel

取消正在进行的保留在频道上的操作。这允许在根据持续时间值超时之前终止操作。

mgmt\_tx

传输管理帧。

mgmt\_tx\_cancel\_wait

取消在另一个频道上传输管理帧的等待时间

set\_power\_mgmt

配置 WLAN 电源管理。-1 的超时值允许驱动程序调整动态 ps 超时值。

set\_cqm\_rssi\_config

配置连接质量监控 RSSI 阈值。配置后，驱动程序应该（很快）发送一个事件，指示当前级别是否高于/低于已配置的阈值。当更改配置（而没有首先禁用它）时，可能需要一些小心处理。

set\_cqm\_rssi\_range\_config

在 connection quality monitor 中配置两个 RSSI 阈值。仅在信号电平被发现在两个值之外时才发送事件。如果实现了此方法，则驱动程序应设置 NL80211\_EXT\_FEATURE\_CQM\_RSSI\_LIST。如果提供了它，那么提供 set\_cqm\_rssi\_config 就没有意义了。

set\_cqm\_txe\_config

配置连接质量监控 TX 错误阈值。

mgmt\_frame\_register

通知驱动程序注册了管理帧类型。回调程序允许睡眠。

set\_antenna

在设备上设置天线配置（tx\_ant，rx\_ant）。参数是用于 TX/RX 的允许天线的位图。驱动程序可以通过返回 -EINVAL 拒绝它无法支持的 TX/RX 掩码组合（也请参阅 nl80211.h NL80211\_ATTR\_WIPHY\_ANTENNA\_TX）。

get\_antenna

从设备中获取当前的天线配置（tx\_ant，rx\_ant）。

sched\_scan\_start

告诉驱动程序开始定期扫描。

sched\_scan\_stop

告诉驱动程序停止正在进行的定期扫描，并提供请求 ID。此调用必须停止定期扫描，并准备好在返回之前再次启动，即随后可以立即调用 sched\_scan\_start，并且在该情况下不应失败。驱动程序不应为请求的停止调用 cfg80211\_sched\_scan\_stopped()（当此方法返回 0 时）。

set\_rekey\_data

将 GTK 重键数据提供给驱动程序

tdls\_mgmt

传输 TDLS 管理帧。

tdls\_oper

执行高级 TDLS 操作（例如 TDLS 链路设置）。

probe\_client

探测一个关联的客户端，必须返回后期通过 cfg80211\_probe\_status() 传递的 Cookie。

set\_noack\_map

为 TID 设置 NoAck Map。

get\_channel

获取虚拟接口的当前操作通道。对于监控接口，除非有单个当前监控通道，否则应返回 NULL。

start\_p2p\_device

启动给定的 P2P 设备。

stop\_p2p\_device

停止给定的 P2P 设备。

set\_mac\_acl

在 AP 和 P2P GO 模式下设置 MAC 地址控制列表。参数包括 ACL 策略、站点的 MAC 地址数组和 MAC 地址的数量。如果驱动程序已经具有已在驱动程序中存在的列表，则此新列表替换现有列表。当 MAC 地址条目数传递为 0 时，驱动程序必须清除其 ACL。广告支持基于 MAC 的 ACL 的驱动程序必须实现此回调。

start\_radar\_detection

在驱动程序中开始雷达检测。

update\_ft\_ies

为驱动程序提供更新的快速 BSS 过渡信息。如果 SME 在驱动程序/固件中，则可以在构建身份验证和重新关联请求帧时使用此信息。

crit\_proto\_start

表示需要给定时间（毫秒）内更多的链接可靠性的关键协议。提供协议以便驱动程序可以采取最适当的行动。

crit\_proto\_stop

表示关键协议不再需要更高的链接可靠性。此操作不会失败。

set\_coalesce

设置合并参数。

channel\_switch

启动 带 CSA 的 Channel-Switch 过程。驱动程序负责验证是否可以切换。由于这本质上是棘手的，驱动程序可能决定稍后断开一个接口，并使用cfg80211\_stop\_iface()。这并不意味着驱动程序可以接受任何内容。它应该尽力验证请求，并尽快拒绝它们。

set\_qos\_map

设置QoS映射信息给驱动程序。

set\_ap\_chanwidth

为给定接口设置AP（包括P2P GO）模式的通道宽度。这可用于BSS生存期内动态HT 20/40 MHz通道宽度更改。

add\_tx\_ts

验证（如果admitted\_time为0）或为具有给定参数的设备添加TX TS；用户空间已处理动作帧交换，因此只需修改TX路径以考虑TS。如果承认时间为0，则只需验证参数以确保可以创建会话；对于这个，总是返回成功是有效的，但可能会导致低效行为（与对等方握手，稍后添加被拒绝时立即拆除）。

del\_tx\_ts

删除现有的TX TS。

tdls\_channel\_switch

与TDLS对等体开始切换通道。驱动程序负责持续发起通道切换操作并返回到基本通道以与AP进行通讯。

tdls\_cancel\_channel\_switch

停止与TDLS对等体的通道切换。调用完成时，两个对等体都必须在基本通道上。

start\_nan

启动NAN界面。

stop\_nan

停止NAN接口。

add\_nan\_func

添加NAN函数。失败返回负值。成功后，nan\_func所有权将转移给驱动程序，并且它可以在此函数的作用域之外访问它。驱动程序在不再需要nan\_func时应通过调用cfg80211\_free\_nan\_func()来释放nan\_func。成功后，驱动程序应在所提供的nan\_func中 分配一个instance\_id。

del\_nan\_func

删除一个NAN函数。

nan\_change\_conf

更改NAN配置。在changes中必须指定更改的参数（使用enum cfg80211\_nan\_conf\_changes）；所有其他参数必须被忽略。

set\_multicast\_to\_unicast

为BSS配置组播到单播转换。

get\_txq\_stats

获取接口或PHY的TXQ统计信息。如果wdev为NULL，则此函数应返回PHY统计信息，否则返回接口统计信息。

set\_pmk

配置用于离线802.1x 4路握手的PMK。如果未通过del\_pmk删除，则PMK将保持有效，直到断开连接，此时驱动程序应将其清除。（在持有wireless\_dev互斥锁的情况下调用）

del\_pmk

为给定的认证器删除先前配置的PMK。 （在持有wireless\_dev互斥锁的情况下调用）

external\_auth

表示用户空间的离线认证处理结果

tx\_control\_port

TX控制端口帧（EAPoL）。noencrypt参数告诉驱动程序应该不加密帧。

**说明**

这个结构由fullmac卡驱动程序和/或无线堆栈注册，以处理它们的接口上的配置请求。

除非另有说明，否则所有回调应在成功时返回0或负错误代码。

目前，所有操作都在rtnl下调用，以保持与无线扩展的一致性，但是这将在此代码更广泛使用并且我们有第一个没有wext的用户时重新评估。

#### struct vif\_params

说明虚拟接口参数

**定义**

struct vif\_params {

u32 flags;

int use\_4addr;

u8 macaddr[ETH\_ALEN];

const u8 \*vht\_mumimo\_groups;

const u8 \*vht\_mumimo\_follow\_addr;

};

**成员**

flags

监视器接口标志，如果为0则不变，否则将设置MONITOR\_FLAG\_CHANGED

use\_4addr

使用4地址帧

macaddr

用于此虚拟接口的地址。如果将该参数设置为零地址，则驱动程序可以根据需要确定地址。只有完全支持 NL80211\_FEATURE\_MAC\_ON\_CREATE 标志的驱动程序才完全支持此功能。其他人可能仅支持使用指定的MAC创建仅p2p设备。

vht\_mumimo\_groups

MU-MIMO groupID，用于监视属于该MU-MIMO groupID的MU-MIMO数据包；如果未更改，则为NULL

vht\_mumimo\_follow\_addr

MU-MIMO跟随地址，用于监视发往指定站点的MU-MIMO数据包；如果未更改，则为NULL

#### struct key\_params

密钥信息

**定义**

struct key\_params {

const u8 \*key;

const u8 \*seq;

int key\_len;

int seq\_len;

u32 cipher;

};

**成员**

key

密钥材料

seq

TKIP和CCMP密钥的序列计数器（IV / PN），仅与get\_key（）回调一起使用，必须以小端表示，长度由seq\_len给出。

key\_len

密钥材料长度

seq\_len

seq的长度。

cipher

密码套件选择器

**说明**

关于密钥的信息

#### enum survey\_info\_flags

调查信息标志

**常量**

SURVEY\_INFO\_NOISE\_DBM

噪声（以dBm为单位）已填写

SURVEY\_INFO\_IN\_USE

频道当前正在使用

SURVEY\_INFO\_TIME

活动时间（以毫秒为单位）已填写

SURVEY\_INFO\_TIME\_BUSY

忙时间已填写

SURVEY\_INFO\_TIME\_EXT\_BUSY

已填写延长通道忙碌时间

SURVEY\_INFO\_TIME\_RX

接收时间已填写

SURVEY\_INFO\_TIME\_TX

传输时间已填写

SURVEY\_INFO\_TIME\_SCAN

扫描时间已填写

**说明**

驱动程序用于指示在get\_survey（）中填充了struct survey\_info中的哪些信息。

#### struct survey\_info

频道调查响应调查信息标志

**常量**

SURVEY\_INFO\_NOISE\_DBM

噪声（以dBm为单位）已填写

SURVEY\_INFO\_IN\_USE

频道当前正在使用

SURVEY\_INFO\_TIME

活动时间（以毫秒为单位）已填写

SURVEY\_INFO\_TIME\_BUSY

忙时间已填写

SURVEY\_INFO\_TIME\_EXT\_BUSY

已填写延长通道忙碌时间

SURVEY\_INFO\_TIME\_RX

接收时间已填写

SURVEY\_INFO\_TIME\_TX

传输时间已填写

SURVEY\_INFO\_TIME\_SCAN

扫描时间已填写

**说明**

驱动程序用于指示在get\_survey（）中填充了struct survey\_info中的哪些信息。

#### struct survey\_info

频道调查响应

**定义**

struct survey\_info {

struct ieee80211\_channel \*channel;

u64 time;

u64 time\_busy;

u64 time\_ext\_busy;

u64 time\_rx;

u64 time\_tx;

u64 time\_scan;

u32 filled;

s8 noise;

};

**成员**

channel

此调查记录报告的通道，对于单个记录报告全局统计数据可能为NULL

time

无线电打开的时间（在通道上）的毫秒数

time\_busy

主通道被感知为忙碌的时间

time\_ext\_busy

扩展通道被感知为忙碌的时间

time\_rx

无线电接收数据所花费的时间

time\_tx

无线电发送数据所花费的时间

time\_scan

无线电扫描所花费的时间

filled

枚举调查信息标志位的位标志

noise

通道噪声（分贝）,此字段及后续字段均为可选项

**说明**

用于dump\_survey()以报告每个通道的调查信息。

此结构体以后可以通过增加像通道占空比之类的东西进行扩展。

#### struct cfg80211\_beacon\_data

信标数据

**定义**

struct cfg80211\_beacon\_data {

const u8 \*head, \*tail;

const u8 \*beacon\_ies;

const u8 \*proberesp\_ies;

const u8 \*assocresp\_ies;

const u8 \*probe\_resp;

size\_t head\_len, tail\_len;

size\_t beacon\_ies\_len;

size\_t proberesp\_ies\_len;

size\_t assocresp\_ies\_len;

size\_t probe\_resp\_len;

};

**成员**

head

信标的头部（在 TIM IE 之前）或者NULL如果没有改变

tail

信标的尾部（在 TIM IE 之后）或NULL如果未更改

beacon\_ies

添加到信标帧中的额外信息元素或NULL

proberesp\_ies

添加到探测响应帧中的额外信息元素或NULL

assocresp\_ies

添加到（重新）关联响应帧或中的额外信息元素NULL

probe\_resp

探测响应模板（仅限 AP 模式）

head\_len

头长

tail\_len

尾巴的长度

beacon\_ies\_len

beacon\_ies 的八位字节长度

proberesp\_ies\_len

proberesp\_ies 的八位字节长度

assocresp\_ies\_len

以八位字节为单位的关联长度

probe\_resp\_len

探测响应模板的长度 ( probe\_resp )

#### struct cfg80211\_ap\_settings

AP 配置

**定义**

struct cfg80211\_ap\_settings {

struct cfg80211\_chan\_def chandef;

struct cfg80211\_beacon\_data beacon;

int beacon\_interval, dtim\_period;

const u8 \*ssid;

size\_t ssid\_len;

enum nl80211\_hidden\_ssid hidden\_ssid;

struct cfg80211\_crypto\_settings crypto;

bool privacy;

enum nl80211\_auth\_type auth\_type;

enum nl80211\_smps\_mode smps\_mode;

int inactivity\_timeout;

u8 p2p\_ctwindow;

bool p2p\_opp\_ps;

const struct cfg80211\_acl\_data \*acl;

bool pbss;

struct cfg80211\_bitrate\_mask beacon\_rate;

const struct ieee80211\_ht\_cap \*ht\_cap;

const struct ieee80211\_vht\_cap \*vht\_cap;

bool ht\_required, vht\_required, he\_required, sae\_h2e\_required;

};

**成员**

chandef

定义要使用的通道

beacon

信标数据

beacon\_interval

信标间隔

dtim\_period

DTIM 期间

ssid

BSS 中使用的 SSID（注意：NULL如果用户空间未提供，则可能是）

ssid\_len

ssid的长度

hidden\_ssid

是否在 Beacon/Probe Response 帧中隐藏 SSID

crypto

加密设置

privacy

BSS 使用隐私

auth\_type

身份验证类型（算法）

smps\_mode

开关电源模式

inactivity\_timeout

以秒为单位的时间来确定站的不活动。

p2p\_ctwindow

P2P CT窗口

p2p\_opp\_ps

P2P机会主义PS

acl

支持基于 MAC 地址的访问控制的驱动程序使用的 ACL 配置

pbss

如果设置，则作为 PCP 而不是 AP 开始。与 DMG 网络相关。

beacon\_rate

用于信标的比特率

ht\_cap

HT 功能（或者NULL如果 HT 未启用）

vht\_cap

VHT 功能（或者NULL如果未启用 VHT）

ht\_required

站点必须支持 HT

vht\_required

站点必须支持 VHT

**说明**

用于配置AP接口。

#### struct station\_parameters

站参数

**定义**

struct station\_parameters {

const u8 \*supported\_rates;

struct net\_device \*vlan;

u32 sta\_flags\_mask, sta\_flags\_set;

u32 sta\_modify\_mask;

int listen\_interval;

u16 aid;

u16 peer\_aid;

u8 supported\_rates\_len;

u8 plink\_action;

u8 plink\_state;

const struct ieee80211\_ht\_cap \*ht\_capa;

const struct ieee80211\_vht\_cap \*vht\_capa;

u8 uapsd\_queues;

u8 max\_sp;

enum nl80211\_mesh\_power\_mode local\_pm;

u16 capability;

const u8 \*ext\_capab;

u8 ext\_capab\_len;

const u8 \*supported\_channels;

u8 supported\_channels\_len;

const u8 \*supported\_oper\_classes;

u8 supported\_oper\_classes\_len;

u8 opmode\_notif;

bool opmode\_notif\_used;

int support\_p2p\_ps;

const struct ieee80211\_he\_cap\_elem \*he\_capa;

u8 he\_capa\_len;

};

**成员**

supported\_rates

IEEE 802.11 格式支持的速率（或 NULL 表示没有变化）

vlan

vlan接口站应该属于

sta\_flags\_mask

更改的站标志（BIT（NL80211\_STA\_FLAG\_...）的位掩码）

sta\_flags\_set

站标志值（BIT（NL80211\_STA\_FLAG\_...）的位掩码）

sta\_modify\_mask

指示哪些参数已更改的位图（对于那些没有自然“无更改”值的参数），请参阅enum station\_parameters\_apply\_mask

listen\_interval

监听间隔或 -1 表示没有变化

aid

AID 或零表示没有变化

peer\_aid

网状对等 AID 或零表示无变化

supported\_rates\_len

支持的速率数

plink\_action

要采取的 plink 操作

plink\_state

设置站点的对等链路状态

ht\_capa

站点HT能力

vht\_capa

站点的VHT能力

uapsd\_queues

为 uapsd 配置的队列位图。与 QoS 信息字段中的 AC 位图格式相同

max\_sp

最长服务期。与 QoS 信息字段中的 MAX\_SP 相同的格式（但已经下移）

local\_pm

本地链路特定网状网络省电模式（设置为未知时无变化）

capability

站点能力

ext\_capab

站的扩展能力

ext\_capab\_len

扩展能力的数量

supported\_channels

IEEE 802.11 格式支持的频道

supported\_channels\_len

支持频道数

supported\_oper\_classes

支持 IEEE 802.11 格式的操作类

supported\_oper\_classes\_len

支持的操作类别数

opmode\_notif

来自操作模式通知的操作模式字段

opmode\_notif\_used

使用操作模式字段时的信息

support\_p2p\_ps

站是否支持P2P PS机制的信息

he\_capa

站的HE能力

he\_capa\_len

HE能力的长度

**说明**

用于更改和创建新站

#### enum rate\_info\_flags

比特率信息标志

**常量**

RATE\_INFO\_FLAGS\_MCS

mcs 字段填充了 HT MCS

RATE\_INFO\_FLAGS\_VHT\_MCS

mcs 字段填充了 VHT MCS

RATE\_INFO\_FLAGS\_SHORT\_GI

400ns 保护间隔

RATE\_INFO\_FLAGS\_60G

60GHz 主控系统

RATE\_INFO\_FLAGS\_HE\_MCS

HE MCS 信息

**说明**

驱动程序用于表示802.11n传输的特定速率类型

#### struct rate\_info

比特率信息

**定义**

struct rate\_info {

u8 flags;

u8 mcs;

u16 legacy;

u8 nss;

u8 bw;

u8 he\_gi;

u8 he\_dcm;

u8 he\_ru\_alloc;

};

**成员**

flags

枚举rate\_info\_flags的标志位

mcs

如果结构说明HT/VHT/HE速率，则为mcs索引

legacy

802.11abg的100kbit/s比特率

nss

流的数量（仅限VHT和HE）

bw

带宽（来自枚举rate\_info\_bw）

he\_gi

HE保护间隔（来自枚举nl80211\_he\_gi）

he\_dcm

HE DCM值

he\_ru\_alloc

HE RU分配（来自枚举nl80211\_he\_ru\_alloc，仅当bw为RATE\_INFO\_BW\_HE\_RU时才有效）

**说明**

有关接收或传输比特率的信息。

#### struct station\_info

站点信息

**定义**

struct station\_info {

u64 filled;

u32 connected\_time;

u32 inactive\_time;

u64 rx\_bytes;

u64 tx\_bytes;

u16 llid;

u16 plid;

u8 plink\_state;

s8 signal;

s8 signal\_avg;

u8 chains;

s8 chain\_signal[IEEE80211\_MAX\_CHAINS];

s8 chain\_signal\_avg[IEEE80211\_MAX\_CHAINS];

struct rate\_info txrate;

struct rate\_info rxrate;

u32 rx\_packets;

u32 tx\_packets;

u32 tx\_retries;

u32 tx\_failed;

u32 rx\_dropped\_misc;

struct sta\_bss\_parameters bss\_param;

struct nl80211\_sta\_flag\_update sta\_flags;

int generation;

const u8 \*assoc\_req\_ies;

size\_t assoc\_req\_ies\_len;

u32 beacon\_loss\_count;

s64 t\_offset;

enum nl80211\_mesh\_power\_mode local\_pm;

enum nl80211\_mesh\_power\_mode peer\_pm;

enum nl80211\_mesh\_power\_mode nonpeer\_pm;

u32 expected\_throughput;

u64 rx\_beacon;

u64 rx\_duration;

u8 rx\_beacon\_signal\_avg;

struct cfg80211\_tid\_stats \*pertid;

s8 ack\_signal;

s8 avg\_ack\_signal;

};

**成员**

filled

使用nl80211\_sta\_info位的枚举的标志位的位标志，用于表示此结构体的相关值

connected\_time

自站点上次连接以来的时间（以秒为单位）

inactive\_time

上次站点活动（tx/rx）以来的时间（以毫秒为单位）

rx\_bytes

从此站点接收的字节（MPDU的大小）

tx\_bytes

传输到此站点的字节（MPDU的大小）

llid

网状本地链路ID

plid

网状对等链路ID

plink\_state

网状对等链路状态

signal

信号强度，类型取决于wiphy的signal\_type。对于CFG80211\_SIGNAL\_TYPE\_MBM，值以dBm为单位。

signal\_avg

平均信号强度，类型取决于wiphy的signal\_type。对于CFG80211\_SIGNAL\_TYPE\_MBM，值以dBm为单位。

chains

chain\_signal和chain\_signal\_avg中填充值的位掩码

chain\_signal

最后接收到的数据包的每个链路信号强度（以dBm为单位）

chain\_signal\_avg

每个链路信号强度的平均值（以dBm为单位）

txrate

从此站点的当前单播比特率

rxrate

发往此站点的当前单播比特率

rx\_packets

从此站点接收的数据包（MSDU和MMPDU）

tx\_packets

实际传输到此站点的数据包（MSDU和MMPDU）

tx\_retries

累计重试次数（MPDU）

tx\_failed

传输失败的数量（MPDU）（超过重试次数，未收到ACK）

rx\_dropped\_misc

未指定原因而被丢弃的数量。

bss\_param

当前BSS参数

sta\_flags

站点标志掩码和值

generation

nl80211转储的代数编号。此编号应在每次站点列表更改时增加，即添加或删除站点时，以便用户空间可以确定是否获得一致的快照。

assoc\_req\_ies

（重新）关联请求的IE。仅在具有不使用用户空间MLME/SME实现的驱动程序的AP模式下使用。提供信息用于cfg80211\_new\_sta（）调用，以通知用户空间IE。

assoc\_req\_ies\_len

assoc\_req\_ies缓冲区的长度（以八位字节为单位）。

beacon\_loss\_count

信标丢失事件触发的次数。

t\_offset

相对于此主机的站点的时间偏移量。

local\_pm

本地网状STA省电模式

peer\_pm

对等网状STA省电模式

nonpeer\_pm

非对等网状STA省电模式

expected\_throughput

即将升级至此站点的kbps预期吞吐量（包括802.11头）。

rx\_duration

所有来自对等体的帧的聚合PPDU持续时间（微秒）

rx\_beacon

从此对等体接收的信标数

rx\_beacon\_signal\_avg

从此对等体接收的信标的信号强度平均值（以dBm为单位）

pertid

每个TID的统计信息，请参见struct cfg80211\_tid\_stats，使用最后一个（IEEE80211\_NUM\_TIDS）索引用于未封装在QoS-MPDUs中的MSDU。请注意，这不使用填充位，但如果非空则使用。

ack\_signal

最后一帧ACK的信号强度（以dBm为单位）。

avg\_ack\_signal

通过已发送的MSDU数量计算出来的平均rssi值的ack数据包。

**说明**

驱动程序填充的站点信息，用于get\_station（）和dump\_station。

#### enum monitor\_flags

监视器标志

**常量**

MONITOR\_FLAG\_CHANGED

如果更改了标志，则设置

MONITOR\_FLAG\_FCSFAIL

传输带有错误FCS的帧

MONITOR\_FLAG\_PLCPFAIL

传输带有错误PLCP的帧

MONITOR\_FLAG\_CONTROL

传输控制帧

MONITOR\_FLAG\_OTHER\_BSS

禁用BSSID过滤

MONITOR\_FLAG\_COOK\_FRAMES

在处理后报告帧

MONITOR\_FLAG\_ACTIVE

主动监视器，对其MAC地址的帧进行确认

**说明**

监视器接口配置标志。请注意，这些必须按照nl80211标志的位。

#### enum mpath\_info\_flags

网状路径信息标志

**常量**

MPATH\_INFO\_FRAME\_QLEN

frame\_qlen 填充

MPATH\_INFO\_SN

sn 填充

MPATH\_INFO\_METRIC

metric 填充

MPATH\_INFO\_EXPTIME

exptime 填充

MPATH\_INFO\_DISCOVERY\_TIMEOUT

discovery\_timeout 填充

MPATH\_INFO\_DISCOVERY\_RETRIES

discovery\_retries 填充

MPATH\_INFO\_FLAGS

flags 填充

**说明**

驱动程序用来指示它在 get\_station() 或 dump\_station() 中已经填充了 struct mpath\_info 中的哪些信息。

#### struct mpath\_info

网状路径信息

**定义**

struct mpath\_info {

u32 filled;

u32 frame\_qlen;

u32 sn;

u32 metric;

u32 exptime;

u32 discovery\_timeout;

u8 discovery\_retries;

u8 flags;

int generation;

};

**成员**

filled

来自枚举 mpath\_info\_flags 的标志位域

frame\_qlen

此目的地的排队帧数

sn

目标序列号

metric

此网状路径的度量（成本）

exptime

从现在开始网状路径的过期时间，以毫秒为单位

discovery\_timeout

总的网状路径发现超时时间，以毫秒为单位

discovery\_retries

网状路径发现重试

flags

网状路径标志

generation

nl80211 dumps 的生成号。这个数字应该在网状路径列表发生变化时增加，即当添加或删除一个站点时，因此用户空间可以知道它是否得到了一致的快照。

**说明**

驱动程序用于获取 get\_mpath() 和 dump\_mpath() 的网状路径信息。

#### struct bss\_parameters

BSS 参数

**定义**

struct bss\_parameters {

int use\_cts\_prot;

int use\_short\_preamble;

int use\_short\_slot\_time;

const u8 \*basic\_rates;

u8 basic\_rates\_len;

int ap\_isolate;

int ht\_opmode;

s8 p2p\_ctwindow, p2p\_opp\_ps;

};

**成员**

use\_cts\_prot

是否使用 CTS 保护（0 = 否，1 = 是，-1 = 不更改）

use\_short\_preamble

是否允许使用短前导码（0 = 否，1 = 是，-1 = 不更改）

use\_short\_slot\_time

是否允许使用短时隙时间（0 = 否，1 = 是，-1 = 不更改）

basic\_rates

基本速率以 IEEE 802.11 格式表示（或 NULL 表示不更改）

basic\_rates\_len

基本速率数

ap\_isolate

不转发连接的站点之间的数据包（0 = 否，1 = 是，-1 = 不更改）

ht\_opmode

HT 操作模式（u16 = opmode，-1 = 不更改）

p2p\_ctwindow

P2P CT 窗口（-1 = 不更改）

p2p\_opp\_ps

P2P 机会式 PS（-1 = 不更改）

**说明**

用于更改 BSS 参数（主要用于 AP 模式）。

#### struct ieee80211\_txq\_params

TX队列参数

**定义**

struct ieee80211\_txq\_params {

enum nl80211\_ac ac;

u16 txop;

u16 cwmin;

u16 cwmax;

u8 aifs;

};

**成员**

ac

AC 标识符

txop

以 32 微秒为单位的最大爆发时间，0 表示禁用

cwmin

最小争用窗口[一个形式为 2^n-1 的值，在 1..32767 范围内]

cwmax

最大争用窗口[一个形式为 2^n-1 的值，在 1..32767 范围内]

aifs

仲裁间隔[0..255]

#### struct cfg80211\_crypto\_settings

加密设置

**定义**

struct cfg80211\_crypto\_settings {

u32 wpa\_versions;

u32 cipher\_group;

int n\_ciphers\_pairwise;

u32 ciphers\_pairwise[NL80211\_MAX\_NR\_CIPHER\_SUITES];

int n\_akm\_suites;

u32 akm\_suites[NL80211\_MAX\_NR\_AKM\_SUITES];

bool control\_port;

\_\_be16 control\_port\_ethertype;

bool control\_port\_no\_encrypt;

bool control\_port\_over\_nl80211;

struct key\_params \*wep\_keys;

int wep\_tx\_key;

const u8 \*psk;

};

**成员**

wpa\_versions

表示启用了哪些（如果有）WPA 版本（来自 enum nl80211\_wpa\_versions）

cipher\_group

组密钥密码套件（或 0 如果未设置）

n\_ciphers\_pairwise

AP 支持的单播密码的数量

ciphers\_pairwise

单播密钥密码套件

n\_akm\_suites

AKM 套件数量

akm\_suites

AKM 套件

control\_port

用户空间是否控制 IEEE 802.1X 端口，即设置/清除 NL80211\_STA\_FLAG\_AUTHORIZED。如果为 true，则驱动程序需要假定该端口未经授权，直到由用户空间授权为止。否则，默认情况下端口被标记为经过授权。

control\_port\_ethertype

应允许通过未经授权的端口的控制端口协议

control\_port\_no\_encrypt

TRUE 以防止加密控制端口协议帧。

control\_port\_over\_nl80211

TRUE 如果用户空间希望通过 NL80211 交换控制端口帧，而不是通过网络接口。

wep\_keys

静态 WEP 密钥，如果不为 NULL，则指向 CFG80211\_MAX\_WEP\_KEYS WEP 密钥数组

wep\_tx\_key

默认 TX 静态 WEP 密钥的键索引（0..3）

psk

PSK（对于支持 4 方握手卸载的设备）

#### struct cfg80211\_auth\_request

身份验证请求数据

**定义**

struct cfg80211\_auth\_request {

struct cfg80211\_bss \*bss;

const u8 \*ie;

size\_t ie\_len;

enum nl80211\_auth\_type auth\_type;

const u8 \*key;

u8 key\_len;

s8 key\_idx;

const u8 \*auth\_data;

size\_t auth\_data\_len;

};

**成员**

bss

要进行身份验证的 BSS，如果需要保留它，则必须在需要时获得对它的引用。

ie

要添加到身份验证帧的附加 IE 或 NULL

ie\_len

ie 缓冲区的长度（以八位字节为单位）

auth\_type

身份验证类型（算法）

key

用于共享密钥身份验证的 WEP 密钥

key\_len

用于共享密钥身份验证的 WEP 密钥长度

key\_idx

用于共享密钥身份验证的 WEP 密钥索引

auth\_data

身份验证帧中的字段和元素。这个变量包含身份验证帧主体（非 IE 和 IE 数据），不包括身份验证算法号，即从身份验证事务序列号字段开始。

auth\_data\_len

auth\_data 缓冲区的长度（以八位字节为单位）

**说明**

此结构提供了完成 IEEE 802.11 身份验证所需的信息。

#### struct cfg80211\_assoc\_request

（重新）关联请求数据

**定义**

struct cfg80211\_assoc\_request {

struct cfg80211\_bss \*bss;

const u8 \*ie, \*prev\_bssid;

size\_t ie\_len;

struct cfg80211\_crypto\_settings crypto;

bool use\_mfp;

u32 flags;

struct ieee80211\_ht\_cap ht\_capa;

struct ieee80211\_ht\_cap ht\_capa\_mask;

struct ieee80211\_vht\_cap vht\_capa, vht\_capa\_mask;

const u8 \*fils\_kek;

size\_t fils\_kek\_len;

const u8 \*fils\_nonces;

};

**成员**

bss

要进行关联的BSS。如果调用成功，驱动程序会获得一个引用，必须将其返回给cfg80211\_send\_rx\_assoc（）或cfg80211\_assoc\_timeout（）。为确保正确的引用计数，已经关联的新关联请求必须被拒绝。这也适用于links.bss参数，该参数用于MLO关联代替该参数（它为NULL）。

ie

额外的IE要添加到（重新）关联请求帧或NULL

prev\_bssid

先前的BSSID，如果不为空，请使用重新关联帧。这用于指示在ESS内重新关联的请求，而不是请求与ESS进行初始关联。当包括时，它设置为当前关联的BSSID，即包括在重新关联请求帧的当前AP地址字段中的值。

ie\_len

ie缓冲区的长度（以八位字节为单位）

crypto

加密设置

use\_mfp

在此关联中使用管理帧保护（IEEE 802.11w）

flags

参见枚举cfg80211\_assoc\_req\_flags

ht\_capa

HT能力重写。在ht\_capa\_mask中设置的值将在ht\_capa中使用。不支持的值将被忽略。

ht\_capa\_mask

要使用的ht\_capa位。

vht\_capa

VHT能力覆盖

vht\_capa\_mask

指示要使用哪些字段的VHT能力掩码

fils\_kek

用于保护（重新）关联请求/响应帧的FILS KEK，如果未使用FILS，则为NULL。

fils\_kek\_len

fils\_kek的长度（以八位字节为单位）

fils\_nonces

用于保护（重新）关联请求/响应帧的FILS nonce（AAD的一部分），如果未使用FILS，则为NULL。该字段以16个八位字节的STA nonce开头，后跟16个八位字节的AP nonce。

**说明**

该结构提供完成IEEE 802.11（重新）关联所需的信息。

#### struct cfg80211\_deauth\_request

注销请求数据

**定义**

struct cfg80211\_deauth\_request {

const u8 \*bssid;

const u8 \*ie;

size\_t ie\_len;

u16 reason\_code;

bool local\_state\_change;

};

**成员**

bssid

要注销的BSSID或AP MLD地址

ie

要将其添加到注销帧中的额外IE或NULL

ie\_len

ie缓冲区的长度（以八位字节为单位）

reason\_code

注销的原因代码

local\_state\_change

如果设置，仅更改本地状态，不设置注销帧

**说明**

该结构提供完成IEEE 802.11注销所需的信息。

#### struct cfg80211\_disassoc\_request

取消关联请求数据

**定义**

struct cfg80211\_disassoc\_request {

struct cfg80211\_bss \*bss;

const u8 \*ie;

size\_t ie\_len;

u16 reason\_code;

bool local\_state\_change;

};

**成员**

bss

要解除关联的 BSS

ie

额外的 IE 添加到解除关联框架或NULL

ie\_len

ie 缓冲区的八位字节长度

reason\_code

解除关联的原因代码

local\_state\_change

这只是对本地状态的请求，即不发送解除关联帧。

**说明**

该结构提供完成IEEE 802.11取消关联所需的信息。

#### struct cfg80211\_ibss\_params

IBSS 参数

**定义**

struct cfg80211\_ibss\_params {

const u8 \*ssid;

const u8 \*bssid;

struct cfg80211\_chan\_def chandef;

const u8 \*ie;

u8 ssid\_len, ie\_len;

u16 beacon\_interval;

u32 basic\_rates;

bool channel\_fixed;

bool privacy;

bool control\_port;

bool control\_port\_over\_nl80211;

bool userspace\_handles\_dfs;

int mcast\_rate[NUM\_NL80211\_BANDS];

struct ieee80211\_ht\_cap ht\_capa;

struct ieee80211\_ht\_cap ht\_capa\_mask;

struct key\_params \*wep\_keys;

int wep\_tx\_key;

};

**成员**

ssid

SSID，将始终为非null。

bssid

请求固定的BSSID，可以为NULL，如果设置了，则不会搜索具有不同BSSID的IBSS。

chandef

定义要使用的通道（如果找不到其他IBSS可加入）

ie

要包含在信标中的信息元素

ssid\_len

SSID的长度，将始终为非零。

ie\_len

长度

beacon\_interval

要使用的信标间隔

basic\_rates

创建IBSS时要使用的基本率的位图

channel\_fixed

通道应该固定-不要在其他频道上查找要加入的IBSS。

privacy

这是一个受保护的网络，在加入后将配置密钥

control\_port

用户空间是否控制IEEE 802.1X端口，即设置/清除NL80211\_STA\_FLAG\_AUTHORIZED。如果为真，则驱动程序需要假定该端口未经授权，直到由用户空间授权。否则，默认情况下将标记授权。

control\_port\_over\_nl80211

如果用户空间希望通过NL80211而不是网络接口交换控制端口帧，则为TRUE。

userspace\_handles\_dfs

用户空间是否控制DFS操作，即在检测到雷达时更改通道。这是操作DFS频道所必需的。

mcast\_rate

每个频带的多播速率索引+1（0：禁用）

ht\_capa

HT能力重写。在ht\_capa\_mask中设置的值将在ht\_capa中使用。不支持的值将被忽略。

ht\_capa\_mask

要使用的ht\_capa位。

wep\_keys

静态WEP密钥，如果不为NULL，则指向CFG80211\_MAX\_WEP\_KEYS WEP密钥数组

wep\_tx\_key

默认TX静态WEP密钥的密钥索引（0..3）

**说明**

该结构定义了加入\_ibss（）方法的IBSS参数。

#### struct cfg80211\_connect\_params

连接参数

**定义**

struct cfg80211\_connect\_params {

struct ieee80211\_channel \*channel;

struct ieee80211\_channel \*channel\_hint;

const u8 \*bssid;

const u8 \*bssid\_hint;

const u8 \*ssid;

size\_t ssid\_len;

enum nl80211\_auth\_type auth\_type;

const u8 \*ie;

size\_t ie\_len;

bool privacy;

enum nl80211\_mfp mfp;

struct cfg80211\_crypto\_settings crypto;

const u8 \*key;

u8 key\_len, key\_idx;

u32 flags;

int bg\_scan\_period;

struct ieee80211\_ht\_cap ht\_capa;

struct ieee80211\_ht\_cap ht\_capa\_mask;

struct ieee80211\_vht\_cap vht\_capa;

struct ieee80211\_vht\_cap vht\_capa\_mask;

bool pbss;

struct cfg80211\_bss\_selection bss\_select;

const u8 \*prev\_bssid;

const u8 \*fils\_erp\_username;

size\_t fils\_erp\_username\_len;

const u8 \*fils\_erp\_realm;

size\_t fils\_erp\_realm\_len;

u16 fils\_erp\_next\_seq\_num;

const u8 \*fils\_erp\_rrk;

size\_t fils\_erp\_rrk\_len;

bool want\_1x;

};

**成员**

channel

使用的频道，如果没有指定则为NULL（根据扫描结果自动选择）

channel\_hint

首选BSS的频道，如果没有指定则为NULL

bssid

AP BSSID或NULL（根据扫描结果自动选择）

bssid\_hint

连接到BSS的首选AP的BSSID，如果没有指定，则为NULL。与bssid参数不同，如果有更好的BSS可用，则驱动程序可以忽略此bssid\_hint。

ssid

SSID

ssid\_len

ssid的八位字节长度

auth\_type

身份验证类型（算法）

ie

关联请求的IEs

ie\_len

关联\_ie的八位字节长度

privacy

指示是否使用启用隐私的APs

mfp

指示是否使用管理帧保护

crypto

加密设置

key

共享密钥认证的WEP密钥

key\_len

共享密钥认证的WEP密钥长度

key\_idx

共享密钥认证的WEP密钥索引

flags

请参见枚举cfg80211\_assoc\_req\_flags

bg\_scan\_period

后台扫描周期（以秒为单位），如果为-1，则表示要使用默认值。

ht\_capa

HT Capability重写。在ht\_capa\_mask中设置的值将在ht\_capa中使用。未支持的值将被忽略。

ht\_capa\_mask

要使用的ht\_capa的位。

vht\_capa

VHT能力覆盖

vht\_capa\_mask

要使用的vht\_capa的位。

pbss

如果设置，连接到PCP而不是AP。仅适用于DMG网络。

bss\_select

用于BSS选择的标准。

prev\_bssid

上一BSSID，如果不为NULL，则使用重新关联帧。这用于指示在ESS内重新关联请求而不是在ESS内进行初始关联请求的请求。当包括时，将其设置为当前关联的BSSID，即包含在重新关联请求帧的当前AP地址域中的值。

fils\_erp\_username

EAP重新认证协议（ERP）NAI的用户名部分，如果未指定，则为NULL。这用于构建FILS包装的数据IE。

fils\_erp\_username\_len

fils\_erp\_username的八位字节长度。

fils\_erp\_realm

EAP重新认证协议（ERP）NAI的域部分，如果未指定，则为NULL。这指定了ER服务器的域名，并用于构建FILS包装的数据IE。

fils\_erp\_realm\_len

fils\_erp\_realm的八位字节长度。

fils\_erp\_next\_seq\_num

在FILS ERP消息中使用的下一个序列号。这也用于构建FILS包装的数据IE。

fils\_erp\_rrk

用于在FILS中派生其他密钥的ERP重新认证根密钥（rRK）或NULL（如果未指定）。

fils\_erp\_rrk\_len

fils\_erp\_rrk的八位字节长度。

want\_1x

指示用户空间支持并希望使用802.1X驱动程序卸载4路握手。

**说明**

该结构提供完成IEEE 802.11身份验证和关联所需的信息。

#### struct cfg80211\_pmksa

PMK安全关联

**定义**

struct cfg80211\_pmksa {

const u8 \*bssid;

const u8 \*pmkid;

const u8 \*pmk;

size\_t pmk\_len;

const u8 \*ssid;

size\_t ssid\_len;

const u8 \*cache\_id;

};

**成员**

bssid

AP的BSSID（可能为NULL）。

pmkid

用于引用PMKSA的标识符。

pmk

由pmkid标识的PMKSA的PMK。这用于FILS STA的密钥派生。否则，NULL。

pmk\_len

pmk的长度。pmk的长度可能因用于生成此长度的哈希算法而异。

ssid

使用FILS缓存标识符时指定PMKSA有效的ESS的SSID（可能为NULL）。

ssid\_len

ssid的八位字节长度。

cache\_id

由FILS AP广告的2个八位字节缓存标识符，标识PMKSA的范围。只有在ssid\_len不为零时才有效（可能为NULL）。

**说明**

将此结构传递给PMKSA缓存的set/del\_pmksa（）方法。

#### void cfg80211\_rx\_mlme\_mgmt(struct [net\_device](https://www.kernel.org/doc/html/latest/networking/kapi.html" \l "c.net_device" \o "net_device) \*dev, const u8 \*buf, size\_t len)

已处理的MLME管理帧的通知

**参数**

struct net\_device \*dev

网络设备

const u8 \*buf

认证帧(头+正文)

size\_t len

帧数据的长度

**说明**

每当接收和处理认证、解关联或取消认证帧时，在站点模式下都会调用此函数。在通过cfg80211\_ops::auth()被要求进行身份验证后，驱动程序必须调用此函数或cfg80211\_auth\_timeout()。在通过cfg80211\_ops::assoc()被要求进行关联后，驱动程序必须调用此函数或cfg80211\_auth\_timeout()。在连接状态下，驱动程序必须将接收和处理的解关联和取消认证帧呼叫此函数。如果不能使用帧，因为它是未受保护的，则驱动程序必须调用函数cfg80211\_rx\_unprot\_mlme\_mgmt()。

此函数可能会休眠。调用方必须持有相应wdev的互斥锁。

#### void cfg80211\_auth\_timeout(struct net\_device \*dev，const u8 \* addr)

超时认证的通知

**参数**

struct net\_device \*dev

网络设备

const u8 \*addr

身份验证超时设备的MAC地址

**说明**

此函数可能会休眠。调用方必须持有相应wdev的互斥锁。

#### void cfg80211\_rx\_assoc\_resp(struct net\_device \* dev，struct cfg80211\_bss \* bss，const u8 \* buf，size\_t len，int uapsd\_queues)

已处理关联响应的通知

**参数**

struct net\_device \* dev

网络设备

struct cfg80211\_bss \* bss

请求关联的BSS，所有权指针在此调用中移动到cfg80211。

const u8 \* buf

认证帧(头+正文)

size\_t len

帧数据的长度

int uapsd\_queues

已配置uapsd的队列位图，与QoS信息字段中的AC位图具有相同的格式

**说明**

在通过cfg80211\_ops::assoc()被要求关联后，驱动程序必须调用此函数或cfg80211\_auth\_timeout()。

此函数可能会休眠。调用方必须持有相应wdev的互斥锁。

#### void cfg80211\_assoc\_timeout(struct net\_device \* dev，struct cfg80211\_bss \* bss)

超时的协会通知

**参数**

struct net\_device \* dev

网络设备

struct cfg80211\_bss \* bss

协会超时的BSS条目。

**说明**

此函数可能会休眠。调用方必须持有相应wdev的互斥锁。

#### void cfg80211\_tx\_mlme\_mgmt(struct net\_device \*dev，const u8 \* buf，size\_t len)

发送deauth/disassoc帧的通知

**参数**

struct net\_device \*dev

网络设备

const u8 \*buf

802.11帧(头+正文)

size\_t len

帧数据的长度

**说明**

在站点模式下，每当取消认证已被处理时，都会调用此函数。这包括接收到的取消认证帧和本地生成的帧。此函数可能会休眠。调用方必须持有相应wdev的互斥锁。

#### void cfg80211\_ibss\_joined(struct net\_device \*dev，const u8 \*bssid，struct ieee80211\_channel \*channel，gfp\_t gfp)

通知cfg80211设备已加入IBSS

**参数**

struct net\_device \*dev

网络设备

const u8 \*bssid

已加入IBSS的BSSID

struct ieee80211\_channel \*channel

已加入IBSS的通道

gfp\_t gfp

分配标志

**说明**

此函数通知cfg80211设备已加入IBSS或切换到不同的BSSID。在调用此函数之前，必须从IBSS接收到信标，或者必须使用本地生成的信标之一调用cfg80211\_inform\_bss{,\_frame}函数，这保证了始终有此IBSS的扫描结果。cfg80211将处理其余部分。

#### struct cfg80211\_connect\_resp\_params

连接响应参数

**定义**

struct cfg80211\_connect\_resp\_params {

int status;

const u8 \*bssid;

struct cfg80211\_bss \*bss;

const u8 \*req\_ie;

size\_t req\_ie\_len;

const u8 \*resp\_ie;

size\_t resp\_ie\_len;

struct cfg80211\_fils\_resp\_params fils;

enum nl80211\_timeout\_reason timeout\_reason;

};

**成员**

status

状态码，WLAN\_STATUS\_SUCCESS表示连接成功，如果您的设备无法给出真实的故障状态码，请使用WLAN\_STATUS\_UNSPECIFIED\_FAILURE。如果此调用用于报告由于超时（例如未从AP接收身份验证帧）而导致的故障而不是由AP的明确拒绝，则使用-1来表示这是一个故障，但没有状态码。如果超时原因则使用timeout\_reason报告超时的原因。

bssid

AP的BSSID（可能为NULL）

bss

STA连接到的BSS的条目，可以通过cfg80211\_get\_bss()获得（可能为NULL）。仅需要在bssid和bss之间指定一个参数。

req\_ie

关联请求IE（可能为空）

req\_ie\_len

关联请求IE长度

resp\_ie

关联响应IE（可能为空）

resp\_ie\_len

关联响应IE长度

fils

FILS连接响应参数。

timeout\_reason

连接超时的原因。这在连接由于超时而失败而不是由于AP的明确拒绝时使用。NL80211\_TIMEOUT\_UNSPECIFIED用于当不知道超时原因时。只有在status < 0时才使用此值来指示失败是由于超时而不是由AP的明确拒绝导致的。在其他情况下（status>=0），此值将被忽略。

#### void cfg80211\_connect\_done(struct net\_device \*dev, struct cfg80211\_connect\_resp\_params \*params, gfp\_t gfp)

通知cfg80211连接结果

**参数**

struct net\_device \*dev

网络设备

struct cfg80211\_connect\_resp\_params \*params

连接响应参数

gfp\_t gfp

分配标志

**说明**

一旦来自connect()的连接请求的执行已经完成，底层驱动程序应该调用它。这类似于cfg80211\_connect\_bss()，但使用结构指针用于连接响应参数。仅应调用cfg80211\_connect\_bss()，cfg80211\_connect\_result()，cfg80211\_connect\_timeout()和cfg80211\_connect\_done()中的一个函数。

#### void cfg80211\_connect\_result(struct net\_device \* dev, const u8 \* bssid, const u8 \* req\_ie, size\_t req\_ie\_len, const u8 \* resp\_ie, size\_t resp\_ie\_len, u16 status, gfp\_t gfp)

通知cfg80211连接结果

**参数**

struct net\_device \* dev

网络设备

const u8 \* bssid

AP的BSSID

const u8 \* req\_ie

关联请求IE（可能为空）

size\_t req\_ie\_len

关联请求IE长度

const u8 \* resp\_ie

关联响应IE（可能为空）

size\_t resp\_ie\_len

关联响应IE长度

u16 status

状态码，WLAN\_STATUS\_SUCCESS表示连接成功，如果您的设备无法给出真实的故障状态码，请使用WLAN\_STATUS\_UNSPECIFIED\_FAILURE。

gfp\_t gfp

分配标志

**说明**

执行来自connect()的连接请求后，底层驱动程序应该调用它。这类似于cfg80211\_connect\_bss()，允许指定确切的bss条目。仅应调用cfg80211\_connect\_bss()，cfg80211\_connect\_result()，cfg80211\_connect\_timeout()和cfg80211\_connect\_done()中的一个函数。

#### void cfg80211\_connect\_bss(struct net\_device \*dev, const u8 \*bssid, struct cfg80211\_bss \*bss, const u8 \*req\_ie, size\_t req\_ie\_len, const u8 \*resp\_ie, size\_t resp\_ie\_len, int status, gfp\_t gfp, enum nl80211\_timeout\_reason timeout\_reason)

通知cfg80211连接结果

**参数**

struct net\_device \*dev

网络设备

const u8 \*bssid

AP的BSSID

struct cfg80211\_bss \*bss

STA连接到的BSS的条目，可以通过cfg80211\_get\_bss()获得（可能为NULL）。但是，建议将bss存储在connect\_request中并保存对其的引用，并通过此参数返回，以避免在连接期间出现警告，尤其是对于实现connect op的驱动程序。仅需要在bssid和bss之间指定一个参数。

const u8 \*req\_ie

关联请求IE（可能为空）

size\_t req\_ie\_len

关联请求IE长度

const u8 \*resp\_ie

关联响应IE（可能为空）

size\_t resp\_ie\_len

关联响应IE长度

int status

状态码，WLAN\_STATUS\_SUCCESS表示连接成功，如果您的设备无法给出真实的故障状态码，请使用WLAN\_STATUS\_UNSPECIFIED\_FAILURE。如果此调用用于报告由于超时（例如未从AP接收身份验证帧）而导致的故障而不是由AP的明确拒绝，则使用-1来表示这是一个故障，但没有状态码。在这种情况下，timeout\_reason用于报告超时的原因。

gfp\_t gfp

分配标志

enum nl80211\_timeout\_reason timeout\_reason

连接超时的原因。这在连接由于超时而失败而不是由于AP的明确拒绝时使用。NL80211\_TIMEOUT\_UNSPECIFIED用于当不知道超时原因时。只有在status < 0时才使用此值来指示失败是由于超时而不是由AP的明确拒绝导致的。在其他情况下（status>=0），此值将被忽略。

**说明**

一旦来自connect（）的连接请求执行完成，应该由底层驱动程序进行调用。这类似于cfg80211\_connect\_result（），但具有标识连接的确切bss条目的选项。在cfg80211\_connect\_bss（），cfg80211\_connect\_result（），cfg80211\_connect\_timeout（）和cfg80211\_connect\_done（）中，只应调用其中一个函数。

#### void cfg80211\_connect\_timeout（struct net\_device \* dev，const u8 \* bssid，const u8 \* req\_ie，size\_t req\_ie\_len，gfp\_t gfp，enum nl80211\_timeout\_reason timeout\_reason）

通知cfg80211连接超时

**参数**

struct net\_device \* dev

网络设备

const u8 \* bssid

AP的BSSID

const u8 \* req\_ie

关联请求IE（可能为NULL）

size\_t req\_ie\_len

协会请求IE长度

gfp\_t gfp

分配标志

enum nl80211\_timeout\_reason timeout\_reason

连接超时的原因。

**说明**

如果在未收到来自AP的显式身份验证/关联拒绝的情况下，连接（）已经在序列中失败，则应由底层驱动程序进行调用。例如，由于无法发送身份验证或关联请求帧或在等待响应期间超时而发生。在cfg80211\_connect\_bss（），cfg80211\_connect\_result（），cfg80211\_connect\_timeout（）和cfg80211\_connect\_done（）中，只应调用其中一个函数。

#### void cfg80211\_roamed（struct net\_device \* dev，struct cfg80211\_roam\_info \* info，gfp\_t gfp）

通知cfg80211漫游

**参数**

struct net\_device \* dev

网络设备

struct cfg80211\_roam\_info \* info

有关新BSS的信息。 struct cfg80211\_roam\_info。

gfp\_t gfp

分配标志

**说明**

该驱动程序可以使用新AP的BSSID或传递bss条目来避免bss条目超时的比赛。每当连接时从一个AP漫游到另一个驱动程序时，都应该由底层驱动程序进行调用。在固件中实现漫游的驱动程序应传递bss条目以避免bss条目超时的比赛，在驱动程序中查看新AP的bss条目，但由于\_\_cfg80211\_roamed（）中的rdev-> event\_work调度延迟而在访问时被定时的情况。如果发生任何故障，则在cfg80211\_roamed（）或\_\_cfg80211\_romed（）中释放引用;否则，将在从当前bss断开连接时释放引用。

#### void cfg80211\_disconnected（struct net\_device \* dev，u16 reason，const u8 \* ie，size\_t ie\_len，bool locally\_generated，gfp\_t gfp）

通知cfg80211连接已取消

**参数**

struct net\_device \* dev

网络设备

u16 reason

取消连接的原因代码，如果未知，则将其设置为0

const u8 \* ie

逆向/ disassoc帧的信息元素（可能为空）

size\_t ie\_len

IE的长度

bool locally\_generated

本地请求了断开连接

gfp\_t gfp

分配标志

**说明**

在调用此函数之后，驱动程序应进入空闲状态，不再尝试连接到任何AP。

#### void cfg80211\_ready\_on\_channel（struct wireless\_dev \* wdev，u64 cookie，struct ieee80211\_channel \* chan，unsigned int duration，gfp\_t gfp）

保留在通道上的开始通知

**参数**

struct wireless\_dev \* wdev

无线设备

u64 cookie

请求cookie

struct ieee80211\_channel \* chan

当前通道（来自remain\_on\_channel请求）

unsigned int duration

驱动程序打算停留在该通道的毫秒数

gfp\_t gfp

分配标志

#### void cfg80211\_remain\_on\_channel\_expired（struct wireless\_dev \* wdev，u64 cookie，struct ieee80211\_channel \* chan，gfp\_t gfp）

remain\_on\_channel持续时间已过期

**参数**

struct wireless\_dev \* wdev

无线设备

u64 cookie

请求cookie

struct ieee80211\_channel \* chan

当前通道（来自remain\_on\_channel请求）

gfp\_t gfp

分配标志

#### void cfg80211\_new\_sta（struct net\_device \* dev，const u8 \* mac\_addr，struct station\_info \* sinfo，gfp\_t gfp）

通知用户空间关于站点

**参数**

struct net\_device \* dev

the netdev

const u8 \* mac\_addr

站点的地址

struct station\_info \* sinfo

车站信息

gfp\_t gfp

分配标志

#### bool cfg80211\_rx\_mgmt（struct wireless\_dev \* wdev，int freq，int sig\_dbm，const u8 \* buf，size\_t len，u32 flags）

收到未处理的管理帧的通知

**参数**

struct wireless\_dev \* wdev

接收帧的无线设备

int freq

以MHz接收帧的频率

int sig\_dbm

以dBm为单位的信号强度，如果未知，则为0

const u8 \* buf

管理帧（头+正文）

size\_t len

帧数据的长度

u32 flags

标志，如enum nl80211\_rxmgmt\_flags中定义

**说明**

每当接收到一个站点模式接口的操作帧但未在内核中处理时，都会调用此函数。

**返回**

如果已注册用户空间应用程序以接收此框架，则为true。对于操作帧，这使其负责拒绝未识别的操作帧；否则为false，在这种情况下，对于操作帧，驱动程序负责拒绝帧。

#### void cfg80211\_mgmt\_tx\_status（struct wireless\_dev \* wdev，u64 cookie，const u8 \* buf，size\_t len，bool ack，gfp\_t gfp）

管理帧的TX状态通知

**参数**

struct wireless\_dev \* wdev

接收帧的无线设备

u64 cookie

cfg80211\_ops :: mgmt\_tx（）返回的Cookie

const u8 \* buf

管理帧（头+正文）

size\_t len

帧数据的长度

bool ack

帧是否被确认

gfp\_t gfp

上下文标识

**说明**

每当请求使用 cfg80211\_ops:: 传输管理帧时，都会调用此函数mgmt\_tx()以报告传输尝试的 TX 状态

#### void cfg80211\_cqm\_rssi\_notify(struct [net\_device](https://www.kernel.org/doc/html/latest/networking/kapi.html" \l "c.net_device" \o "net_device) \*dev, enum nl80211\_cqm\_rssi\_threshold\_event rssi\_event, s32 rssi\_level, gfp\_t gfp)

连接质量监测RSSI事件

**参数**

struct net\_device \* dev

网络设备

enum nl80211\_cqm\_rssi\_threshold\_event rssi\_event

触发的RSSI事件

s32 rssi\_level

新的RSSI级别值，如果不可用，则为0

gfp\_t gfp

上下文标识

**说明**

当发生配置的连接质量监测rssi阈值达到事件时，将调用此函数。

void cfg80211\_cqm\_pktloss\_notify（struct net\_device \* dev，const u8 \* peer，u32 num\_packets，gfp\_t gfp）

通知用户空间，对等方的数据包丢失

**参数**

struct net\_device \* dev

网络设备

const u8 \* peer

对等方的MAC地址

u32 num\_packets

丢失的数据包数量-应为固定的阈值，但可能不少于50，或可能为吞吐量相关的阈值（以考虑暂时的干扰）

gfp\_t gfp

上下文标识

#### void cfg80211\_michael\_mic\_failure（struct net\_device \* dev，const u8 \* addr，enum nl80211\_key\_type key\_type，int key\_id，const u8 \* tsc，gfp\_t gfp）

Michael MIC（TKIP）失败通知

**参数**

struct net\_device \* dev

网络设备

const u8 \* addr

帧的源MAC地址

enum nl80211\_key\_type key\_type

接收到的帧使用的密钥类型

int key\_id

键标识符（0..3）。如果缺少，可以为-1。

const u8 \* tsc

生成MIC失败的帧的TSC值（6个八位组）

gfp\_t gfp

分配标志

**说明**

每当本地MAC在接收到的帧中检测到MIC失败时，将调用此函数。这与MLME-MICHAELMICFAILURE.:c:func:indication（）原语匹配。

### 扫描和BSS列表处理

扫描过程本身相当简单，但是cfg80211提供了相当多的辅助功能。要开始扫描，将使用扫描定义调用扫描操作。该扫描定义包含要扫描的频道以及要发送探测请求的SSID（包括通配符，如果需要）。通过没有要探测的SSID表示被动扫描。此外，扫描请求可能包含应添加到探测请求的额外信息元素。保证IE是格式正确的，并且不会超过驱动程序在wiphy结构中广告的最大长度。

当扫描找到BSS时，cfg80211需要被通知，因为它负责维护BSS列表；驱动程序不应自己维护列表。为此通知，存在各种函数。

由于驱动程序不维护BSS列表，因此还有许多函数可用于搜索BSS并从cfg80211维护的BSS结构中获取有关其信息。还将BSS列表提供给用户空间。

struct cfg80211\_ssid

SSID说明

**定义**

struct cfg80211\_ssid {

u8 ssid[IEEE80211\_MAX\_SSID\_LEN];

u8 ssid\_len;

};

**成员**

ssid

SSID

ssid\_len

ssid的长度

#### struct cfg80211\_scan\_request

扫描请求说明

**定义**

struct cfg80211\_scan\_request {

struct cfg80211\_ssid \*ssids;

int n\_ssids;

u32 n\_channels;

enum nl80211\_bss\_scan\_width scan\_width;

const u8 \*ie;

size\_t ie\_len;

u16 duration;

bool duration\_mandatory;

u32 flags;

u32 rates[NUM\_NL80211\_BANDS];

struct wireless\_dev \*wdev;

u8 mac\_addr[ETH\_ALEN] ;

u8 mac\_addr\_mask[ETH\_ALEN] ;

u8 bssid[ETH\_ALEN] ;

struct wiphy \*wiphy;

unsigned long scan\_start;

struct cfg80211\_scan\_info info;

bool notified;

bool no\_cck;

struct ieee80211\_channel \*channels[0];

};

**成员**

ssids

要扫描的SSID（仅主动扫描）

n\_ssids

SSID的数量

n\_channels

要扫描的频道总数

scan\_width

扫描的通道宽度

ie

要添加到探测请求中的可选信息元素或NULL

ie\_len

ie的八位组长度

duration

每个信道上侦听多长时间，以TUs为单位。如果未设置duration\_mandatory，则为最大停留时间，并且实际停留时间可能会更短。

duration\_mandatory

如果设置，则扫描持续时间必须如字段duration指定。

flags

控制操作的标志位字段

rates

每个频带广告的速率位图

wdev

要扫描的无线设备

mac\_addr

用于随机化的MAC地址

mac\_addr\_mask

用于随机化的MAC地址掩码，应随机化掩码中为0的位，应从mac\_addr中获取为1的位

bssid

要扫描的BSSID（最常见的是通配符BSSID）

wiphy

此项是为了什么

scan\_start

扫描开始时的时间（以jiffies为单位）

info

（内部）有关完成的扫描的信息

已通知

（内部）已通知扫描请求已完成或已中止

no\_cck

用于在2GHz频段中以非CCK速率发送探测请求

channels

要扫描的频道。

#### void cfg80211\_scan\_done（struct cfg80211\_scan\_request \* request，struct cfg80211\_scan\_info \* info）

通知扫描完成

**参数**

struct cfg80211\_scan\_request \* request

相应的扫描请求

struct cfg80211\_scan\_info \* info

已完成扫描的信息

#### struct cfg80211\_bss

BSS 说明

**定义**

struct cfg80211\_bss {

struct ieee80211\_channel \*channel;

enum nl80211\_bss\_scan\_width scan\_width;

const struct cfg80211\_bss\_ies \_\_rcu \*ies;

const struct cfg80211\_bss\_ies \_\_rcu \*beacon\_ies;

const struct cfg80211\_bss\_ies \_\_rcu \*proberesp\_ies;

struct cfg80211\_bss \*hidden\_beacon\_bss;

s32 signal;

u16 beacon\_interval;

u16 capability;

u8 bssid[ETH\_ALEN];

u8 chains;

s8 chain\_signal[IEEE80211\_MAX\_CHAINS];

u8 bssid\_index;

u8 priv[0] ;

};

**成员**

channel

该BSS所在的频道

scan\_width

控制频道的宽度

ies

信息元素（请注意，不能保证这些元素格式正确！）；这是一个指针，指向beacon\_ies或proberesp\_ies，具体取决于是否接收到了探查响应帧。它始终为非空。

beacon\_ies

来自上一个Beacon帧的信息元素（实现注意事项：如果hidden\_beacon\_bss设置了此结构体不拥有beacon\_ies，而只是指向从hidden\_beacon\_bss结构体中获得的指针）

proberesp\_ies

来自上一个探测响应帧的信息元素

hidden\_beacon\_bss

如果此BSS结构体表示隐藏其Beacon中的SSID的BSS的探测响应，则指向保存Beacon数据的BSS结构体。当然，beacon\_ies仍然有效，并在这种情况下指向与hidden\_beacon\_bss-> beacon\_ies相同的数据。

信号

信号强度值（类型取决于wiphy的信号类型）

beacon\_interval

来自帧的Beacon间隔

capability

主机字节顺序中的capability字段

bssid

BSS的BSSID

chains

chain\_signal已填写值的位掩码。

chain\_signal

dBm中上一个接收到的BSS的每个信道的信号强度。

priv

驱动程序使用的私有区域，至少有wiphy-> bss\_priv\_size字节

**说明**

此结构体用于说明扫描结果和类似情况下的BSS（也可能是网格网络）。

#### struct cfg80211\_inform\_bss

BSS 通知数据

**定义**

struct cfg80211\_inform\_bss {

struct ieee80211\_channel \*chan;

enum nl80211\_bss\_scan\_width scan\_width;

s32 signal;

u64 boottime\_ns;

u64 parent\_tsf;

u8 parent\_bssid[ETH\_ALEN] ;

u8 chains;

s8 chain\_signal[IEEE80211\_MAX\_CHAINS];

};

**成员**

chan

收到帧的通道

scan\_width

使用的扫描宽度

signal

信号强度值，根据wiphy的信号类型

boottime\_ns

收到信息时的时间戳（CLOCK\_BOOTTIME）；应该与设备实际接收帧的时间相匹配（不仅仅是主机，以防它被缓冲在设备上）并且精确到大约 10 毫秒。如果帧未被缓冲，则只传递 的返回 ktime\_get\_boot\_ns()可能是合适的。

parent\_tsf

帧的时间戳字段的第一个八位字节开始接收的时间。时间为 指定的 BSS 的 TSF parent\_bssid。

parent\_bssid

根据其parent\_tsf设置的 BSS。这被设置为请求接收到信标/探测的扫描的 BSS。

chains

chain\_signal中填充值的位掩码。

chain\_signal

最后接收到的 BSS 的每链信号强度，以 dBm 为单位。

#### struct [cfg80211\_bss](https://www.kernel.org/doc/html/v4.19/driver-api/80211/cfg80211.html" \l "c.cfg80211_bss" \o "cfg80211_bss) \* cfg80211\_inform\_bss\_frame\_data(struct [wiphy](https://www.kernel.org/doc/html/v4.19/driver-api/80211/cfg80211.html" \l "c.wiphy" \o "wiphy) \* wiphy, struct [cfg80211\_inform\_bss](https://www.kernel.org/doc/html/v4.19/driver-api/80211/cfg80211.html" \l "c.cfg80211_inform_bss" \o "cfg80211_inform_bss) \* data, struct ieee80211\_mgmt \* mgmt, size\_t len, gfp\_t gfp)

通知 cfg80211 收到 BSS 帧

**参数**

struct wiphy \* wiphy

报告 BSS 的 Wiphy

struct cfg80211\_inform\_bss \* data

BSS元数据

struct ieee80211\_mgmt \* mgmt

管理框架（探测响应或信标）

size\_t len

管理帧长度

gfp\_t gfp

上下文标志

**说明**

这会通知 cfg80211 已找到 BSS 信息，应该更新/添加 BSS。

**返回**

引用的结构，必须使用cfg80211\_put\_bss()! 或者NULL出错。

#### struct [cfg80211\_bss](https://www.kernel.org/doc/html/v4.19/driver-api/80211/cfg80211.html" \l "c.cfg80211_bss" \o "cfg80211_bss) \* cfg80211\_inform\_bss\_data(struct [wiphy](https://www.kernel.org/doc/html/v4.19/driver-api/80211/cfg80211.html" \l "c.wiphy" \o "wiphy) \* wiphy, struct [cfg80211\_inform\_bss](https://www.kernel.org/doc/html/v4.19/driver-api/80211/cfg80211.html" \l "c.cfg80211_inform_bss" \o "cfg80211_inform_bss) \* data, enum cfg80211\_bss\_frame\_type ftype, const u8 \* bssid, u64 tsf, u16 capability, u16 beacon\_interval, const u8 \* ie, size\_t ielen, gfp\_t gfp)

通知cfg80211有新的BSS

**参数**

struct wiphy \* wiphy

报告 BSS 的 Wiphy

struct cfg80211\_inform\_bss \* data

BSS元数据

enum cfg80211\_bss\_frame\_type ftype

帧类型（如果已知）

const u8 \* bssid

BSS的BSSID

u64 tsf

对端在信标/探测响应中发送的 TSF（或 0）

u16 capability

对方发送的能力字段

u16 beacon\_interval

对端公布的信标间隔

const u8 \* ie

对端发送的额外 IE

size\_t ielen

附加 IE 的长度

gfp\_t gfp

上下文标志

**描述**

这会通知 cfg80211 已找到 BSS 信息，应该更新/添加 BSS。

**返回**

引用的结构，必须使用cfg80211\_put\_bss()! 或者NULL出错。

#### void cfg80211\_unlink\_bss(struct [wiphy](https://www.kernel.org/doc/html/latest/driver-api/80211/cfg80211.html" \l "c.cfg80211_unlink_bss" \o "wiphy) \*wiphy, struct [cfg80211\_bss](https://www.kernel.org/doc/html/latest/driver-api/80211/cfg80211.html" \l "c.cfg80211_bss" \o "cfg80211_bss) \*bss)

取消 BSS 与内部数据结构的链接

**参数**

struct wiphy \*wiphy

wiphy

struct cfg80211\_bss \*bss

要删除的bss

**说明**

此函数从内部数据结构中删除给定的BSS，从而不再在扫描结果等中显示。在检测到BSS消失时使用此功能。通常BSS也将超时，因此根本不需要使用此函数。

#### constu8 \* cfg80211\_find\_ie（u8 eid，constu8 \* ies，int len）

在数据中查找信息元素

**参数**

u8 eid

元素ID

constu8 \* ies

由IE组成的数据

int len

数据长度

**返回**

如果找不到元素ID或元素无效（声称比给定数据长），则为NULL，或指向请求元素的第一个字节的指针，即包含元素ID的字节。

**注**

除必须适合给定数据之外，没有对元素长度的检查。

#### const u8 \* ieee80211\_bss\_get\_ie(struct [cfg80211\_bss](https://www.kernel.org/doc/html/v4.19/driver-api/80211/cfg80211.html" \l "c.cfg80211_bss" \o "cfg80211_bss) \* bss, u8 ie)

查找给定ID的IE

**参数**

struct cfg80211\_bss \*bss

要搜索的bss

u8 ie

IE ID

**说明**

注意返回是受RCU保护的指针，因此在调用此函数时必须持有rcu\_read\_lock()。

**返回**

如果未找到，则返回NULL。

### 实用函数

cfg80211提供了一些实用函数，可以很有用。

#### int ieee80211\_channel\_to\_frequency(int chan，enum nl80211\_band band)

将信道号转换为频率

**参数**

int chan

信道号

enum nl80211\_band band

由于信道号重叠而必要的频带

**返回**

相应的频率（以MHz为单位），如果转换失败则为0。

#### int ieee80211\_frequency\_to\_channel(int freq)

将频率转换为信道号

**参数**

int freq

中心频率（以MHz为单位）

**返回**

相应的信道号，如果转换失败则为0。

#### struct ieee80211\_channel \*ieee80211\_get\_channel(struct wiphy \*wiphy，int freq)

从wiphy获取指定频率的信道结构

**参数**

struct wiphy \*wiphy

要获取通道的struct wiphy

int freq

通道的中心频率（以MHz为单位）

**返回**

来自wiphy的频率。

#### const struct ieee80211\_rate \*ieee80211\_get\_response\_rate(struct ieee80211\_supported\_band \*sband，u32 basic\_rates，int bitrate)

获取给定速率的基本速率

**参数**

struct ieee80211\_supported\_band \* sbabd

查找速率的波段

u32 basic\_rates

基本速度的位图

int bitrate

要查找基本速率的比特率

**返回**

对于给定比特率的基本速率，即基本速率映射中包含的下一个较低比特率，在此函数中给出为带宽表中的速率索引位图。

#### unsigned int \_\_attribute\_const\_\_ ieee80211\_hdrlen(\_\_le16 fc)

从帧控制获取头长度（以字节为单位）

**参数**

\_\_le16 fc

以小端方式表示的帧控制字段

**返回**

标题长度（以字节为单位）。

#### unsigned int ieee80211\_get\_hdrlen\_from\_skb(const struct sk\_buff \*skb)

从数据中获取头长度

**参数**

const struct sk\_buff \*skb

框架

**说明**

给定一个skb，在data指针处有一个原始的802.11标头，此函数返回802.11标头长度。

**返回**

802.11标头长度（不包括加密标头）以字节为单位。如果sk\_buff中的数据太短而不能包含有效的802.11标头，则为0。

#### struct ieee80211\_radiotap\_iterator

跟踪遍历存在的radiotap参数

**定义**

struct ieee80211\_radiotap\_iterator {

struct ieee80211\_radiotap\_header \*\_rtheader;

const struct ieee80211\_radiotap\_vendor\_namespaces \*\_vns;

const struct ieee80211\_radiotap\_namespace \*current\_namespace;

unsigned char \*\_arg, \*\_next\_ns\_data;

\_\_le32 \*\_next\_bitmap;

unsigned char \*this\_arg;

int this\_arg\_index;

int this\_arg\_size;

int is\_radiotap\_ns;

int \_max\_length;

int \_arg\_index;

uint32\_t \_bitmap\_shifter;

int \_reset\_on\_ext;

};

**成员**

\_rtheader

正在遍历的radiotap头指针

\_vns

供应商命名空间定义

current\_namespace

指向当前命名空间定义的指针（或在内部为NULL，如果当前命名空间未知）

\_arg

下一个参数指针

\_next\_ns\_data

下一个命名空间的数据的开头

\_next\_bitmap

下一个存在的u32的内部指针

this\_arg

指向当前radiotap arg的指针；每次调用ieee80211\_radiotap\_iterator\_next()之后它都是有效的，但在ieee80211\_radiotap\_iterator\_init()之后它也是有效的，在那里它将指向实际数据部分的开头

this\_arg\_index

当前参数的索引，在每个成功调用ieee80211\_radiotap\_iterator\_next()之后有效

this\_arg\_size

当前arg的长度，用于方便起见

is\_radiotap\_ns

指示当前命名空间是否为默认radiotap命名空间

\_max\_length

以CPU字节顺序表示的radiotap标头长度

\_arg\_index

下一个参数索引

\_bitmap\_shifter

当前的u32位图的内部移位器，b0 set == arg present

\_reset\_on\_ext

内部；在转到下一个位图字时将参数索引重置为0

**说明**

说明radiotap解析器状态。用下划线前缀的字段不能被解析器的用户使用，只能被解析器内部使用。

### 数据路径助手

除了通用实用程序外，cfg80211还提供了帮助实现不在设备上进行802.11/802.3转换的设备的数据路径的函数。

#### int ieee80211\_data\_to\_8023(struct sk\_buff \*skb，const u8 \*addr，enum nl80211\_iftype iftype)

将802.11数据帧转换为802.3

**参数**

struct sk\_buff \*skb

802.11数据帧

const u8 \*addr

设备MAC地址

enum nl80211\_iftype iftype

虚拟接口类型

**返回**

成功返回0。错误返回非零值。

#### void ieee80211\_amsdu\_to\_8023s(struct sk\_buff \*skb，struct sk\_buff\_head \*list，const u8 \*addr，enum nl80211\_iftype iftype，const unsigned int extra\_headroom，const u8 \*check\_da，const u8 \*check\_sa)

解码IEEE 802.11n A-MSDU帧

**参数**

struct sk\_buff \*skb

没有任何头的输入A-MSDU帧。

struct sk\_buff\_head \*list

802.3帧的输出列表。必须由调用程序分配和初始化。

const u8 \*addr

设备MAC地址。

enum nl80211\_iftype iftype

设备接口类型。

const unsigned int extra\_headroom

列表中SKB的额外硬件头部。

const u8 \*check\_da

DA在内部以太网标头中要检查，或为NULL

const u8 \*check\_sa

SA在内部以太网标头中要检查，或为NULL

**说明**

解码一个IEEE 802.11 A-MSDU并将其转换为802.3帧的列表。如果解码失败则列表为空。在传递给此函数之前，skb必须是完全无头的; 它在此函数中被释放。

#### unsigned int cfg80211\_classify8021d(struct sk\_buff \*skb, struct cfg80211\_qos\_map \*qos\_map)

确定数据帧的802.1p / 1d标记

**参数**

struct sk\_buff \*skb

数据帧

struct cfg80211\_qos\_map \*qos\_map

互操作QoS映射或未使用时为NULL

**返回**

802.1p / 1d标记。

### 规定执行基础设施

待办事项

#### int regulatory\_hint(struct wiphy \*wiphy, const char \*alpha2)

向无线核心提供规制区域提示的驱动程序提示

**参数**

struct wiphy \*wiphy

发出提示的无线设备（仅用于报告冲突）

const char \*alpha2

驱动程序所在的ISO / IEC 3166 alpha2的规制区域。如果设置了rd，则应将其设置为NULL。注意，如果将其设置为NULL，则仍应将rd->alpha2设置为某个已接受的alpha2。

**说明**

无线驱动程序可以使用此函数向无线核心提示其认为应当前规制区域为其所在的ISO / IEC 3166 alpha2国家/地区代码，或通过提供完全构建的规制区域来完成此操作。如果驱动程序提供了ISO / IEC 3166 alpha2，则将查询用户空间以获取相应国家/地区的规制区域结构。

wiphy必须在此调用之前已注册到cfg80211。对于cfg80211驱动程序，这意味着您必须首先使用wiphy\_register（），对于mac80211驱动程序，您必须首先使用ieee80211\_register\_hw（）。

驱动程序应检查返回，有可能会收到-ENOMEM。

**返回**

成功时为0。-ENOMEM。

#### void wiphy\_apply\_custom\_regulatory(struct wiphy \*wiphy, const struct ieee80211\_regdomain \*regd)

应用自定义驱动程序规制区域

**参数**

struct wiphy \*wiphy

我们要在其中处理规制区域的无线设备

const struct ieee80211\_regdomain \*regd

要用于此wiphy的自定义规制区域

**说明**

驱动程序有时会具有不适用于特定国家/地区的自定义规制区域。驱动程序可以使用此功能应用此类自定义规制区域。必须在wiphy注册之前调用此程序。将完全信任自定义规制区域，因此将忽略先前的默认频道设置。如果在规定区域中未找到某个频道的规则，则禁用该频道。使用此项辅助功能的驱动程序应还将wiphy标志REGULATORY\_CUSTOM\_REG设置为cfg80211将为调用此辅助程序的wiphy设置该标志。

#### const struct ieee80211\_reg\_rule \*freq\_reg\_info(struct wiphy \*wiphy, u32 center\_freq)

获取给定频率的规制信息

**参数**

struct wiphy \*wiphy

我们要为其处理此规则的无线设备

u32 center\_freq

我们想要为其获取规制信息的频率（以KHz为单位）

**说明**

使用此函数获取给定无线设备中特定频率的规制规则。如果设备有特定的规制区域要遵循，则在接收和处理国家IE之前，我们将尊重该区域。

**返回**

有效指针，或者发生错误时，例如找不到规则，则返回使用ERR\_PTR（）进行编码。使用IS\_ERR（）来检查，并使用PTR\_ERR（）来获取数字返回。如果我们确定给定的center\_freq甚至没有中心频率带的频率范围的规制规则，则数值返回将为-ERANGE。请参见freq\_in\_rule\_band（）以了解我们当前对带的定义 - 这纯粹是主观的，现在它仅适用于802.11。

### RFkill集成

在cfg80211中的RFkill集成对驱动程序几乎是不可见的，因为cfg80211自动为每个它知道的无线设备注册了rfkill实例。软关断也会被转换为断开连接并关闭所有接口，当所有接口关闭时，驱动程序应该关闭设备。

但是，设备可能具有硬件RFkill线路，在这种情况下，它们还需要通过cfg80211与rfkill子系统进行交互。他们可以在这里使用一些辅助函数进行文档记录。

#### void wiphy\_rfkill\_set\_hw\_state(struct wiphy \*wiphy, bool blocked)

通知cfg80211有关硬件块状态

**参数**

struct wiphy \*wiphy

wiphy

bool blocked

块状态

#### void wiphy\_rfkill\_start\_polling(struct wiphy \*wiphy)

开始轮询RFkill

**参数**

struct wiphy \*wiphy

wiphy

void wiphy\_rfkill\_stop\_polling(struct wiphy \*wiphy)

停止轮询RFkill

**参数**

struct wiphy \*wiphy

wiphy

### 测试模式

测试模式是一组实用函数，允许驱动程序与驱动程序特定的工具进行交互，以帮助例如工厂编程。

本章介绍驱动程序如何与之交互，有关更多信息，请参见nl80211书籍中的章节。

#### struct sk\_buff \*cfg80211\_testmode\_alloc\_reply\_skb(struct wiphy \*wiphy, int approxlen)

分配测试模式回复

**参数**

struct wiphy \*wiphy

wiphy

int approxlen

将放入skb中的数据长度的上限

**说明**

此函数为测试模式命令的回复分配并预先填充skb。由于它旨在用于回复，因此在testmode\_cmd操作之外调用它是无效的。

返回的skb已预先填充了wiphy索引，并设置为以任何放入skb中的数据（使用skb\_put()、nla\_put()或类似方法）将最终位于NL80211\_ATTR\_TESTDATA属性中，因此只需向skb中添加相应的用户空间工具数据，然后该工具即可从testdata属性中读取该数据。您不应以任何其他方式修改skb。

完成后，使用skb调用cfg80211\_testmode\_reply()，并将其错误代码作为testmode\_cmd操作的结果返回。

**返回**

已分配和预先填充的skb。如果发生任何错误，则为NULL。

#### int cfg80211\_testmode\_reply(struct sk\_buff \*skb)

发送回复skb

**参数**

struct sk\_buff \*skb

skb，必须已使用cfg80211\_testmode\_alloc\_reply\_skb()分配

**说明**

由于调用此函数通常是从testmode\_cmd返回之前的最后一件事情，因此您应返回错误代码。请注意，该函数无论返回如何都会消耗skb。

**返回**

错误代码或0表示成功。

#### struct sk\_buff \*cfg80211\_testmode\_alloc\_event\_skb(struct wiphy \*wiphy, int approxlen, gfp\_t gfp)

分配测试模式事件

**参数**

struct wiphy \*wiphy

wiphy

int approxlen

将放入skb中的数据长度的上限

gfp\_t gfp

分配标志

**说明**

此函数为测试模式多播组中的事件分配并预先填充skb。

返回的skb与cfg80211\_testmode\_alloc\_reply\_skb()的方式相同，但为事件准备。与之相同，您只需向其中添加数据，然后该数据将最终位于NL80211\_ATTR\_TESTDATA属性中。同样，您不能以任何其他方式修改skb。

填充skb时，请使用skb调用cfg80211\_testmode\_event()以发送事件。

**返回**

已分配和预先填充的skb。如果发生任何错误，则为NULL。

#### void cfg80211\_testmode\_event(struct sk\_buff \*skb, gfp\_t gfp)

发送事件

**参数**

struct sk\_buff \*skb

skb，必须已使用cfg80211\_testmode\_alloc\_event\_skb()分配

gfp\_t gfp

分配标志

**说明**

此函数发送给定的skb，该skb必须由cfg80211\_testmode\_alloc\_event\_skb()分配作为一个事件。它总是会消耗它。

## mac80211子系统（基础知识）

在实现mac80211驱动程序时，您应该阅读并理解本书的这部分中包含的信息。在某些章节中，指出了高级用法，如果不需要，则可以跳过这些章节。

本书的此部分仅涵盖站点和监视器模式功能，实现其他模式所需的其他信息在本书的第二部分中涵盖。

### 基本硬件处理

TBD

此章节应该包含有关如何分配hw结构并将其注册到mac80211的信息。

由于需要在注册hw结构之前分配速率/模式，因此此章节还应包含有关设置速率/模式结构的信息。

此外，应在此处讨论有关回调和一般编程模型的问题，包括定义ieee80211\_ops，这将经常被引用。

最后，应该进行有关硬件功能的讨论，并涉及本书的其他部分的参考资料。

#### struct ieee80211\_hw

硬件信息和状态

**定义**

struct ieee80211\_hw {

struct ieee80211\_conf conf;

struct wiphy \*wiphy;

const char \*rate\_control\_algorithm;

void \*priv;

unsigned long flags[BITS\_TO\_LONGS(NUM\_IEEE80211\_HW\_FLAGS)];

unsigned int extra\_tx\_headroom;

unsigned int extra\_beacon\_tailroom;

int vif\_data\_size;

int sta\_data\_size;

int chanctx\_data\_size;

int txq\_data\_size;

u16 queues;

u16 max\_listen\_interval;

s8 max\_signal;

u8 max\_rates;

u8 max\_report\_rates;

u8 max\_rate\_tries;

u16 max\_rx\_aggregation\_subframes;

u16 max\_tx\_aggregation\_subframes;

u8 max\_tx\_fragments;

u8 offchannel\_tx\_hw\_queue;

u8 radiotap\_mcs\_details;

u16 radiotap\_vht\_details;

struct {

int units\_pos;

s16 accuracy;

} radiotap\_timestamp;

netdev\_features\_t netdev\_features;

u8 uapsd\_queues;

u8 uapsd\_max\_sp\_len;

u8 n\_cipher\_schemes;

const struct ieee80211\_cipher\_scheme \*cipher\_schemes;

u8 max\_nan\_de\_entries;

};

**成员**

conf

struct ieee80211\_conf，设备配置，请勿使用。

wiphy

此指向为此802.11 PHY分配的结构 wiphy。您必须使用 SET\_IEEE80211\_DEV() 和 SET\_IEEE80211\_PERM\_ADDR()  填写此结构的 perm\_addr 和 dev 成员。此外，所有支持的带（带通道、数据速率）也在此处注册。

rate\_control\_algorithm

此硬件的速率控制算法。如果未设置（为NULL），则将使用默认算法。必须在调用 ieee80211\_register\_hw() 之前设置。

priv

指向为驱动程序使用与此结构一起分配的私有区域的指针。

flags

硬件标志，请参见enum ieee80211\_hw\_flags。

extra\_tx\_headroom

每个传输skb中保留供驱动程序使用（例如用于传输标头）的头。

extra\_beacon\_tailroom

在每个beacon tx skb中保留的tailroom。驱动程序可以将其用于添加其他信息元素。

vif\_data\_size

在struct ieee80211\_vif中，drv\_priv数据区域的大小（以字节为单位）。

sta\_data\_size

在struct ieee80211\_sta中，drv\_priv数据区域的大小（以字节为单位）。

chanctx\_data\_size

在struct ieee80211\_chanctx\_conf中，drv\_priv数据区域的大小（以字节为单位）。

txq\_data\_size

在struct ieee80211\_txq中，drv\_priv数据区域的大小（以字节为单位）。

queues

发送数据包的可用硬件传输队列数量。 WMM/QoS需要至少四个，这些队列需要具有可配置的访问参数。

max\_listen\_interval

硬件支持的最大侦听间隔，单位为信标间隔。

max\_signal

接收信息中信号（RSSI）的最大值，仅在IEEE80211\_HW\_SIGNAL\_UNSPEC或IEEE80211\_HW\_SIGNAL\_DB时使用。

max\_rates

硬件可以处理的备用速率重试阶段的最大数量。

max\_report\_rates

硬件可以报告的备用速率重试阶段的最大数量。

max\_rate\_tries

每个阶段的最大尝试次数。

max\_rx\_aggregation\_subframes

用于A-MPDU块ACK接收器聚合的最大缓冲区大小（子帧数）。只有设备对子帧数有限制，如果它依赖于mac80211进行重新排序，则不应设置它。

max\_tx\_aggregation\_subframes

HT/HE设备在聚合中传输的最大子帧数。在HT AddBA中，我们将广告一个常量值64，因为一些较旧的AP在窗口大小较小时会崩溃（例如LinkSys WRT120N，固件版本为v1.0.07构建002，2012年6月18日）。对于AddBA到HE能力的对等点，将使用此值。

max\_tx\_fragments

(A)-MSDU的最大tx缓冲区数，对于frag\_list中的每个skb，1 + skb\_shinfo(skb)->nr\_frags的总和。

offchannel\_tx\_hw\_queue

用于离频TX的HW队列ID（如果设置了IEEE80211\_HW\_QUEUE\_CONTROL）。

radiotap\_mcs\_details

列出HW可以报告的哪些MCS信息，默认设置为\_MCS、\_GI和\_BW，但不包括\_FMT。使用IEEE80211\_RADIOTAP\_MCS\_HAVE \_\*值，今天只支持添加\_BW。

radiotap\_vht\_details

列出HW报告的哪些VHT MCS信息，默认为\_GI|\_BANDWIDTH。使用IEEE80211\_RADIOTAP\_VHT\_KNOWN \_\*值。

radiotap\_timestamp

radiotap时间戳字段的信息；如果“units\_pos”成员设置为非负值，则必须将其设置为IEEE80211\_RADIOTAP\_TIMESTAMP\_UNIT\_\*和IEEE80211\_RADIOTAP\_TIMESTAMP\_SPOS\_\*值的组合，然后从struct ieee80211\_rx\_status的device\_timestamp添加并填充时间戳字段。如果“accuracy”成员是非负的，则将其放入精度radiotap字段中，并设置精度已知标志。

netdev\_features

在从此HW创建的每个netdev中设置的netdev功能。请注意，并非所有功能都可与mac80211一起使用，其他功能将在HW注册期间被拒绝。

uapsd\_queues

此位图包含在（重新）关联帧中，以指示每个访问类别是否启用了uAPSD触发器并启用了传递。使用IEEE80211\_WMM\_IE\_STA\_QOSINFO\_AC\_\*设置此位图。每位对应于不同的AC。特定位中的值“1”表示相应的AC既启用了触发器又启用了传递。‘0’表示都未启用。

uapsd\_max\_sp\_len

WMM AP在由WMM STA触发的任何服务期间内可能向WMM STA传递的缓冲帧的最大数量。使用IEEE80211\_WMM\_IE\_STA\_QOSINFO\_SP\_\*设置正确的值。

n\_cipher\_schemes

密码方案定义数组的大小。

cipher\_schemes

指向HW支持的密码方案定义数组的指针。

max\_nan\_de\_entries

设备支持的NAN DE函数的最大数量。

**说明**

此结构包含802.11 PHY的配置和硬件信息。

#### enum ieee80211\_hw\_flags

硬件标志

**常量**

IEEE80211\_HW\_HAS\_RATE\_CONTROL

硬件或固件包括速率控制，并且无法由堆栈控制。因此，不应实例化速率控制算法，并且将从TX状态而非速率控制算法中获取报告给用户空间的TX速率。请注意，这需要驱动程序实施许多回调，以便它具有正确的信息，它需要具有set\_rts\_threshold回调，并且必须查看BSS配置use\_cts\_prot用于G/N保护，use\_short\_slot用于2.4 GHz的时隙定时和use\_short\_preamble用于CCK帧的前导码。

IEEE80211\_HW\_RX\_INCLUDES\_FCS

表示传递到堆栈的接收帧包括结尾处的FCS。

IEEE80211\_HW\_HOST\_BROADCAST\_PS\_BUFFERING

某些无线LAN芯片组在硬件/固件中缓冲广播/多播帧以用于节能站点，而其他芯片组则依赖于主机系统来进行此类缓冲。此选项用于配置IEEE 802.11上层以在有省电站点时缓冲广播和多播帧，以便驱动程序可以使用ieee80211\_get\_buffered\_bc()获取它们。

IEEE80211\_HW\_SIGNAL\_UNSPEC

硬件可以提供信号值，但我们不知道其单位。我们期望值在0到max\_signal之间。如果可能，请提供dB或dBm。

IEEE80211\_HW\_SIGNAL\_DBM

硬件以dBm为单位提供信号值，即与一毫瓦之差的分贝。这是首选方法，因为它在不同设备之间是标准化的。不需要设置max\_signal。

IEEE80211\_HW\_NEED\_DTIM\_BEFORE\_ASSOC

此设备需要在关联前（即dtim\_period）从信标获取数据。

IEEE80211\_HW\_SPECTRUM\_MGMT

硬件支持802.11h测量、频道切换、安静和TPC中定义的频谱管理。

IEEE80211\_HW\_AMPDU\_AGGREGATION

硬件支持11n A-MPDU聚合。

IEEE80211\_HW\_SUPPORTS\_PS

硬件支持电源保存（即可进入睡眠状态）。

IEEE80211\_HW\_PS\_NULLFUNC\_STACK

硬件要求堆栈中使用nullfunc帧处理，意味着支持动态PS的堆栈。

IEEE80211\_HW\_SUPPORTS\_DYNAMIC\_PS

硬件支持动态PS。

IEEE80211\_HW\_MFP\_CAPABLE

硬件支持管理帧保护（MFP，IEEE 802.11w）。

IEEE80211\_HW\_WANT\_MONITOR\_VIF

驱动程序希望在监视器接口是唯一活动接口时得到虚拟监视器接口的通知。

IEEE80211\_HW\_NO\_AUTO\_VIF

驱动程序希望不创建wlanX。预计用户空间将根据需要创建虚拟接口（因此具有所需的名称）。

IEEE80211\_HW\_SW\_CRYPTO\_CONTROL

驱动程序希望控制可以在软件中完成的加密算法 - 因此不要在硬件加密失败时自动尝试回退，但仅在驱动程序返回1时这样做。这也强制驱动程序宣传其支持的密码套件。

IEEE80211\_HW\_SUPPORT\_FAST\_XMIT

驱动程序/硬件支持快速传输，目前仅需要能够计算帧的持续时间。

IEEE80211\_HW\_REPORTS\_TX\_ACK\_STATUS

硬件可以向堆栈提供发送帧的ACK状态报告。

IEEE80211\_HW\_CONNECTION\_MONITOR

硬件执行其自己的连接监视，包括定期保持向AP和在信标丢失时探测AP。

IEEE80211\_HW\_QUEUE\_CONTROL

驱动程序希望控制每个接口的队列映射，以便为不同的虚拟接口使用不同的队列（不仅仅是每个AC一个）。有关更多详细信息，请参见有关HW队列控制的文档部分。

IEEE80211\_HW\_SUPPORTS\_PER\_STA\_GTK

设备的加密引擎支持IBSS RSN或快速转换期间使用的每个站GTK。如果设备不支持每个站GTK，但可以要求不解密组地址帧，则仍然可以使用IBSS RSN支持，但将使用软件加密。仅在那种情况下广告wiphy标志。

IEEE80211\_HW\_AP\_LINK\_PS

在AP模式下操作时，设备自主管理连接的站的PS状态。当设置了此标志时，mac80211不会基于传入帧的PM位触发连接的站的PS模式。使用ieee80211\_start\_ps()/ieee8021\_end\_ps()手动配置连接的站的PS模式。

IEEE80211\_HW\_TX\_AMPDU\_SETUP\_IN\_HW

设备严格通过HW处理TX A-MPDU会话设置。mac80211不应尝试在软件中执行此操作。

IEEE80211\_HW\_SUPPORTS\_RC\_TABLE

驱动程序支持使用速率选择算法提供的速率选择表。

IEEE80211\_HW\_P2P\_DEV\_ADDR\_FOR\_INTF

对于任何P2P界面，请使用P2P设备地址。即使支持多个接口也将受到此服务。

IEEE80211\_HW\_TIMING\_BEACON\_ONLY

仅从信标帧使用同步定时，以允许获取DTIM信标的TBTT。

IEEE80211\_HW\_SUPPORTS\_HT\_CCK\_RATES

硬件支持混合HT/CCK速率并且可以处理聚合会话中的CCK速率（例如通过不为此类帧使用聚合来实现）。

IEEE80211\_HW\_CHANCTX\_STA\_CSA

使用通道上下文支持基于802.11h的通道切换（CSA），为单个活动通道提供。当未启用支持时，默认操作为在获取CSA帧时断开连接。

IEEE80211\_HW\_SUPPORTS\_CLONED\_SKBS

驱动程序永远不会在未复制它们的情况下修改TX skbs的有效负载或尾部空间。

IEEE80211\_HW\_SINGLE\_SCAN\_ON\_ALL\_BANDS

硬件支持一次扫描所有频段，mac80211无需针对每个频段运行单独的扫描。

IEEE80211\_HW\_TDLS\_WIDER\_BW

设备/驱动程序支持TDLS链路上比BSS带宽更宽的带宽。

IEEE80211\_HW\_SUPPORTS\_AMSDU\_IN\_AMPDU

驱动程序支持在A-MPDU中接收A-MSDU。

IEEE80211\_HW\_BEACON\_TX\_STATUS

设备/驱动程序提供已发送信标的TX状态。

IEEE80211\_HW\_NEEDS\_UNIQUE\_STA\_ADDR

硬件（或驱动程序）要求每个站具有唯一地址，即每个站条目可以仅通过其MAC地址进行标识；例如，这可以防止同一站在同时连接两个虚拟AP接口。

IEEE80211\_HW\_SUPPORTS\_REORDERING\_BUFFER

硬件（或驱动程序）在内部管理重排缓冲区，确保mac80211按顺序接收帧，并且不需要管理自己的重排缓冲区或BA会话超时。

IEEE80211\_HW\_USES\_RSS

设备使用RSS，因此需要并行RX，这意味着使用每个CPU站点统计信息。

IEEE80211\_HW\_TX\_AMSDU

硬件（或驱动程序）支持软件聚合A-MSDU帧。需要软件TX队列和快速传输支持。当不使用minstrel/minstrel\_ht速率控制时，驱动程序必须根据当前TX速率通过设置struct ieee80211\_sta中的max\_rc\_amsdu\_len来限制最大A-MSDU大小。

IEEE80211\_HW\_TX\_FRAG\_LIST

硬件（或驱动程序）支持发送frag\_list skbs，用于零拷贝软件A-MSDU。

IEEE80211\_HW\_REPORTS\_LOW\_ACK

驱动程序（或固件）通过基于自己的算法的ieee80211\_report\_low\_ack()报告低ACK事件。对于这样的驱动程序，mac80211数据包丢失机制不会被触发，并且驱动程序完全依赖固件事件用于强制站点退出。

IEEE80211\_HW\_SUPPORTS\_TX\_FRAG

硬件本身进行分片。栈不会进行分片。还应该设置set\_frag\_threshold回调函数。

IEEE80211\_HW\_SUPPORTS\_TDLS\_BUFFER\_STA

硬件支持TDLS链路上的缓冲区STA。

IEEE80211\_HW\_DEAUTH\_NEED\_MGD\_TX\_PREP

驱动程序要求在发出认证完成但未收到信标时，在发送解除身份验证帧之前调用mgd\_prepare\_tx()回调。在多通道场景中需要这样做，其中虚拟接口可能不会获得传输帧的空间时间，因为它尚未与AP/P2P GO同步，因此解除身份验证帧可能不会传输。

IEEE80211\_HW\_DOESNT\_SUPPORT\_QOS\_NDP

驱动程序(或固件)不支持用于AP探测的QoS NDP - 这很可能是驱动程序错误。

NUM\_IEEE80211\_HW\_FLAGS

硬件标志的数量，用于调整数组大小

**说明**

这些标志用于指示硬件的功能。一般来说，这里的标志应该按照最简单的硬件不需要设置任何特定的标志的方式来完成含义。然而，有一些例外，因此建议仔细查看这些标志。

#### **voi**d SET\_IEEE80211\_DEV(struct [ieee80211\_hw](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211.html" \l "c.ieee80211_hw" \o "ieee80211_hw) \*hw, struct [device](https://www.kernel.org/doc/html/latest/driver-api/infrastructure.html" \l "c.device" \o "device) \*dev)

设置802.11硬件的设备

**参数**

struct ieee80211\_hw \*hw

设置设备的struct ieee80211\_hw

struct device \*dev

这个802.11设备的设备结构

#### **void** SET\_IEEE80211\_PERM\_ADDR(struct ieee80211\_hw \*hw, const u8 \*addr)

设置802.11硬件的永久MAC地址

**参数**

struct ieee80211\_hw \*hw

用于设置MAC地址的struct ieee80211\_hw

const u8 \*addr

要设置的地址

#### struct ieee80211\_ops

来自mac80211到驱动程序的回调

**定义**

struct ieee80211\_ops {

void (\*tx)(struct ieee80211\_hw \*hw,struct ieee80211\_tx\_control \*control, struct sk\_buff \*skb);

int (\*start)(struct ieee80211\_hw \*hw);

void (\*stop)(struct ieee80211\_hw \*hw);

#ifdef CONFIG\_PM;

int (\*suspend)(struct ieee80211\_hw \*hw, struct cfg80211\_wowlan \*wowlan);

int (\*resume)(struct ieee80211\_hw \*hw);

void (\*set\_wakeup)(struct ieee80211\_hw \*hw, bool enabled);

#endif;

int (\*add\_interface)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*change\_interface)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, enum nl80211\_iftype new\_type, bool p2p);

void (\*remove\_interface)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*config)(struct ieee80211\_hw \*hw, u32 changed);

void (\*bss\_info\_changed)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct ieee80211\_bss\_conf \*info, u32 changed);

int (\*start\_ap)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

void (\*stop\_ap)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

u64 (\*prepare\_multicast)(struct ieee80211\_hw \*hw, struct netdev\_hw\_addr\_list \*mc\_list);

void (\*configure\_filter)(struct ieee80211\_hw \*hw,unsigned int changed\_flags,unsigned int \*total\_flags, u64 multicast);

void (\*config\_iface\_filter)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,unsigned int filter\_flags, unsigned int changed\_flags);

int (\*set\_tim)(struct ieee80211\_hw \*hw, struct ieee80211\_sta \*sta, bool set);

int (\*set\_key)(struct ieee80211\_hw \*hw, enum set\_key\_cmd cmd,struct ieee80211\_vif \*vif, struct ieee80211\_sta \*sta, struct ieee80211\_key\_conf \*key);

void (\*update\_tkip\_key)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct ieee80211\_key\_conf \*conf,struct ieee80211\_sta \*sta, u32 iv32, u16 \*phase1key);

void (\*set\_rekey\_data)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct cfg80211\_gtk\_rekey\_data \*data);

void (\*set\_default\_unicast\_key)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, int idx);

int (\*hw\_scan)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, struct ieee80211\_scan\_request \*req);

void (\*cancel\_hw\_scan)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*sched\_scan\_start)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct cfg80211\_sched\_scan\_request \*req, struct ieee80211\_scan\_ies \*ies);

int (\*sched\_scan\_stop)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

void (\*sw\_scan\_start)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, const u8 \*mac\_addr);

void (\*sw\_scan\_complete)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*get\_stats)(struct ieee80211\_hw \*hw, struct ieee80211\_low\_level\_stats \*stats);

void (\*get\_key\_seq)(struct ieee80211\_hw \*hw,struct ieee80211\_key\_conf \*key, struct ieee80211\_key\_seq \*seq);

int (\*set\_frag\_threshold)(struct ieee80211\_hw \*hw, u32 value);

int (\*set\_rts\_threshold)(struct ieee80211\_hw \*hw, u32 value);

int (\*sta\_add)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, struct ieee80211\_sta \*sta);

int (\*sta\_remove)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, struct ieee80211\_sta \*sta);

#ifdef CONFIG\_MAC80211\_DEBUGFS;

void (\*sta\_add\_debugfs)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct ieee80211\_sta \*sta, struct dentry \*dir);

#endif;

void (\*sta\_notify)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, enum sta\_notify\_cmd, struct ieee80211\_sta \*sta);

int (\*sta\_state)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif,struct ieee80211\_sta \*sta,enum ieee80211\_sta\_state old\_state, enum ieee80211\_sta\_state new\_state);

void (\*sta\_pre\_rcu\_remove)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_sta \*sta);

void (\*sta\_rc\_update)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct ieee80211\_sta \*sta, u32 changed);

void (\*sta\_rate\_tbl\_update)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_sta \*sta);

void (\*sta\_statistics)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct ieee80211\_sta \*sta, struct station\_info \*sinfo);

int (\*conf\_tx)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, u16 ac, const struct ieee80211\_tx\_queue\_params \*params);

u64 (\*get\_tsf)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

void (\*set\_tsf)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, u64 tsf);

void (\*offset\_tsf)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, s64 offset);

void (\*reset\_tsf)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*tx\_last\_beacon)(struct ieee80211\_hw \*hw);

int (\*ampdu\_action)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_ampdu\_params \*params);

int (\*get\_survey)(struct ieee80211\_hw \*hw, int idx, struct survey\_info \*survey);

void (\*rfkill\_poll)(struct ieee80211\_hw \*hw);

void (\*set\_coverage\_class)(struct ieee80211\_hw \*hw, s16 coverage\_class);

#ifdef CONFIG\_NL80211\_TESTMODE;

int (\*testmode\_cmd)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, void \*data, int len);

int (\*testmode\_dump)(struct ieee80211\_hw \*hw, struct sk\_buff \*skb,struct netlink\_callback \*cb, void \*data, int len);

#endif;

void (\*flush)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, u32 queues, bool drop);

void (\*channel\_switch)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_channel\_switch \*ch\_switch);

int (\*set\_antenna)(struct ieee80211\_hw \*hw, u32 tx\_ant, u32 rx\_ant);

int (\*get\_antenna)(struct ieee80211\_hw \*hw, u32 \*tx\_ant, u32 \*rx\_ant);

int (\*remain\_on\_channel)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct ieee80211\_channel \*chan,int duration, enum ieee80211\_roc\_type type);

int (\*cancel\_remain\_on\_channel)(struct ieee80211\_hw \*hw);

int (\*set\_ringparam)(struct ieee80211\_hw \*hw, u32 tx, u32 rx);

void (\*get\_ringparam)(struct ieee80211\_hw \*hw, u32 \*tx, u32 \*tx\_max, u32 \*rx, u32 \*rx\_max);

bool (\*tx\_frames\_pending)(struct ieee80211\_hw \*hw);

int (\*set\_bitrate\_mask)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, const struct cfg80211\_bitrate\_mask \*mask);

void (\*event\_callback)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, const struct ieee80211\_event \*event);

void (\*allow\_buffered\_frames)(struct ieee80211\_hw \*hw,struct ieee80211\_sta \*sta,u16 tids, int num\_frames,enum ieee80211\_frame\_release\_type reason, bool more\_data);

void (\*release\_buffered\_frames)(struct ieee80211\_hw \*hw,struct ieee80211\_sta \*sta,u16 tids, int num\_frames,enum ieee80211\_frame\_release\_type reason, bool more\_data);

int (\*get\_et\_sset\_count)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, int sset);

void (\*get\_et\_stats)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ethtool\_stats \*stats, u64 \*data);

void (\*get\_et\_strings)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, u32 sset, u8 \*data);

void (\*mgd\_prepare\_tx)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, u16 duration);

void (\*mgd\_protect\_tdls\_discover)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*add\_chanctx)(struct ieee80211\_hw \*hw, struct ieee80211\_chanctx\_conf \*ctx);

void (\*remove\_chanctx)(struct ieee80211\_hw \*hw, struct ieee80211\_chanctx\_conf \*ctx);

void (\*change\_chanctx)(struct ieee80211\_hw \*hw,struct ieee80211\_chanctx\_conf \*ctx, u32 changed);

int (\*assign\_vif\_chanctx)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_chanctx\_conf \*ctx);

void (\*unassign\_vif\_chanctx)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_chanctx\_conf \*ctx);

int (\*switch\_vif\_chanctx)(struct ieee80211\_hw \*hw,struct ieee80211\_vif\_chanctx\_switch \*vifs,int n\_vifs, enum ieee80211\_chanctx\_switch\_mode mode);

void (\*reconfig\_complete)(struct ieee80211\_hw \*hw, enum ieee80211\_reconfig\_type reconfig\_type);

#if IS\_ENABLED(CONFIG\_IPV6);

void (\*ipv6\_addr\_change)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct inet6\_dev \*idev);

#endif;

void (\*channel\_switch\_beacon)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct cfg80211\_chan\_def \*chandef);

int (\*pre\_channel\_switch)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_channel\_switch \*ch\_switch);

int (\*post\_channel\_switch)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*join\_ibss)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

void (\*leave\_ibss)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

u32 (\*get\_expected\_throughput)(struct ieee80211\_hw \*hw, struct ieee80211\_sta \*sta);

int (\*get\_txpower)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif, int \*dbm);

int (\*tdls\_channel\_switch)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif,struct ieee80211\_sta \*sta, u8 oper\_class,struct cfg80211\_chan\_def \*chandef, struct sk\_buff \*tmpl\_skb, u32 ch\_sw\_tm\_ie);

void (\*tdls\_cancel\_channel\_switch)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_sta \*sta);

void (\*tdls\_recv\_channel\_switch)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct ieee80211\_tdls\_ch\_sw\_params \*params);

void (\*wake\_tx\_queue)(struct ieee80211\_hw \*hw, struct ieee80211\_txq \*txq);

void (\*sync\_rx\_queues)(struct ieee80211\_hw \*hw);

int (\*start\_nan)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct cfg80211\_nan\_conf \*conf);

int (\*stop\_nan)(struct ieee80211\_hw \*hw, struct ieee80211\_vif \*vif);

int (\*nan\_change\_conf)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, struct cfg80211\_nan\_conf \*conf, u32 changes);

int (\*add\_nan\_func)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, const struct cfg80211\_nan\_func \*nan\_func);

void (\*del\_nan\_func)(struct ieee80211\_hw \*hw,struct ieee80211\_vif \*vif, u8 instance\_id);

};

**成员**

tx

处理器，802.11 模块在每个已传输帧时调用该处理器。skb 包含从 IEEE 802.11 头开始的缓冲区。底层驱动程序应该根据 TX 控制数据中的配置发送帧。此处理器最好永远不会失败并适当停止队列。必须是原子操作。

start

在启用连接到硬件的第一个 netdevice 之前调用。这应该打开硬件并必须打开帧接收（可能已启用监视器界面）。返回负错误代码，这些可能在用户空间中看到，或者为零。当设备启动时，它不应该有 MAC 地址，以避免在添加非监视器设备之前确认帧。必须实现并且可以睡眠。

stop

在停用连接到硬件的最后一个 netdevice 后调用。这应该关闭硬件（至少必须关闭帧接收）。可能在添加接口拒绝接口后立即调用。如果您在 mac80211 工作队列中添加了任何工作，您应该确保在回调上取消它。必须实现并且可以睡眠。

suspend

挂起设备；mac80211 本身将静止前后操作并停止传输和执行任何其他配置，然后要求设备挂起。仅在配置了 WoWLAN 时才调用此函数，否则设备将完全被取消配置，并在恢复时重新配置。驱动程序还可以施加一些特殊条件，以在其想要使用“正常”暂停（取消配置）下使用 WoWLAN，例如如果它仅在设备关联时支持 WoWLAN。在这种情况下，它必须从此函数返回 1。

resume

如果配置了 WoWLAN，则表示 mac80211 现在正在恢复其操作，之后设备必须再次完全正常运行。如果返回错误，则唯一的出路是还注销设备。如果返回 1，则 mac80211 也会在恢复上进行定期的完全重新启动。

set\_wakeup

在修改WoWLAN配置时启用或禁用唤醒。原因是当配置发生变化时，应调用device\_set\_wakeup\_enable()，而不仅仅在挂起时调用。

add\_interface

当附加到硬件的netdevice被启用时调用。因为对于监视模式设备，不会调用它，所以必须实现start和stop。驱动程序在启用设备之前应执行任何必要的初始化。接口的初始配置以conf参数的形式给出。通过返回负错误代码（将在用户空间中看到）拒绝添加接口。必须实现，并且可能会睡眠。

change\_interface

当Netdevice更改类型时调用。此回调函数是可选的，但仅在支持此回调函数时才能在接口UP时切换接口类型。回调可能会睡眠。请注意，在接口被切换时，它将无法被接口迭代回调找到。

remove\_interface

通知驱动程序接口正在关闭。如果是最后一个接口且不存在监视接口，则调用stop回调。当所有接口都被删除时，必须清除硬件中的MAC地址，以便设备不再确认数据包，但是conf结构的mac\_addr成员设置为即将离开的设备的MAC地址。因此，必须实现此回调函数。它可以睡眠。

config

用于配置请求的处理程序。IEEE 802.11代码调用此函数以更改硬件配置，例如通道。此函数不应失败，但如果它失败，则返回负错误代码。回调可能会睡眠。

bss\_info\_changed

处理与BSS参数相关的配置请求，这些参数可能会在BSS的生命周期中变化，并可能影响低级驱动程序（例如，关联/分离状态、erp参数）。除非用于关联通知，否则不应使用此函数，如果没有设置BSS。当进行调用时，changed参数指示已更改bss参数中的哪个，回调函数可能会睡眠。

start\_ap

在设置bss\_conf中的所有信息并可以检索到beacon之后，在AP接口上启动操作。在调用此函数之前绑定频道上下文。请注意，如果驱动程序使用软件扫描或ROC，则在AP仅为扫描/ROC而“暂停”时（通过禁用/启用信标来指示），不会调用此函数（和stop\_ap）。

stop\_ap

停止AP接口上的操作。

prepare\_multicast

为多播过滤器配置做准备。此回调函数是可选的，并且其返回由configure\_filter()传递。此回调必须是原子的。

configure\_filter

配置设备的RX过滤器。有关更多信息，请参见“Frame filtering”部分。此回调必须得到实现，并且可以睡眠。

config\_iface\_filter

配置接口的RX过滤器。此回调是可选的，并用于配置应将哪些帧传递给mac80211。filter\_flags是FIF\_\*标志的组合。changed\_flags是一个位掩码，用于指示哪些标志已更改。此回调可以睡眠。

set\_tim

设置TIM位。当必须为给定STA设置或清除TIM位时，mac80211调用此函数。必须是原子的。

set\_key

请参见“Hardware crypto acceleration”部分。仅在add\_interface和remove\_interface之间调用此回调函数，即在启用给定虚拟接口时。如果无法添加密钥，则返回负错误代码。回调可能会睡眠。

update\_tkip\_key

请参见“Hardware crypto acceleration”部分。此回调将在Rx的上下文中被调用。对于设置IEEE80211\_KEY\_FLAG\_TKIP\_REQ\_RX\_P1\_KEY的驱动程序进行调用。此回调必须是原子的。

set\_rekey\_data

如果设备支持GTK重新加密，例如当主机处于挂起状态时，它可以分配此回调以检索执行GTK重新加密所需的数据，这是KEK、KCK和重播计数器。完成重新加密后，它应在恢复期间（例如）通过ieee80211\_gtk\_rekey\_notify()通知用户空间新的重播计数器。

set\_default\_unicast\_key

设置默认（单播）密钥索引，对WEP很有用，当设备自主发送数据包时，例如用于ARP卸载。索引可以是0-3，或者是-1表示取消设置它。

hw\_scan

请求硬件服务扫描请求，无需在堆栈中启动扫描状态机。扫描必须遵守Wiphy在注册波段中所做的频道配置。硬件（或驱动程序）需要确保已禁用电源保存。mac80211将req ie/ie\_len成员重写为在SSID之后包含整个IE的内容，因此驱动程序无需完全查看这些内容，只需在SSID之后发送它们--mac80211包括（扩展）受支持的速率和HT信息（如果适用）。当扫描完成时，必须调用ieee80211\_scan\_completed()。请注意，除非此回调返回负错误代码，否则必须在任何错误情况下调用它，以便扫描无法完成。此回调还允许返回特殊的返回1，这表示现在不需要进行硬件扫描，而应进行软件扫描。希望使用此能力的驱动程序必须确保其（硬件）扫描功能不被广告为比mac80211的软件扫描更具能力。回调可能会睡眠。

cancel\_hw\_scan

请求低级 tp 取消活跃的硬件扫描。驱动程序应该请求硬件取消扫描（如果可能），但是扫描只有在驱动程序调用 ieee80211\_scan\_completed()后才会完成。这个回调函数是为了 wowlan 的使用，以防止在低级驱动程序已经挂起之后，再次将新的扫描工作排队。这个回调函数可以进行睡眠。

sched\_scan\_start

请求硬件以特定间隔重复开始扫描。每当驱动程序找到结果时，必须调用 ieee80211\_sched\_scan\_results() 函数。这个过程将继续执行，直到调用 sched\_scan\_stop 停止。

sched\_scan\_stop

告诉硬件停止正在进行的定期扫描。在这种情况下，不能调用 ieee80211\_sched\_scan\_stopped()。

sw\_scan\_start

在软件扫描开始之前调用的通知函数。如果驱动程序不需要这个通知，则可以为 NULL。mac\_addr 参数允许支持 NL80211\_SCAN\_FLAG\_RANDOM\_ADDR，如果驱动程序可以使用这个参数，则可以设置 NL80211\_FEATURE\_SCAN\_RANDOM\_MAC\_ADDR 标志。这个回调函数可以进行睡眠。

sw\_scan\_complete

在软件扫描完成后调用的通知函数。如果驱动程序不需要这个通知，则可以为 NULL。这个回调函数可以进行睡眠。

get\_stats

返回低级统计信息。如果有统计信息，则返回零。这个回调函数可以进行睡眠。

get\_key\_seq

如果您的设备在硬件中实现加密并进行 IV/PN 分配，则应提供此回调函数以从硬件中读取给定密钥的 IV/PN。这个回调函数必须是原子的。

set\_frag\_threshold

配置分片阈值。如果设备自己进行分片，则分配它。请注意，为了防止堆栈进行分片，应设置 IEEE80211\_HW\_SUPPORTS\_TX\_FRAG。这个回调函数可以进行睡眠。

set\_rts\_threshold

配置 RTS 阈值（如果设备需要）。这个回调函数可以进行睡眠。

sta\_add

通知低级驱动程序有一个已关联的 station、AP、IBSS/WDS/mesh peer 等的添加。这个回调函数可以进行睡眠。

sta\_remove

通知低级驱动程序有一个已关联的 station、AP、IBSS/WDS/mesh peer 等的移除。请注意，在回调函数返回之后，即使是 RCU 保护的指针也不能安全使用；在返回此处和释放站点之间没有 RCU 宽限期。如果需要，可以查看 sta\_pre\_rcu\_remove。这个回调函数可以进行睡眠。

sta\_add\_debugfs

驱动程序可以使用这个回调函数在将一个站点添加到 mac80211 的站点列表时添加 debugfs 文件。这个回调函数应该在 CONFIG\_MAC80211\_DEBUGFS 条件中。这个回调函数可以进行睡眠。

sta\_notify

通知低级驱动程序一个关联站点、AP、IBSS/WDS/mesh peer 等的电源状态转换。对于以 AP 模式操作的 VIF，当设置 IEEE80211\_HW\_AP\_LINK\_PS 标志时，将不会调用此回调函数。必须是原子的。

sta\_state

通知低级驱动程序一个站点（可以是 AP、客户端、IBSS/WDS/mesh peer 等）的状态转换。这个回调函数与 sta\_add/sta\_remove 互斥。它不能对下降转换失败，但可能对状态列表上升的转换失败。还要注意，在回调函数返回之后，即使是 RCU 保护的指针也不能安全使用 - 在返回此处和释放站点之间没有 RCU 宽限期。如果需要，可以查看 sta\_pre\_rcu\_remove。这个回调函数可以进行睡眠。

sta\_pre\_rcu\_remove

在 RCU 同步之前通知驱动程序有站点移除。如果驱动程序需要使用 RCU 保护站点指针，则可以使用此调用清除指针，而不是等待在 sta\_state 中等待 RCU 宽限期过去。这个回调函数可以进行睡眠。

sta\_rc\_update

通知驱动程序正在使用哪些速率向站点进行传输的变化。变化的广告位来自枚举 ieee80211\_rate\_control\_changed，数值反映在数据站点中。如果驱动程序使用硬件速率控制 (IEEE80211\_HW\_HAS\_RATE\_CONTROL)，则应该仅使用这个回调函数，否则速率控制算法直接通知。必须是原子的。

sta\_rate\_tbl\_update

通知驱动程序速率表已经更改。仅当配置的速率控制算法实际使用新的速率表 API 时才使用此函数，因此是可选的。必须是原子的。

sta\_statistics

获取此站点的统计信息。例如，在信标过滤中，mac80211 保持的统计信息可能不准确，因此让驱动程序填充统计信息。驱动程序可以填充大部分值（通过设置填充位图表示），但并非所有值都是有意义的-请查看源代码中哪些值是可能的。驱动程序不填充的统计信息将由 mac80211 填充。这个回调函数可以进行睡眠。

conf\_tx

为硬件 TX 队列配置 TX 队列参数（EDCF（aifs、cw\_min、cw\_max）、bursting）。失败返回负错误代码。这个回调函数可以进行睡眠。

get\_tsf

从固件/硬件获取当前 TSF 计时器值。目前，这仅用于 IBSS 模式 BSSID 合并和调试。不是必需的函数。这个回调函数可以进行睡眠。

set\_tsf

将TSF计时器设置为固件/硬件中指定的值。目前，这只用于IBSS模式调试。不是一个必需的功能。回调函数可以休眠。

offset\_tsf

将TSF计时器偏移指定值在固件/硬件中。优选set\_tsf，因为它避免了调用set\_tsf()和硬件编程之间的延迟，这将显示为TSF延迟。不是一个必需的功能。回调函数可以休眠。

reset\_tsf

复位TSF计时器，并允许固件/硬件与IBSS中的其他STA同步。这仅用于IBSS模式。如果固件/硬件完全负责TSF同步，则此函数是可选的。回调函数可以休眠。

tx\_last\_beacon

确定上一个IBSS信标是否是我们发送的。这仅针对IBSS模式，并且此函数的结果用于确定是否回复探测请求。如果设备发送了上一次信标，则返回非零值。回调函数可以休眠。

ampdu\_action

执行某个A-MPDU操作。RA / TID组合确定我们希望执行ampdu操作的目的地和TID。操作定义为ieee80211\_ampdu\_mlme\_action。当操作设置为IEEE80211\_AMPDU\_TX\_OPERATIONAL时，驱动程序既不能发送包含超过buf\_size个子帧的聚合，也不能以超过缓冲区大小的方式发送聚合以导致丢失的帧超过缓冲区大小。如果仅限制聚合大小，则可以使用buf\_size为8：

TX：1.....7

RX：2....7（丢失帧＃1）

TX：8..1...

这是无效的，因为＃1现在重新传输，远远超过了8的缓冲区大小。重新传输＃1的正确方法是：

TX：1或

TX：18或

TX：81

即使是189也是错误的，因为1可能再次丢失。

发生故障时返回负错误代码。如果会话可以立即开始，则驱动程序可以返回IEEE80211\_AMPDU\_TX\_START的IEEE80211\_AMPDU\_TX\_START\_IMMEDIATE。

get\_survey

返回每个信道的调查信息

rfkill\_poll

轮询rfkill硬件状态。如果需要此项，您还需要在注册之前将wiphy->rfkill\_poll设置为true，并需要在回调中调用wiphy\_rfkill\_set\_hw\_state()。回调函数可以休眠。

set\_coverage\_class

根据IEEE 802.11-2007第17.3.8.6节设置给定覆盖类别的时隙时间，并相应地修改ACK超时；覆盖类别等于-1以启用ACK超时估计算法（dynack）。要禁用dynack，请为覆盖类设置有效值。此回调不是必需的，可以睡眠。

testmode\_cmd

实现cfg80211测试模式命令。传递的vif可能为NULL。回调函数可以休眠。

testmode\_dump

实现cfg80211测试模式转储。回调函数可以休眠。

flush

从硬件队列中刷新所有挂起的帧，确保硬件队列为空。队列参数是要刷新的队列位图，如果不同的虚拟接口使用不同的硬件队列，则这很有用；它也可能指示所有队列。如果参数drop设置为true，则可以丢弃挂起的帧。注意，vif可以为NULL。回调函数可以休眠。

channel\_switch

需要（或希望）从AP接收到的CSA的频道切换操作的驱动程序可以实现此回调。然后，它们必须调用ieee80211\_chswitch\_done()以指示频道切换的完成。

set\_antenna

在设备上设置天线配置（tx\_ant，rx\_ant）。参数是用于TX / RX的允许天线的位图。驱动程序可能通过返回-EINVAL拒绝它们无法支持的TX / RX掩码组合（也请参见nl80211.h NL80211\_ATTR\_WIPHY\_ANTENNA\_TX）。

get\_antenna

从设备获取当前天线配置（tx\_ant，rx\_ant）。

remain\_on\_channel

在给定信道上启动离线通道周期，必须在该信道上回调到ieee80211\_ready\_on\_channel()。请注意，正常信道流量不会停止，因为这是针对硬件卸载的。在离线信道上传输的帧会像往常一样传输，除了IEEE80211\_TX\_CTL\_TX\_OFFCHAN标志。当持续时间（将始终为非零值）到期时，驱动程序必须调用ieee80211\_remain\_on\_channel\_expired()。请注意，此回调可能在设备处于IDLE状态时调用，并且必须在此情况下接受。此回调可以休眠。

cancel\_remain\_on\_channel

请求在到期之前中止正在进行的离线通道周期。此回调可以休眠。

set\_ringparam

设置tx和rx环大小。

get\_ringparam

获取tx和rx环的当前和最大大小。

tx\_frames\_pending

在进入省电模式之前，检查硬件队列中是否有任何挂起的帧。

set\_bitrate\_mask

设置用于传输帧时进行速率控制选择的速率掩码。目前仅处理传统速率。回调函数可以休眠。

event\_callback

通知驱动程序mac80211中的任何事件。参见enum ieee80211\_event\_type以获取不同类型。回调必须是原子的。

allow\_buffered\_frames

准备设备，使得给定数量的帧可以发送到给定站点。在这个调用之后，mac80211会通过通常的TX路径发送这些帧。释放的帧的TX信息还将设置IEEE80211\_TX\_CTL\_NO\_PS\_BUFFER标志，并且最后一帧还将设置IEEE80211\_TX\_STATUS\_EOSP。如果释放来自多个TID的帧，并且驱动程序可能在TID之间重新排序它们，它必须在最后一帧上设置IEEE80211\_TX\_STATUS\_EOSP标志，清除所有其他帧上的该标志，并正确处理QoS头中的EOSP位。或者，它也可以调用ieee80211\_sta\_eosp()函数。tids参数是一个位图，告诉驱动程序帧将位于哪些TID上；它最多只有两个位设定。此回调必须是原子性的。

release\_buffered\_frames

根据给定的参数释放缓冲帧。在驱动程序为睡眠站点缓冲某些帧的情况下，mac80211将使用此回调通知驱动程序释放某些帧，无论是用于PS-poll还是uAPSD。请注意，如果more\_data参数为false，则驱动程序必须检查给定TID上是否有更多帧，如果有多个帧被释放，则仍必须在帧中设置more-data位。如果more\_data参数为true，则当然必须总是设置more-data位。tids参数告诉驱动程序从哪些TID中释放帧，对于PS-poll，它将始终只有一个位设置。如果这被用于PS-poll启动的释放，则num\_frames参数将始终为1，因此代码可共用。在这种情况下，驱动程序还必须在TX状态上设置IEEE80211\_TX\_STATUS\_EOSP标志（并且必须报告TX状态），以便正确结束PS-poll周期。这用于避免为重试的PS-poll帧发送多个响应。如果这是用于uAPSD，则num\_frames参数可能大于一，但驱动程序可以发送较少的帧（但必须发送至少一个）。在这种情况下，它还负责在帧的QoS头中设置EOSP标志。另外，当服务期结束时，驱动程序必须在SP中的最后一帧上设置IEEE80211\_TX\_STATUS\_EOSP。或者，它可以调用函数ieee80211\_sta\_eosp()通知mac80211 SP的结束。此回调必须是原子性的。

get\_et\_sset\_count

Ethtool API以获取字符串集计数。

get\_et\_stats

Ethtool API以获取一组u64统计信息。

get\_et\_strings

Ethtool API以获取一组字符串说明统计信息以及可能支持的其他类型的ethtool数据集。

mgd\_prepare\_tx

在关联之前为传输关联管理帧做准备。在多通道场景中，虚拟接口在关联之前绑定到频道，但由于它尚未关联，因此不必必要地给予空间，尤其是因为任何向P2P GO的传输都需要针对GO的电源保存状态进行同步。mac80211将在成功关联之前调用此函数，以允许驱动程序为传输给出频道时间、获得响应并能够与GO同步。对于设置IEEE80211\_HW\_DEAUTH\_NEED\_MGD\_TX\_PREP的驱动程序，当没有从AP/P2P GO收到信标时，mac80211也会在传输解关帧之前调用该函数。每次传输之前都会调用回调函数，并在返回后立即传输帧。附加信息传递在struct ieee80211\_prep\_tx\_info数据中。如果持续时间大于零，则mac80211提示驱动程序所请求的操作的持续时间。回调是可选的，可以（应该！）休眠。

mgd\_protect\_tdls\_discover

保护TDLS发现会话。在发送TDLS发现请求后，我们期望一个回复在AP的信道上到达。我们必须留在信道上（无PSM、扫描等），因为TDLS设置响应是一个直接的包，不会被AP缓冲。mac80211将在传输TDLS发现请求之前调用此函数。保护期建议至少为2 \*（DTIM周期）。回调是可选的，可以休眠。

add\_chanctx

通知设备驱动程序有新的频道上下文创建。此回调可以休眠。

remove\_chanctx

通知设备驱动程序有频道上下文被销毁。此回调可以休眠。

change\_chanctx

通知设备驱动程序在将不同的虚拟接口与不同设置组合到同一频道上下文时可能发生的频道上下文更改。此回调可以休眠。

assign\_vif\_chanctx

通知设备驱动程序已将信道上下文绑定到虚拟接口。可能使用的方法是进行硬件队列重映射。此回调函数可能会休眠。

unassign\_vif\_chanctx

通知设备驱动程序已将信道上下文与虚拟接口解除绑定。此回调函数可能会休眠。

switch\_vif\_chanctx

将一定数量的虚拟接口从一个信道上下文切换到另一个信道上下文，如 ieee80211\_vif\_chanctx\_switch 列表所指定的那样，根据 ieee80211\_chanctx\_switch\_mode 中定义的模式。此回调函数可能会休眠。

reconfig\_complete

在调用 ieee80211\_restart\_hw() 并在恢复时调用，当重新配置完成时调用。这可以帮助驱动程序实现重新配置步骤（并指示 mac80211 准备好接收帧）。此回调函数可能会休眠。

ipv6\_addr\_change

给定接口上的 IPv6 地址分配已更改。目前，仅为托管或 P2P 客户端接口调用此函数。此回调函数是可选的，不得睡眠。

channel\_switch\_beacon

开始切换到新信道。在调用此函数之前，修改信标以包括 CSA 或 ECSA IE。这些 IE 中的相应计数字段必须递减，当它们达到 1 时，驱动程序必须调用 ieee80211\_csa\_finish()。使用 ieee80211\_beacon\_get() 的驱动程序会使 mac80211 递减 csa 计数器，但必须在信标传输后检查是否为 1，然后调用 ieee80211\_csa\_finish()。如果 CSA 计数从零或 1 开始，则不会调用此函数，因为在切换之前不会有任何时间来发出信标。

pre\_channel\_switch

这是一个可选的回调函数，在开始信道切换过程之前调用（即当 STA 获取 CSA 或用户空间启动的信道切换时），允许驱动程序准备信道切换。

post\_channel\_switch

这是一个可选的回调函数，在信道切换过程完成后调用，允许驱动程序返回到正常配置。

join\_ibss

加入 IBSS（在 IBSS 接口上）；在设置了 bss\_conf 中的所有信息并可以检索到信标后调用此函数。在调用此函数之前，将绑定一个信道上下文。

leave\_ibss

再次离开 IBSS。

get\_expected\_throughput

提取到指定站点的预期吞吐量。返回以 Kbps 表示。如果 RC 算法没有适当的数据提供，则返回 0。

get\_txpower

获取基于配置和硬件限制的当前最大传输功率（以 dBm 为单位）。

tdls\_channel\_switch

与 TDLS 对等体一起启动信道切换。驱动程序负责不断启动信道切换操作并返回到基础信道以与 AP 通信。在调用中，驱动程序接收到信道切换请求模板和模板中切换定时 IE 的位置。该模板仅在调用内有效，驱动程序可以选择复制 skb 以进行进一步重用。

tdls\_cancel\_channel\_switch

停止与 TDLS 对等体的信道切换。通话完成时，两个对等体必须在基本信道上。

tdls\_recv\_channel\_switch

从远程对等体接收到与 TDLS 信道切换相关的帧（请求或响应）。驱动程序获取从传入帧解析出的参数，并可以使用它们来继续进行正在进行的信道切换操作。此外，还提供了信道切换响应模板，以及模板中切换定时 IE 的位置。skb 只能在函数调用中使用。

wake\_tx\_queue

当新数据包添加到队列时调用。

sync\_rx\_queues

处理 RSS 队列中的所有挂起帧。在这种情况下，需要同步，因为驱动程序在其 RSS 队列中具有等待接收的帧，这些帧在当前接受控制路径操作（例如去关联）之前已经接收，但尚未处理。

start\_nan

加入现有的 NAN 簇或创建一个新簇。

stop\_nan

离开 NAN 簇。

nan\_change\_conf

更改 NAN 配置。cfg80211\_nan\_conf 中的数据包含完整的新配置，并且更改指定哪些参数与上一个 NAN 配置不同。驱动程序既获取完整配置又获取自上次 NAN 配置以来更改的参数，因为某些设备可能需要完整配置，而其他设备仅需要更改的参数。

add\_nan\_func

添加 NAN 功能。成功返回 0。cfg80211\_nan\_func 中的数据不能在此调用的范围之外引用。

del\_nan\_func

删除 NAN 功能。驱动程序必须在移除时使用 NL80211\_NAN\_FUNC\_TERM\_REASON\_USER\_REQUEST 原因代码调用 ieee80211\_nan\_func\_terminated()。

**说明**

此结构包含驱动程序可能处理或必须处理的各种回调，例如将硬件配置到新信道或传输帧。

#### struct [ieee80211\_hw](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211.html" \l "c.ieee80211_hw" \o "ieee80211_hw) \*ieee80211\_alloc\_hw(size\_t priv\_data\_len, const struct [ieee80211\_ops](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211.html" \l "c.ieee80211_ops" \o "ieee80211_ops) \*ops)

分配新的硬件设备

**参数**

size\_t priv\_data\_len

私人数据长度

const struct ieee80211\_ops \*ops

此设备的回调

**说明**

每个硬件设备必须调用一次。返回的指针必须用于引用此设备在调用其他函数时。mac80211 为驱动程序分配一个由 struct ieee80211\_hw 中的 priv 指向的私有数据区域，该区域的大小由 priv\_data\_len 给出。

**返回**

新的硬件设备指针，或者在出现错误时返回NULL。

#### int ieee80211\_register\_hw（struct ieee80211\_hw \*hw）

注册硬件设备

**参数**

struct ieee80211\_hw \*hw

由ieee80211\_alloc\_hw（）返回的要注册的设备。

**说明**

在mac80211中调用所有其他函数之前必须调用此函数。请注意，在硬件可以注册之前，您需要填充包含的wiphy信息。

**返回**

成功返回0。否则为错误代码。

#### void ieee80211\_unregister\_hw(struct ieee80211\_hw \*hw)

取消注册硬件设备

**参数**

struct ieee80211\_hw \*hw

要取消注册的硬件

**说明**

此函数指示mac80211释放已分配的资源并取消注册网络子系统中的netdevice。

#### void ieee80211\_free\_hw (struct ieee80211\_hw \*hw)

释放硬件说明符

**参数**

struct ieee80211\_hw \*hw

要释放的硬件

**说明**

此函数释放已分配的所有内容，包括驱动程序的私有数据。在调用此函数之前，必须调用ieee80211\_unregister\_hw（）。

### 物理层配置

待定

此章节应说明PHY处理，包括启动/停止回调和使用的各种结构。

#### struct ieee80211\_conf

设备配置

**定义**

struct ieee80211\_conf {

u32 flags;

int power\_level, dynamic\_ps\_timeout;

u16 listen\_interval;

u8 ps\_dtim\_period;

u8 long\_frame\_max\_tx\_count, short\_frame\_max\_tx\_count;

struct cfg80211\_chan\_def chandef;

bool radar\_enabled;

enum ieee80211\_smps\_mode smps\_mode;

};

**成员**

flags

上述配置标志

power\_level

所请求的发送功率（以dBm为单位），仅向后兼容值，设置为所有接口的最小值

dynamic\_ps\_timeout

动态省电超时（以毫秒为单位），请参见下面的省电文档。只有在设置了CONF\_PS标志时，此变量才有效。

listen\_interval

以信标间隔单位的监听时间间隔

ps\_dtim\_period

我们所连接的AP的DTIM周期，用于省电。只有在收到信标并知道DTIM周期之后才会启用省电。

long\_frame\_max\_tx\_count

“长”帧（未受RTS保护的帧）的最大传输次数（称为“dot11LongRetryLimit”的802.11），但实际上是传输次数而不是重试次数

short\_frame\_max\_tx\_count

“短”帧的最大传输次数，称为802.11中的“dot11ShortRetryLimit”，但实际上是传输次数而不是重试次数

chandef

要调谐的信道定义

radar\_enabled

是否启用雷达检测

smps\_mode

空间多路复用省电模式；请注意，当设备未配置HT通道时，使用IEEE80211\_SMPS\_STATIC。请注意，仅当不使用信道上下文时，此选项才有效，否则每个信道上下文都有列出的链的数量。

**说明**

此结构指示驱动程序应如何配置硬件。

#### enum ieee80211\_conf\_flags

配置标志

**常量**

IEEE80211\_CONF\_MONITOR

存在监视器接口-使用此来确定例如是否为数据包计算时间戳，而不是使用过滤器标志！

IEEE80211\_CONF\_PS

在管理模式下启用802.11省电模式。这是IEEE 802.11-2007第11.2节定义的省电模式，这意味着硬件仍会唤醒以接收信标，能够发送帧并接收可能的确认帧。不要与硬件特定的唤醒/睡眠状态混淆，驱动程序负责该任务。有关详细信息，请参见“Powersave support”部分。

IEEE80211\_CONF\_IDLE

设备正在运行，但处于空闲状态；如果设置了标志，则驱动程序应准备好处理配置请求，但可以尽可能地关闭设备。通常，当接口设置为UP但未关联或扫描时，将设置此标志，但在激活监视器接口时也可以取消设置此标志。

IEEE80211\_CONF\_OFFCHANNEL

设备当前未处于其主操作信道上。

**说明**

用于定义PHY配置选项的标志

### 虚拟接口

待定

此章节应说明驱动程序相关的虚拟接口基础知识（VLAN、MGMT等不涉及）。它应解释如何使用add\_iface / remove\_iface回调以及接口配置回调。

与AP模式相关的事项应在此处进行讨论。

涉及支持多个接口的事项应放在相应章节中，但应在此处放置一个大大的注意事项，并建议首先在STA模式下仅允许单个接口！

#### struct ieee80211\_vif

每个接口的数据

**定义**

struct ieee80211\_vif {

enum nl80211\_iftype type;

struct ieee80211\_bss\_conf bss\_conf;

u8 addr[ETH\_ALEN] ;

bool p2p;

bool csa\_active;

bool mu\_mimo\_owner;

u8 cab\_queue;

u8 hw\_queue[IEEE80211\_NUM\_ACS];

struct ieee80211\_txq \*txq;

struct ieee80211\_chanctx\_conf \_\_rcu \*chanctx\_conf;

u32 driver\_flags;

#ifdef CONFIG\_MAC80211\_DEBUGFS;

struct dentry \*debugfs\_dir;

#endif;

unsigned int probe\_req\_reg;

u8 drv\_priv[0] ;

};

**成员**

type

此虚拟接口的类型

bss\_conf

此接口的BSS配置，我们自己的或我们关联的BSS

addr

此接口的地址

p2p

指示此AP或STA接口是否为点对点接口，即GO或p2p-sta

csa\_active

标记是否正在进行信道切换。它在内部被sdata\_lock和local->mtx写保护，因此持有其中任何一个也可以对其进行读取访问。

mu\_mimo\_owner

表示接口拥有MU-MIMO能力。

cab\_queue

后信标（DTIM信标）队列，仅适用于AP模式。

hw\_queue

每个AC的硬件队列。

txq

多播数据TX队列（如果驱动程序使用TXQ抽象）。

chanctx\_conf

分配给此接口的信道上下文，或者在未分配时为NULL。由于TX路径需要访问它，因此此指针受RCU保护；即使当它为NULL时，netdev carrier始终关闭，仍然可能存在竞争，并且数据包在它切换回NULL后仍然可能被处理。

driver\_flags

驱动程序为此接口拥有的标志/功能，在添加接口时需要设置（或清除），或者在运行时更改接口类型（如果驱动程序支持），mac80211永远不会触摸此字段。

debugfs\_dir

debugfs目录条目，驱动程序可以使用它来创建自己的每个接口调试文件。请注意，对于虚拟监视器接口（如果请求），它将为NULL。

probe\_req\_reg

探测请求应报告给此接口的mac80211。

drv\_priv

驱动程序使用的数据区域，将始终对齐sizeof(void \*)。

**说明**

此结构中的数据在虚拟接口的生命周期中始终存在供驱动程序使用。

### 接收和发送处理

#### 该怎么办

待定

应说明mac80211 /驱动程序中的接收和发送路径以及传输状态处理。

#### 帧格式

通常情况下，在mac80211和驱动程序之间传递帧时，它们以IEEE 802.11头开始，并包括通过空气发送的相同八位字节，除了FCS应由硬件计算。

然而，对于高级功能，有各种例外情况：

第一个例外是硬件加密和解密卸载，其中IV / ICV可能在硬件中生成或不生成。

其次，当硬件处理分段时，从mac80211传递到驱动程序的帧是MSDU而不是MPDU。

#### 数据包对齐

驱动程序始终需要将数据包对齐到两个字节边界。此外，如果可能，应以一种保证所包含的IP头对齐到四个字节边界的方式对齐有效载荷数据。对于常规帧而言，这仅意味着将有效载荷对齐到四个字节边界（因为IP头直接包含其中，或者在其前面包含有长度可被四整除的IV / RFC1042头）。如果有效载荷数据未正确对齐且架构不支持高效的非对齐操作，则mac80211将对齐数据。

然而，在A-MSDU帧中，有效载荷数据地址必须产生二模四，因为A-MSDU帧内有14个字节的802.3头，将IP头进一步后移至四的倍数。值得庆幸的是，这次规格足够明智，要求将每个A-MSDU子帧填充到长度为四的倍数。

不支持像Atheros硬件添加的填充位于802.11头和有效载荷之间，这种情况下驱动程序需要将802.11头移动到有效载荷直接前面。

#### 从中断调用mac80211

只有ieee80211\_tx\_status\_irqsafe（）和ieee80211\_rx\_irqsafe（）可以在硬件中断上下文中调用。低级驱动程序不能在硬件中断上下文中调用任何其他函数。如果确实需要这样的调用，则低级驱动程序应首先ACK中断，然后执行IEEE 802.11代码调用，例如从计划的工作队列甚至是tasklet函数。

注意：如果驱动程序选择使用\_irqsafe（）函数，则可能不使用非IRQ-safe函数！

#### 函数/定义

**struct ieee80211\_rx\_status**

接收状态

1）定义

struct ieee80211\_rx\_status {

u64 mactime;

u64 boottime\_ns;

u32 device\_timestamp;

u32 ampdu\_reference;

u32 flag;

u16 freq;

u8 enc\_flags;

u8 encoding:2, bw:3, he\_ru:3;

u8 he\_gi:2, he\_dcm:1;

u8 rate\_idx;

u8 nss;

u8 rx\_flags;

u8 band;

u8 antenna;

s8 signal;

u8 chains;

s8 chain\_signal[IEEE80211\_MAX\_CHAINS];

u8 ampdu\_delimiter\_crc;

};

2）成员

mactime

第一个数据符号（MPDU）到达硬件时64位时间同步功能（TSF）计时器的微秒值。

boottime\_ns

该帧接收的CLOCK\_BOOTTIME时间戳，这仅适用于更新扫描缓存的信标和探测响应。

device\_timestamp

设备的任意时间戳，mac80211不使用它，但可以存储它并将其传递回驱动程序以进行同步。

ampdu\_reference

A-MPDU参考号，每个A-MPDU必须具有不同的值，但是在一个A-MPDU内的每个子帧必须相同。

flag

RX\_FLAG\_\*（接收标志）

freq

收到此帧时无线电调谐的频率，以MHz为单位。必须为管理帧设置此字段，但对于数据（其他）帧没有严格要求-因为它只影响radiotap报告。

enc\_flags

使用来自枚举mac80211\_rx\_encoding\_flags的位

encoding

枚举mac80211\_rx\_encoding

bw

枚举rate\_info\_bw

he\_ru

HE RU，来自枚举nl80211\_he\_ru\_alloc

he\_gi

HE GI，来自枚举nl80211\_he\_gi

he\_dcm

HE DCM值

rate\_idx

数据速率的索引，以波段支持的速率或如果使用HT或VHT，则为MCS索引 (RX\_FLAG\_HT/RX\_FLAG\_VHT)

nss

流的数量（仅限VHT和HE）

rx\_flags

用于mac80211的内部RX标志

band

接收此帧时的活动波段

antenna

使用的天线

signal

接收此帧时的信号强度，可能为dBm、dB或无法确定，具体取决于硬件功能标志IEEE80211\_HW\_SIGNAL\_\*

chains

用于哪些单独的接收链填充了信号强度值的位掩码。

chain\_signal

每个链路的信号强度，以dBm为单位（与信号不同，不支持dB或未指定的单位）

ampdu\_delimiter\_crc

A-MPDU分隔符CRC

3）说明

低级驱动程序应将此信息（硬件支持的子集）提供给每个接收帧的802.11代码，放置于skb的控制缓冲区（cb）中。

**enum mac80211\_rx\_flags**

接收标志

1）常量

RX\_FLAG\_MMIC\_ERROR

此帧报告了Michael MIC错误。与RX\_FLAG\_MMIC\_STRIPPED一起使用。

RX\_FLAG\_DECRYPTED

该帧已在硬件中解密。

RX\_FLAG\_MACTIME\_PLCP\_START

在RX状态中传递的时间戳（mactime字段）有效，包含接收同步前导的时间。

RX\_FLAG\_MMIC\_STRIPPED

从该帧中剥离了Michael MIC，并由硬件进行了验证。

RX\_FLAG\_IV\_STRIPPED

从该帧中剥离了IV和ICV。如果设置了此标志，则堆栈无法进行任何重播检测，因此驱动程序或硬件将不得不执行该操作。

RX\_FLAG\_FAILED\_FCS\_CRC

如果在帧上的FCS检查失败，请设置此标志。

RX\_FLAG\_FAILED\_PLCP\_CRC

如果在帧上的PCLP检查失败，请设置此标志。

RX\_FLAG\_MACTIME\_START

在RX状态中传递的时间戳（mactime字段）有效，包含接收到MPDU的第一个符号的时间。这对于监控模式和适当的IBSS合并很有用。

RX\_FLAG\_NO\_SIGNAL\_VAL

信号强度值不存在。仅适用于数据帧（主要是A-MPDU）。

RX\_FLAG\_AMPDU\_DETAILS

已知A-MPDU的详细信息，特别是必须填充参考号（ampdu\_reference），并且每个A-MPDU必须具有不同的号码。

RX\_FLAG\_PN\_VALIDATED

当前仅对CCMP / GCMP帧有效，此标志指示已验证PN以进行重放保护。请注意，仅当还解密了帧时（即必须设置RX\_FLAG\_DECRYPTED）才支持此标志。

RX\_FLAG\_DUP\_VALIDATED

如果驱动程序自行进行了去重复，则应设置此标志。

RX\_FLAG\_AMPDU\_LAST\_KNOWN

已知上一个子帧是最后一个，应在单个A-MPDU的所有子帧上设置此标志。

RX\_FLAG\_AMPDU\_IS\_LAST

此子帧是A-MPDU的最后一个子帧。

RX\_FLAG\_AMPDU\_DELIM\_CRC\_ERROR

在此子帧上检测到了分隔符CRC错误。

RX\_FLAG\_AMPDU\_DELIM\_CRC\_KNOWN

已知分隔符CRC字段（CRC存储在ampdu\_delimiter\_crc字段中）。

RX\_FLAG\_MACTIME\_END

在RX状态中传递的时间戳（mactime字段）有效，包含接收到MPDU的最后一个符号（包括FCS）的时间。

RX\_FLAG\_ONLY\_MONITOR

仅将帧报告给监视接口，而不以任何常规方式进行处理。如果驱动程序卸载某些帧但仍想将它们报告给嗅探目的，则此功能很有用。

RX\_FLAG\_SKIP\_MONITOR

将帧处理并报告给除监视接口以外的所有接口。如果驱动程序卸载某些帧但仍要报告它们以进行嗅探，则此功能很有用。

RX\_FLAG\_AMSDU\_MORE

出于性能原因，某些驱动程序可能更喜欢报告单独的A-MSDU子帧而不是一个庞大的帧。除了A-MSDU的最后一个MSDU外，所有MSDU都应该设置此标志。例如，如果A-MSDU有三个帧，则前两个必须设置该标志，而第三个（最后一个）则不能设置此标志。此标志用于正确处理重传/重复恢复，因为A-MSDU子帧共享相同的序列号。报告的子帧可以是常规MSDU或单个A-MSDU。子帧不得与其他帧交错。

RX\_FLAG\_RADIOTAP\_VENDOR\_DATA

此帧包含skb->data中的特定于供应商的radiotap数据（在帧之前），如struct ieee80211\_vendor\_radiotap所说明。

RX\_FLAG\_MIC\_STRIPPED

在该数据包中，MIC已被剥离。解密是由硬件执行的。

RX\_FLAG\_ALLOW\_SAME\_PN

允许与先前相同的数据包具有相同的PN。这用于可以与第一个子帧具有相同PN的AMSDU子帧。

RX\_FLAG\_ICV\_STRIPPED

从此帧中去除了ICV。必须在硬件中进行CRC检查。

RX\_FLAG\_AMPDU\_EOF\_BIT

此帧的A-MPDU分隔符中的EOF位的值

RX\_FLAG\_AMPDU\_EOF\_BIT\_KNOWN

已知EOF值

RX\_FLAG\_RADIOTAP\_HE

存在HE radiotap数据（struct ieee80211\_radiotap\_he，mac80211将填充DATA3\_DATA\_MCS、DATA3\_DATA\_DCM、DATA3\_CODING、DATA5\_GI、DATA5\_DATA\_BW\_RU\_ALLOC、DATA6\_NSTS等RX信息数据，因此在构建此数据时将这些数据清零）

RX\_FLAG\_RADIOTAP\_HE\_MU

存在HE MU radiotap数据（struct ieee80211\_radiotap\_he\_mu）

2）说明

这些标志与struct ieee80211\_rx\_status的flag成员一起使用。

**enum mac80211\_tx\_info\_flags**

用于说明传输信息/状态的标志

1）常量

IEEE80211\_TX\_CTL\_REQ\_TX\_STATUS

要求为该帧回调TX状态。

IEEE80211\_TX\_CTL\_ASSIGN\_SEQ

驱动程序必须为此帧分配一个序列号，注意不要覆盖分片编号并仅在设置IEEE80211\_TX\_CTL\_FIRST\_FRAGMENT标志时增加序列号。mac80211将为QoS数据帧正确分配序列号，但对于非QoS数据和管理帧，mac80211无法正确分配序列号，因为信标也需要从该计数器中获取，并且mac80211无法保证正确排序。如果设置了此标志，则驱动程序应指示硬件为该帧分配一个序列号或自行分配一个序列号。参见IEEE 802.11-2007 7.1.3.4.1第3段。此标志将始终对信标设置，并对没有序列号字段的帧始终保持清晰。

IEEE80211\_TX\_CTL\_NO\_ACK

告诉底层不要等待ack

IEEE80211\_TX\_CTL\_CLEAR\_PS\_FILT

清除目标站点的省电过滤器

IEEE80211\_TX\_CTL\_FIRST\_FRAGMENT

这是帧的第一个片段

IEEE80211\_TX\_CTL\_SEND\_AFTER\_DTIM

在DTIM信标后发送此帧

IEEE80211\_TX\_CTL\_AMPDU

应将此帧作为A-MPDU的一部分发送

IEEE80211\_TX\_CTL\_INJECTED

帧已注入，为mac80211内部使用。

IEEE80211\_TX\_STAT\_TX\_FILTERED

由于目标STA处于省电模式，因此未传输该帧。注意，为避免竞争条件，硬件或固件必须在接收指示站点进入睡眠模式的帧时设置过滤器（必须在设备上对已在队列中的帧过滤），并且只有在mac80211通过设置IEEE80211\_TX\_CTL\_CLEAR\_PS\_FILT（请参见上文）为它提供OK后才能取消设置该标志，因为只有在那时才可以保证没有更多的帧在硬件队列中。

IEEE80211\_TX\_STAT\_ACK

帧已经被确认

IEEE80211\_TX\_STAT\_AMPDU

该帧已汇聚，因此状态适用于整个汇聚。

IEEE80211\_TX\_STAT\_AMPDU\_NO\_BACK

未返回块ack，因此考虑使用块ack请求（BAR）。

IEEE80211\_TX\_CTL\_RATE\_CTRL\_PROBE

内部使用的mac80211，可以由速率控制算法设置为指示探针速率，将在分段的帧中清除（除了在最后一个片段中）

IEEE80211\_TX\_INTFL\_OFFCHAN\_TX\_OK

内部mac80211。用于指示可以在离线操作时传输帧，即使队列已停止，也仍然会传输常规帧并且预计设备会正确处理它们。

IEEE80211\_TX\_CTL\_HW\_80211\_ENCAP

此帧使用硬件封装（头转换）

IEEE80211\_TX\_INTFL\_RETRIED

完全内部使用mac80211，用于指示已经由于PS而重试了一次帧

IEEE80211\_TX\_INTFL\_DONT\_ENCRYPT

完全内部mac80211，用于指示帧不应加密

IEEE80211\_TX\_CTL\_NO\_PS\_BUFFER

此帧是对轮询帧（PS-Poll或uAPSD）或非可缓存MMPDU的响应，即使站点处于省电模式，也必须发送。

IEEE80211\_TX\_CTL\_MORE\_FRAMES

在当前帧之后将传递更多帧，驱动程序可以使用此项来启动DMA队列，仅在未设置或队列已满时使用。

IEEE80211\_TX\_INTFL\_RETRANSMISSION

由于目标正在睡眠，因此此帧正在重新传输TX状态，不得再次修改它（不得分配序列号，加密等）。

IEEE80211\_TX\_INTFL\_MLME\_CONN\_TX

此帧由MLME代码用于连接建立进行传输，这表示其状态应该触发MLME状态机。

IEEE80211\_TX\_INTFL\_NL80211\_FRAME\_TX

通过nl80211 MLME命令请求帧（mac80211内部用于确定是否将TX状态发送到用户空间）

IEEE80211\_TX\_CTL\_LDPC

告诉驱动程序在此帧中使用LDPC

IEEE80211\_TX\_CTL\_STBC

对此帧启用空时块编码（STBC）并选择它可以使用的最大流数。

IEEE80211\_TX\_CTL\_TX\_OFFCHAN

当硬件执行保持在信道上的负荷时，标记此数据包以在空闲信道上进行传输-正常数据包仍在流动，应按预期由设备处理。

IEEE80211\_TX\_INTFL\_TKIP\_MIC\_FAILURE

将此数据包标记为用于TKIP测试。它将使用错误的Michael MIC密钥发送，以允许测试TKIP对策。

IEEE80211\_TX\_CTL\_NO\_CCK\_RATE

此帧将使用非CCK速率发送。实际上，此标志用于管理帧，特别是在2GHz频段中未以CCK速率发送的P2P帧。

IEEE80211\_TX\_STATUS\_EOSP

该数据包标记服务期结束，当其状态报告时服务期结束。对于mac80211传输的SP中的帧，它已经设置；对于驱动程序帧，驱动程序可以设置此标志。它还用于对PS-Poll应答执行相同操作。

IEEE80211\_TX\_CTL\_USE\_MINRATE

该帧将以最低速率发送。此标志用于在监视连接目的时以最小速率发送nullfunc帧。

IEEE80211\_TX\_CTL\_DONTFRAG

不要分片此数据包，即使它会因大小被分片（这是可选项，仅用于监视注入）。

IEEE80211\_TX\_STAT\_NOACK\_TRANSMITTED

已成功传输标记有IEEE80211\_TX\_CTL\_NO\_ACK的帧，没有任何错误（如与驱动程序/硬件特定的问题）。不应为不使用IEEE80211\_TX\_CTL\_NO\_ACK请求no-ack行为的帧设置此标志。

2）说明

这些标志与ieee80211\_tx\_info的标志成员一起使用。

3）注

如果必须向枚举添加新标志，则在必要时不要忘记更新

IEEE80211\_TX\_TEMPORARY\_FLAGS。

**enum mac80211\_tx\_control\_flags**

标志用于说明传输控制

1）常量

IEEE80211\_TX\_CTRL\_PORT\_CTRL\_PROTO

这个帧是端口控制协议帧（例如EAP）。

IEEE80211\_TX\_CTRL\_PS\_RESPONSE

这个帧是对轮询帧（PS-Poll或uAPSD）的响应。

IEEE80211\_TX\_CTRL\_RATE\_INJECT

此帧是注入速率信息的帧

IEEE80211\_TX\_CTRL\_AMSDU

这个帧是A-MSDU帧

IEEE80211\_TX\_CTRL\_FAST\_XMIT

该帧正在通过fast\_xmit路径进行

2）说明

这些标志在tx\_info->control.flags中使用

**enum mac80211\_rate\_control\_flags**

由速率控制算法设置的每个速率的标志。

1）常量

IEEE80211\_TX\_RC\_USE\_RTS\_CTS

使用RTS/CTS交换来传输该速率。

IEEE80211\_TX\_RC\_USE\_CTS\_PROTECT

需要CTS-to-self保护。如果当前BSS需要ERP保护，则设置此选项。

IEEE80211\_TX\_RC\_USE\_SHORT\_PREAMBLE

使用短前缀。

IEEE80211\_TX\_RC\_MCS

HT速率。

IEEE80211\_TX\_RC\_GREEN\_FIELD

指示是否应在Greenfield模式下使用此速率。

IEEE80211\_TX\_RC\_40\_MHZ\_WIDTH

指示频道宽度是否应为40 MHz。

IEEE80211\_TX\_RC\_DUP\_DATA

如果当前频道类型为NL80211\_CHAN\_HT40MINUS或NL80211\_CHAN\_HT40PLUS，则应在相邻的两个20 MHz频道上传输该帧。

IEEE80211\_TX\_RC\_SHORT\_GI

应使用短保护间隔来使用此速率。

IEEE80211\_TX\_RC\_VHT\_MCS

VHT MCS速率，在这种情况下，idx字段分为高4位（Nss）和低4位（MCS编号）

IEEE80211\_TX\_RC\_80\_MHZ\_WIDTH

表示80 MHz传输

IEEE80211\_TX\_RC\_160\_MHZ\_WIDTH

表示160 MHz传输（80 + 80尚不支持）

2）说明

这些标志由速率控制算法在tx期间为每个速率设置，位于struct ieee80211\_tx\_rate的flags成员中。

**struct ieee80211\_tx\_rate**

速率选择/状态

1）定义

struct ieee80211\_tx\_rate {

s8 idx;

u16 count:5, flags:11;

};

2）成员

idx

尝试发送的速率索引

count

在切换到下一个速率之前在此速率上尝试的次数

flags

速率控制标志（enum mac80211\_rate\_control\_flags）

3）说明

idx的值为-1表示无效速率，如果在重试速率数组中使用，则不应再尝试更多速率。

在用于传输状态报告时，驱动程序应始终报告使用的速率及其标志。

[struct ieee80211\_tx\_info](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_tx_info" \o "ieee80211_tx_info)在控制信息中包含这些结构的数组，它会根据应该发送的内容由速率控制算法填充。例如，如果此数组包含格式为 { <idx>, <count> } 的信息:

{ 3, 2 }, { 2, 2 }, { 1, 4 }, { -1, 0 }, { -1, 0 }

那么这意味着帧应该以速率 3 最多传输两次，以速率 2 最多传输两次，如果没有得到确认，则以速率 1 最多传输四次。假设它在第五次尝试后得到对等方的确认，则状态信息应包含：

{ 3, 2 }, { 2, 2 }, { 1, 1 }, { -1, 0 } ...

因为它以速率 3 传输了两次，以速率 2 传输了两次，以速率 1 传输了一次，之后我们收到了确认。

**struct ieee80211\_tx\_info**

skb传递信息

1）定义

struct ieee80211\_tx\_info {

u32 flags;

u8 band;

u8 hw\_queue;

u16 ack\_frame\_id;

union {

struct {

union {

struct {

struct ieee80211\_tx\_rate rates[ IEEE80211\_TX\_MAX\_RATES];

s8 rts\_cts\_rate\_idx;

u8 use\_rts:1;

u8 use\_cts\_prot:1;

u8 short\_preamble:1;

u8 skip\_table:1;

};

unsigned long jiffies;

};

struct ieee80211\_vif \*vif;

struct ieee80211\_key\_conf \*hw\_key;

u32 flags;

codel\_time\_t enqueue\_time;

} control;

struct {

u64 cookie;

} ack;

struct {

struct ieee80211\_tx\_rate rates[IEEE80211\_TX\_MAX\_RATES];

s32 ack\_signal;

u8 ampdu\_ack\_len;

u8 ampdu\_len;

u8 antenna;

u16 tx\_time;

bool is\_valid\_ack\_signal;

void \*status\_driver\_data[19 / sizeof(void \*)];

} status;

struct {

struct ieee80211\_tx\_rate driver\_rates[ IEEE80211\_TX\_MAX\_RATES];

u8 pad[4];

void \*rate\_driver\_data[ IEEE80211\_TX\_INFO\_RATE\_DRIVER\_DATA\_SIZE / sizeof(void \*)];

};

void \*driver\_data[ IEEE80211\_TX\_INFO\_DRIVER\_DATA\_SIZE / sizeof(void \*)];

};

};

2）成员

flags

传输信息标志，上面定义

band

要传输的频段（用于检查比赛）

hw\_queue

HW queue to put the frame on,skb\_get\_queue\_mapping()给出 AC

ack\_frame\_id

TX 状态的内部帧 ID，内部使用

{unnamed\_union}

匿名的

control

控制数据联合

{unnamed\_union}

匿名的

{unnamed\_struct}

匿名的

status

状态数据联盟

{unnamed\_struct}

匿名的

driver\_data

driver\_data 指针数组

描述

这个结构体放在skb->cb中有三个用途：

1. mac80211 TX 控制 - mac80211 告诉驱动程序做什么
2. 驱动程序内部使用（如果适用）
3. TX 状态信息 - 驱动程序告诉 mac80211 发生了什么

**void ieee80211\_tx\_info\_clear\_status(struct [ieee80211\_tx\_info](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_tx_info" \o "ieee80211_tx_info) \* info)**

清除TX状态

1）参数

struct ieee80211\_tx\_info \* info

要清除的struct ieee80211\_tx\_info。

2）说明

当驱动程序将skb传回mac80211时，必须报告TX状态中的许多内容。该函数清除TX状态中的一切，但保留速率控制信息（它确实清除计数，因为您需要填充该计数）。

3）注意

如果您不使用info->driver\_data，则只能使用此函数！如果您仅需要允许较少空间的info->rate\_driver\_data，请改用该项。

**void ieee80211\_rx（struct ieee80211\_hw \* hw，struct sk\_buff \* skb）**

接收帧

1）参数

struct ieee80211\_hw \* hw

该帧所在的硬件

struct sk\_buff \* skb

接收的缓冲区，在此调用后由mac80211拥有

2）说明

使用此函数将接收的帧传递给mac80211。 skb中的接收缓冲区必须以IEEE 802.11标题开头。如果使用分页skb，则建议驱动程序将帧的ieee80211标题放在skb的线性部分上，以避免栈通过内存分配和/或memcpy进行复制。

此函数不能在IRQ上下文中调用。将此函数的调用同步对单个硬件。不能将此函数的调用，ieee80211\_rx\_ni（）和ieee80211\_rx\_irqsafe（）混合用于单个硬件。不能同时运行ieee80211\_tx\_status（）或ieee80211\_tx\_status\_ni（）。

在进程上下文中使用ieee80211\_rx\_ni（）代替。

**void ieee80211\_rx\_ni（struct ieee80211\_hw \* hw，struct sk\_buff \* skb）**

接收帧（在进程上下文中）

1）参数

struct ieee80211\_hw \* hw

该帧所在的硬件

struct sk\_buff \* skb

接收的缓冲区，在此调用后由mac80211拥有

2）说明

像ieee80211\_rx（）一样，但可以在进程上下文中调用（内部禁用底部半部分）。

对于单个硬件，不能将此函数的调用，ieee80211\_rx（）和ieee80211\_rx\_irqsafe（）混合使用。不能同时运行ieee80211\_tx\_status（）或ieee80211\_tx\_status\_ni（）。

**void ieee80211\_rx\_irqsafe（struct ieee80211\_hw \* hw，struct sk\_buff \* skb）**

接收帧

1）参数

struct ieee80211\_hw \* hw

该帧所在的硬件

struct sk\_buff \* skb

接收的缓冲区，在此调用后由mac80211拥有

2）说明

像ieee80211\_rx（）一样，但可以在IRQ上下文中调用（内部将延迟到任务let）。

不能将此函数的调用，ieee80211\_rx（）或ieee80211\_rx\_ni（）混合用于单个硬件。不能同时运行ieee80211\_tx\_status（）或ieee80211\_tx\_status\_ni（）。

**struct ieee80211\_tx\_status**

用于速率控制的扩展TX状态信息

1）定义

struct ieee80211\_tx\_status {

struct ieee80211\_sta \*sta;

struct ieee80211\_tx\_info \*info;

struct sk\_buff \*skb;

};

2）成员

sta

发送数据包的站点

info

基本 tx 状态信息

skb

数据包 skb（如果驱动程序未提供，则可以为 NULL）

**void ieee80211\_tx\_status(struct [ieee80211\_hw](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211.html" \l "c.ieee80211_hw" \o "ieee80211_hw) \*hw, struct [sk\_buff](https://www.kernel.org/doc/html/latest/networking/kapi.html" \l "c.sk_buff" \o "sk_buff) \*skb)**

传输状态回调

1）参数

struct ieee80211\_hw \* hw

传输帧的硬件

struct sk\_buff \* skb

已传输的帧，在此调用后由mac80211拥有

2）说明

在所有传输的帧传输后调用此函数。可以不为组播帧调用此函数，但这可能会影响统计信息。

此函数不能在IRQ上下文中调用。将此函数的调用同步对单个硬件。不能将此函数的调用，ieee80211\_tx\_status\_ni（）和ieee80211\_tx\_status\_irqsafe（）混合用于单个硬件。不能同时运行ieee80211\_rx（）或ieee80211\_rx\_ni（）。

void ieee80211\_tx\_status\_ni（struct ieee80211\_hw \* hw，struct sk\_buff \* skb）

传输状态回调（在进程上下文中）

1）参数

struct ieee80211\_hw \* hw

传输帧的硬件

struct sk\_buff \* skb

已传输的帧，在此调用后由mac80211拥有

2）说明

像ieee80211\_tx\_status（）一样，但可以在进程上下文中调用。

不能将此函数的调用，ieee80211\_tx\_status（）和ieee80211\_tx\_status\_irqsafe（）混合使用于单个硬件。

**void ieee80211\_tx\_status\_irqsafe（struct ieee80211\_hw \* hw，struct sk\_buff \* skb）**

中断安全的传输状态回调

1）参数

struct ieee80211\_hw \* hw

传输帧的硬件

struct sk\_buff \* skb

已传输的帧，在此调用后由mac80211拥有

2）说明

像ieee80211\_tx\_status（）一样，但可以在IRQ上下文中调用（内部将延迟到任务let）。

不能将此函数的调用，ieee80211\_tx\_status（）和ieee80211\_tx\_status\_ni（）混合使用于单个硬件。

**void ieee80211\_rts\_get（struct ieee80211\_hw \* hw，struct ieee80211\_vif \* vif，const void \* frame，size\_t frame\_len，const struct ieee80211\_tx\_info \* frame\_txctl，struct ieee80211\_rts \* rts）**

RTS帧生成函数

1）参数

struct ieee80211\_hw \* hw

从ieee80211\_alloc\_hw（）中获取的指针。

struct ieee80211\_vif \* vif

从add\_interface回调中获取的struct ieee80211\_vif指针。

const void \* frame

指向即将受到RTS保护的框架的指针。

size\_t frame\_len

帧长度（以八位为单位）。

const struct ieee80211\_tx\_info \* frame\_txctl

结构体 ieee80211\_tx\_info 的帧。

struct ieee80211\_rts \*rts

存储 RTS 帧的缓冲区。

2）说明

如果 RTS 帧是由主机系统生成的（即不在硬件/固件中），则低级驱动程序使用此函数从 802.11 代码接收下一个 RTS 帧。低级别负责在需要 RTS 帧之前调用此函数。

**\_\_le16 ieee80211\_rts\_duration(struct ieee80211\_hw \*hw，struct ieee80211\_vif \*vif，size\_t frame\_len，const struct ieee80211\_tx\_info \*frame\_txctl)**

获取 RTS 帧的持续时间字段

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

struct ieee80211\_vif \*vif

来自 add\_interface 回调的 struct ieee80211\_vif 指针。

size\_t frame\_len

要由 RTS 保护的帧的长度。

const struct ieee80211\_tx\_info \*frame\_txctl

帧的 struct ieee80211\_tx\_info。

2）说明

如果 RTS 在固件中生成，但主机系统必须提供持续时间字段，则低级驱动程序使用此函数以 little-endian 字节顺序接收持续时间字段值。

3）返回

持续时间。

**void ieee80211\_ctstoself\_get(struct ieee80211\_hw \*hw，struct ieee80211\_vif \*vif，const void \*frame，size\_t frame\_len，const struct ieee80211\_tx\_info \*frame\_txctl，struct ieee80211\_cts \*cts)**

CTS-to-self 帧生成函数

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

struct ieee80211\_vif \*vif

来自 add\_interface 回调的 struct ieee80211\_vif 指针。

const void \*frame

指向要由 CTS-to-self 保护的帧的指针。

size\_t frame\_len

帧长度（以八位字节为单位）。

const struct ieee80211\_tx\_info \*frame\_txctl

帧的 struct ieee80211\_tx\_info。

struct ieee80211\_cts \*cts

存储 CTS-to-self 帧的缓冲区。

2）说明

如果 CTS-to-self 帧由主机系统生成（即不在硬件/固件中），则低级驱动程序使用此函数从 802.11 代码接收下一个 CTS-to-self 帧。低级别负责在需要 CTS-to-self 帧之前调用此函数。

**\_\_le16 ieee80211\_ctstoself\_duration(struct ieee80211\_hw \*hw，struct ieee80211\_vif \*vif，size\_t frame\_len，const struct ieee80211\_tx\_info \*frame\_txctl)**

获取 CTS-to-self 帧的持续时间字段

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

struct ieee80211\_vif \*vif

来自 add\_interface 回调的 struct ieee80211\_vif 指针。

size\_t frame\_len

要由 CTS-to-self 保护的帧的长度。

const struct ieee80211\_tx\_info \*frame\_txctl

帧的 struct ieee80211\_tx\_info。

2）说明

如果 CTS-to-self 在固件中生成，但主机系统必须提供持续时间字段，则低级驱动程序使用此函数以 little-endian 字节顺序接收持续时间字段值。

3）返回

持续时间。

**\_\_le16 ieee80211\_generic\_frame\_duration(struct ieee80211\_hw \*hw，struct ieee80211\_vif \*vif，enum nl80211\_band band，size\_t frame\_len，struct ieee80211\_rate \*rate)**

计算帧的持续时间字段

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

struct ieee80211\_vif \*vif

来自 add\_interface 回调的 struct ieee80211\_vif 指针。

enum nl80211\_band band

要在其中计算帧持续时间的带。

size\_t frame\_len

帧的长度。

struct ieee80211\_rate \*rate

帧将被传输的速率。

2）说明

计算某些通用帧的持续时间字段，给出其长度和传输速率（以 100 kbps 为单位）。

3）返回

持续时间。

**void ieee80211\_wake\_queue(struct ieee80211\_hw \*hw，int queue)**

唤醒特定队列

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

int queue

队列编号（从零开始计数）。

2）说明

驱动程序应使用此函数而不是 netif\_wake\_queue。

**void ieee80211\_wake\_queues(struct [ieee80211\_hw](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_hw" \o "ieee80211_hw) \* hw)**

唤醒所有队列

1）参数

struct ieee80211\_hw \* hw

从获得的指针[ieee80211\_alloc\_hw()](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_alloc_hw" \o "ieee80211_alloc_hw)。

2）说明

驱动程序应该使用此函数而不是 netif\_wake\_queue。

**void ieee80211\_stop\_queues(struct ieee80211\_hw \*hw)**

停止所有队列

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

2）说明

驱动程序应使用此函数而不是 netif\_stop\_queue。

**void ieee80211\_stop\_queue(struct ieee80211\_hw \*hw，int queue)**

停止特定队列

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

int queue

队列编号（从零开始计数）。

2）说明

驱动程序应使用此函数而不是 netif\_stop\_queue。

**int ieee80211\_queue\_stopped(struct ieee80211\_hw \*hw，int queue)**

测试队列的状态

1）参数

struct ieee80211\_hw \*hw

从 ieee80211\_alloc\_hw() 获取的指针。

int queue

队列编号（从零开始计数）。

2）说明

驱动程序应使用此函数而不是 netif\_stop\_queue。

3）返回

如果队列已停止，则为 true。否则为 false。

### 帧过滤

mac80211 需要看到许多管理帧以进行正确的操作，并且在监听模式下，用户可能希望看到更多的帧。但是，为了实现最佳 CPU 使用率和功耗，尽可能少地让帧穿过堆栈是可取的。因此，硬件应尽可能过滤。

为了实现这一点，mac80211 使用过滤标志（参见下文）告诉驱动程序的 configure\_filter() 函数哪些帧应传递到 mac80211，哪些应被过滤掉。

在调用 configure\_filter() 之前，将使用 mc\_count 和 mc\_list 参数调用 prepare\_multicast() 回调，这是所有虚拟接口的组播地址列表的组合。它的使用是可选的，并返回一个传递给 configure\_filter() 的 u64。此外，configure\_filter() 具有更改的标志参数，指示更改了哪些标志，并具有新标志状态的 total\_flags。

如果您的设备没有组播地址过滤器，则驱动程序需要检查FIF\_ALLMULTI标志和mc\_count参数，以确定是否应接受或丢弃组播帧。总共\_flags中的所有不受支持的标志都必须清除。如果硬件无法将帧传输到堆栈，则不支持标志。否则，驱动程序必须忽略标志，但不清除标志。如果无法将数据包类型传递到堆栈（因此硬件始终过滤它），则只能清除标志（向mac80211宣布不支持该标志）。例如，如果您的硬件始终过滤控制帧，则应清除FIF\_CONTROL。如果您的硬件始终将控制帧传递到内核并且无法对其进行过滤，则不清除FIF\_CONTROL标志。此规则也适用于所有其他FIF标志。

#### ieee80211\_filter\_flags枚举

硬件过滤标志

**常量**

FIF\_ALLMULTI

传递所有组播帧，如果用户请求或硬件无法按组播地址进行过滤，则使用此选项。

FIF\_FCSFAIL

传递带有失败FCS的帧（但您需要为它们设置RX\_FLAG\_FAILED\_FCS\_CRC）

FIF\_PLCPFAIL

传递带有失败PLCP CRC的帧（但您需要为它们设置RX\_FLAG\_FAILED\_PLCP\_CRC）

FIF\_BCN\_PRBRESP\_PROMISC

在扫描期间设置此标志，以向硬件指示它不应按BSSID过滤信标或探测响应。过滤它们可以大大减少mac80211所需的处理量和CPU唤醒次数，因此如果可能，您应该尊重此标志。

FIF\_CONTROL

传递发送到该站点的控制帧（除了PS Poll之外）

FIF\_OTHER\_BSS

传递到其他BSS的帧

FIF\_PSPOLL

传递PS Poll帧

FIF\_PROBE\_REQ

传递探测请求帧

FIF\_MCAST\_ACTION

传递多播Action帧

**说明**

这些标志确定硬件中的过滤器应该如何进行编程以允许通过以及不应传递给堆栈的内容。传递比请求的框架更安全，但对功耗有负面影响。

### mac80211工作队列

mac80211为驱动程序和内部mac80211使用提供了自己的工作队列。工作队列是单线程的工作队列，只能由助手进行访问以进行健全性检查。驱动程序必须确保在停止（）回调上取消对mac80211工作队列的所有工作添加。

mac80211将在接口删除和挂起期间刷新工作队列。

在mac80211工作队列中执行的所有工作都不能获取RTNL锁。

#### void ieee80211\_queue\_work（struct ieee80211\_hw \* hw，struct work\_struct \* work）

将工作添加到mac80211工作队列中

**参数**

struct ieee80211\_hw \* hw

我们要为其添加工作的接口的硬件结构

struct work\_struct \* work

我们想要添加到mac80211工作队列中的工作

**说明**

驱动程序和mac80211使用此功能将工作添加到mac80211工作队列中。该助手确保驱动程序在不应该排队工作时不排队工作。

#### void ieee80211\_queue\_delayed\_work（struct ieee80211\_hw \* hw，struct delayed\_work \* dwork，unsigned long delay）

将延迟工作添加到mac80211工作队列中

**参数**

struct ieee80211\_hw \* hw

我们要为其添加工作的接口的硬件结构

struct delayed\_work \* dwork

要排队到mac80211工作队列中的可延迟工作

unsigned long delay

在排队之前等待的jiffies数

**说明**

驱动程序和mac80211使用此来将延迟工作排队到mac80211工作队列中。

## mac80211子系统（高级）

本书的这一部分中包含的信息仅适用于mac80211和驱动程序的高级交互，以利用更多的硬件功能并提高性能。

### LED支持

Mac80211支持各种方式的闪烁LED。在可能的情况下，设备LED应该被公开为LED类设备并连接到适当的触发器，然后由mac80211适当触发触发器。

#### const char \* ieee80211\_get\_tx\_led\_name（struct ieee80211\_hw \* hw）

获取TX LED的名称

**参数**

struct ieee80211\_hw \* hw

要为其获取LED触发器名称的硬件

**说明**

mac80211为每个无线硬件创建一个传输LED触发器，如果您的驱动程序注册了LED设备，则可以用于驱动LED。此函数返回触发器的名称（或如果未配置为LED，则为NULL），以便您可以自动链接LED设备。

**返回**

LED触发器的名称。如果未配置为LED，则为NULL。

#### const char \* ieee80211\_get\_rx\_led\_name（struct ieee80211\_hw \* hw）

获取RX LED的名称

**参数**

struct ieee80211\_hw \* hw

要为其获取LED触发器名称的硬件

**说明**

mac80211为每个无线硬件创建接收LED触发器，如果您的驱动程序注册了LED设备，则可以用于驱动LED。此函数返回触发器的名称（或如果未配置为LED，则为NULL），以便您可以自动链接LED设备。

**返回**

LED触发器的名称。如果未配置为LED，则为NULL。

#### const char \*ieee80211\_get\_assoc\_led\_name（struct ieee80211\_hw \*hw）

获取关联LED的名称

**参数**

struct ieee80211\_hw \* hw

要获取LED触发器名称的硬件。

**说明**

mac80211为每个无线硬件创建一个关联LED触发器，如果您的驱动程序注册了LED设备，则可以用于驱动LED。此函数返回触发器的名称（如果未配置为LED，则返回NULL），以便您可以自动连接LED设备。

**返回**

LED触发器的名称。如果未配备LED，则为空。

#### const char \*ieee80211\_get\_radio\_led\_name（struct ieee80211\_hw \*hw）

获取无线电LED的名称

**参数**

struct ieee80211\_hw \* hw

要获取LED触发器名称的硬件。

**说明**

mac80211为每个无线硬件创建一个无线电更改LED触发器，如果您的驱动程序注册了LED设备，则可以用于驱动LED。此函数返回触发器的名称（如果未配置为LED，则返回NULL），以便您可以自动连接LED设备。

**返回**

LED触发器的名称。如果未配备LED，则为空。

#### struct ieee80211\_tpt\_blink

吞吐量闪烁说明

**定义**

struct ieee80211\_tpt\_blink {

int throughput;

int blink\_time;

};

**成员**

throughput

以千比特/秒为单位的吞吐量

blink\_time

以毫秒为单位的闪烁时间（完整周期，即一次关闭 + 一次开启）

#### enum ieee80211\_tpt\_led\_trigger\_flags

吞吐量触发标志

**常量**

IEEE80211\_TPT\_LEDTRIG\_FL\_RADIO

启用与无线电的闪烁

IEEE80211\_TPT\_LEDTRIG\_FL\_WORK

在工作时启用闪烁

IEEE80211\_TPT\_LEDTRIG\_FL\_CONNECTED

在某种方式下连接至少一个接口（包括成为AP的接口）时启用闪烁

#### const char \*ieee80211\_create\_tpt\_led\_trigger（struct ieee80211\_hw \* hw，unsigned int flags，const struct ieee80211\_tpt\_blink \* blink\_table，unsigned int blink\_table\_len）

创建吞吐量LED触发器

**参数**

struct ieee80211\_hw \* hw

要创建触发器的硬件

unsigned int flags

触发标志，请参见枚举ieee80211\_tpt\_led\_trigger\_flags

const struct ieee80211\_tpt\_blink \* blink\_table

闪烁表-需要按吞吐量排序

unsigned int blink\_table\_len

闪烁表的大小

**返回**

NULL（在出现错误或未配置LED触发器的情况下）或新触发器的名称。

**注意**

必须在ieee80211\_register\_hw（）之前调用此函数。

### 硬件加速加密

mac80211能够利用许多硬件加速设计进行加密和解密操作。

给定设备的结构ieee80211\_ops中的set\_ key（）回调被调用以启用加密和解密的硬件加速。回调采用sta参数，该参数对于默认密钥或仅用于传输的密钥将为NULL，或针对单个密钥的对等站点信息。当为访问点配置VLAN时，可以使用具有相同密钥索引的多个传输密钥。

在传输时，TX控制数据将使用驱动程序选择的hw\_key\_idx，通过修改key参数指向的struct ieee80211\_key\_conf来set\_key（）函数。

SET\_KEY命令的set\_key（）调用应返回0，如果现在正在使用该密钥，则为-EOPNOTSUPP或-ENOSPC；如果您返回0，则必须将hw\_key\_idx分配给硬件密钥索引，即您可以使用完整的u8范围。

请注意，如果设置了IEEE80211\_HW\_SW\_CRYPTO\_CONTROL标志，则mac80211不会在启用硬件加密失败时自动切换到软件加密。 set\_key（）调用也可以返回1，以允许使用软件完成此特定钥匙/算法。

当cmd为DISABLE\_KEY时，它必须成功。

请注意，即使已将密钥上传到硬件，也可以选择不解密帧，堆栈不会基于密钥是否已上传而做出任何决策，而是基于接收标志而做出决策。

由键参数指向的struct ieee80211\_key\_conf结构保证在set\_key（）删除它之前有效，但它只能用作区分密钥的cookie。

在TKIP中，有些HW需要提供相位1密钥，用于RX解密加速（即iwlwifi）。这些驱动程序应提供update\_tkip\_key处理程序。update\_tkip\_key（）调用使用新的相位1密钥更新驱动程序。每当iv16绕回（每65536个数据包）时，就会发生这种情况。 set\_key（）调用将仅发生一次，用于每个密钥（除非AP进行了重新密钥），它不包括有效的相位1密钥。仅由update\_tkip\_key提供有效的第1相位密钥。触发器使mac80211调用此处理程序是具有iv16的软件解密。

set\_default\_unicast\_key（）调用将默认的WEP密钥索引更新为WEP加密类型所配置的硬件。对于支持数据包卸载的设备（例如ARP响应），这是必需的。

#### enum set\_key\_cmd

**常量**

SET\_KEY

设置了一把键

DISABLE\_KEY

必须禁用一把密钥

**说明**

与struct ieee80211\_ops中的set\_key()回调一起使用，指示是否正在添加或删除一把密钥。

#### struct ieee80211\_key\_conf

密钥信息

**定义**

struct ieee80211\_key\_conf {

atomic64\_t tx\_pn;

u32 cipher;

u8 icv\_len;

u8 iv\_len;

u8 hw\_key\_idx;

s8 keyidx;

u16 flags;

u8 keylen;

u8 key[];

};

**成员**

tx\_pn

用于TX键的PN，如果需要自己进行软件PN分配（例如，由于TSO而需要），驱动程序也可以使用它。

cipher

该密钥的加密套件选择器。

icv\_len

此密钥类型的ICV长度

iv\_len

此密钥类型的IV长度

hw\_key\_idx

由驱动程序设置，这是驱动程序希望在传输帧并需要在硬件中进行加密时给出的键索引。

keyidx

密钥索引（0-3）

flags

键标志，请参阅enum ieee80211\_key\_flags。

keylen

密钥材料长度

key

密钥材料。对于ALG\_TKIP，密钥编码为256位（32字节）数据块：-暂时加密密钥（128位）-暂时认证器Tx MIC密钥（64位）-暂时认证器Rx MIC密钥（64位）

**说明**

mac80211通过struct ieee80211\_ops中的set\_key()回调向驱动程序提供此密钥信息。

#### enum ieee80211\_key\_flags

密钥标志

**常量**

IEEE80211\_KEY\_FLAG\_GENERATE\_IV\_MGMT

驱动程序应该为CCMP/GCMP键设置此标志，以指示仅对管理帧（MFP）生成IV。

IEEE80211\_KEY\_FLAG\_GENERATE\_IV

驱动程序应该设置此标志，以指示需要为此特定密钥生成IV。设置此标志并不一定意味着SKB将具有足够的尾部空间用于ICV或MIC。

IEEE80211\_KEY\_FLAG\_GENERATE\_MMIC

如果TKIP密钥需要在软件中进行Michael MIC生成，则驱动程序应该设置此标志。

IEEE80211\_KEY\_FLAG\_PAIRWISE

由mac80211设置，此标志指示密钥是成对的而不是共享的。

IEEE80211\_KEY\_FLAG\_SW\_MGMT\_TX

如果需要在软件中对管理帧（MFP）进行CCMP/GCMP加密，则驱动程序应该为CCMP/GCMP密钥设置此标志。

IEEE80211\_KEY\_FLAG\_PUT\_IV\_SPACE

如果应准备IV的空间，但不应生成IV本身，则驱动程序应将此标志设置为。不要在同一键上同时设置IEEE80211\_KEY\_FLAG\_GENERATE\_IV。设置此标志并不一定意味着SKB将具有足够的尾部空间用于ICV或MIC。

IEEE80211\_KEY\_FLAG\_RX\_MGMT

此密钥将用于解密接收到的管理帧。该标志可以帮助具有硬件加密实现但不能正确处理管理帧的驱动程序，使其可以不将密钥上传到硬件并退回到软件加密。请注意，此标志仅处理RX，如果您的加密引擎无法处理TX，则还可以设置IEEE80211\_KEY\_FLAG\_SW\_MGMT\_TX标志以在SW中加密此类帧。

IEEE80211\_KEY\_FLAG\_RESERVE\_TAILROOM

驱动程序应该为密钥设置此标志，以指示始终必须保留足够的尾部空间用于ICV或MIC，即使启用了HW加密。

IEEE80211\_KEY\_FLAG\_PUT\_MIC\_SPACE

如果TKIP密钥仅需要MIC空间，则驱动程序应为该密钥设置此标志。不要在同一密钥上同时设置IEEE80211\_KEY\_FLAG\_GENERATE\_MMIC。

**说明**

在struct ieee80211\_key\_conf的标志参数中，这些标志用于驱动程序与mac80211之间的关键通信。

#### void ieee80211\_get\_tkip\_p1k(struct ieee80211\_key\_conf \*keyconf, struct sk\_buff \*skb, u16 \*p1k)

获取TKIP阶段1密钥

**参数**

struct ieee80211\_key\_conf \*keyconf

传递设置密钥的参数

struct sk\_buff \*skb

将从中获取IV32值并将加密该P1K的数据包

u16 \*p1k

将写入密钥的缓冲区，为5个u16值

**说明**

此函数返回从给定包获取的IV32的TKIP阶段1密钥。

#### void ieee80211\_get\_tkip\_p1k\_iv(struct ieee80211\_key\_conf \*keyconf, u32 iv32, u16 \*p1k)

获取用于IV32的TKIP阶段1密钥

**参数**

struct ieee80211\_key\_conf \*keyconf

传递设置密钥的参数

u32 iv32

要获取P1K的IV32

u16 \*p1k

将写入密钥的缓冲区，为5个u16值

**说明**

此函数返回给定IV32的TKIP阶段1密钥。

#### void ieee80211\_get\_tkip\_p2k(struct ieee80211\_key\_conf \*keyconf, struct sk\_buff \*skb, u8 \*p2k)

获取TKIP阶段2密钥

**参数**

struct ieee80211\_key\_conf \*keyconf

传递设置密钥的参数

struct sk\_buff \*skb

要从中获取IV32 / IV16值并使用此密钥加密的数据包

u8 \*p2k

将写入密钥的缓冲区，为16个字节

**说明**

此函数计算数据包中IV值的TKIP RC4密钥。

### 省电支持

mac80211 支持各种节电实现。

首先，它可以支持通过硬件自己处理所有电源管理的硬件，这种硬件应该简单地设置 IEEE80211\_HW\_SUPPORTS\_PS 硬件标志。在这种情况下，根据关联状态，它将被告知所需的节能模式与 IEEE80211\_CONF\_PS 标志。硬件必须在必要时发送 nullfunc 帧，即在进入和离开节电模式时。硬件需要查看信标中的 AID，并在发现流量定向到它时向 AP 发送唤醒信号。

启用 IEEE80211\_CONF\_PS 标志意味着启用了 IEEE 802.11-2007 第11.2节中定义的节省电源模式。这不应与硬件唤醒和睡眠状态混淆。驱动程序负责在向硬件发出命令之前唤醒硬件，并在适当的时候让其进入睡眠状态。

启用 PS 后，硬件需要唤醒信标并在信标后接收缓冲的多播/广播帧。此外，它必须能够发送帧并接收确认帧。

其他硬件设计无法自行发送 nullfunc 帧，还需要软件支持以解析 TIM 位图。mac80211 通过组合 IEEE80211\_HW\_SUPPORTS\_PS 和 IEEE80211\_HW\_PS\_NULLFUNC\_STACK 标志也支持此功能。当然，硬件仍然需要传递信标。硬件仍然需要处理唤醒多播流量；如果不能，则驱动程序必须尽可能处理该问题，mac80211 太慢了，无法处理。

动态节电是常规节电的扩展，其中硬件在发送帧后保持唤醒状态一段用户指定的时间，以便不必缓冲并因此延迟到下一次唤醒的答复帧。它的妥协是在有数据流量时获得足够好的延迟，同时在空闲期间节省大量电力。

mac80211 只需根据流量启用和禁用 PS 即可简单地支持动态节电。驱动程序只需要设置 IEEE80211\_HW\_SUPPORTS\_PS 标志，mac80211 将自动处理所有事项。此外，支持动态 PS 特性的硬件可以设置 IEEE80211\_HW\_SUPPORTS\_DYNAMIC\_PS 标志，以指示它可以自己支持动态 PS 模式。驱动程序需要查看 dynamic\_ps\_timeout 硬件配置值，并在设置 IEEE80211\_CONF\_PS 时使用该值。在这种情况下，mac80211 将在堆栈中禁用动态 PS 功能，并在用户启用电源管理时仅保持 IEEE80211\_CONF\_PS 已启用。

驱动程序通过启用 IEEE80211\_VIF\_SUPPORTS\_UAPSD 标志来通知 U-APSD 客户端支持。通过 conf\_tx（）操作中的 UAPSD 参数配置模式。硬件需要发送 QoS Nullfunc 帧并保持唤醒状态直到服务期结束。为了利用 U-APSD，禁用 voip AC 的动态节电，所有来自该 AC 的帧都在启用电源管理的情况下传输。

注意：IEEE80211\_HW\_PS\_NULLFUNC\_STACK 尚不支持 U-APSD 客户端模式。

### 信标过滤器支持

有些硬件具有信标过滤器支持，可以减少主机 CPU 的唤醒，从而减少系统功耗。它通常的工作方式是固件创建信标的校验和，但省略所有不断变化的元素（TSF、TIM 等）。每当校验和更改时，信标就会转发到主机，否则它就会被丢弃。这样，主机只会接收到某些相关信息已经更改的信标（例如 ERP 保护或 WMM 设置）。

信标过滤器支持由 IEEE80211\_VIF\_BEACON\_FILTER 接口能力进行广告宣传。每当启用节能时，即设置了 IEEE80211\_CONF\_PS，驱动程序需要启用信标过滤器支持。当启用了节能时，堆栈不会检查信标丢失，驱动程序需要通过 ieee80211\_beacon\_loss() 通知信标丢失。

将来，mac80211 和漫游算法将控制固件通知驱动程序信标丢失事件（或错过的信标数）。因为可能有不断变化的信息元素，但软件堆栈中没有关心的内容，所以将来，mac80211 将告诉驱动程序哪些信息元素是有趣的，我们想在其中看到它们的更改。这将包括：

信息元素 ID 列表

供应商信息元素的 OUI 列表

理想情况下，硬件将过滤掉没有更改请求元素的信标，但是如果不能支持它，它可以牺牲一些效率，仅过滤出一部分。例如，如果设备不支持检查 OUIs，它应该通过所有供应商信息元素中的所有更改传递。

请注意，为了简化，改变也包括信标中出现或消失的信息元素。

有些硬件支持“忽略列表”，只需确保没有请求的内容在忽略列表中，并将常见的变化的信息元素ID放入忽略列表中，例如11（BSS负载）和各种供应商分配的具有未知内容的IE（128、129、133-136、149、150、155、156、173、176、178、179、219）；为了前向兼容性，也可以包括一些目前未使用的ID。

除了这些功能外，硬件还应支持通知主机信标RSSI的变化。这与在没有流量流动时实现漫游有关（当流量流动时，我们看到接收到的数据包的RSSI）。这可能包括在RSSI显着变化时或在可配置的阈值以下或以上时通知主机。未来，这些阈值还将由mac80211配置（从用户空间获取）以根据漫游算法实现它们。

如果硬件无法实现此功能，则驱动程序应要求其定期将信标帧传递给主机，以便软件可以进行信号强度阈值检查。

#### void ieee80211\_beacon\_loss（struct ieee80211\_vif \* vif）

通知硬件未接收到信标

**参数**

struct ieee80211\_vif \* vif

从add\_interface回调的struct ieee80211\_vif指针。

**说明**

当启用IEEE80211\_VIF\_BEACON\_FILTER和设置IEEE80211\_CONF\_PS的信标过滤时，驱动程序需要使用此函数通知硬件何时未接收信标。

### 多个队列和QoS支持

待定

#### struct ieee80211\_tx\_queue\_params

传输队列配置

**定义**

struct ieee80211\_tx\_queue\_params {

u16 txop;

u16 cw\_min;

u16 cw\_max;

u8 aifs;

bool acm;

bool uapsd;

bool mu\_edca;

struct ieee80211\_he\_mu\_edca\_param\_ac\_rec mu\_edca\_param\_rec;

};

**成员**

txop

最大突发时间，以32微秒为单位，0表示禁用

cw\_min

最小争用窗口[2 ^ n-1形式的值，在1..32767范围内]

cw\_max

最大争用窗口[如cw\_min]

aifs

仲裁间隔时间[0..255]

acm

是否需要访问类别的强制承认控制

uapsd

队列中U-APSD模式是否启用

mu\_edca

MU EDCA是否配置

mu\_edca\_param\_rec

用于HE的MU EDCA参数记录

**说明**

此结构中提供的信息是QoS传输队列配置所需的。参见IEEE 802.11 7.3.2.29。

### 支持接入点模式

待定

应在这里或硬件加密章节中插入有关带有VLAN接口的说明。

#### 支持省电客户端

为了实现AP和P2P GO模式，mac80211支持客户端省电，包括“传统”PS（PS-Poll / null数据）和uAPSD。目前没有支持sAPSD。

有一项mac80211的假设，即客户端不会同时使用PS-Poll和uAPSD进行轮询触发。二者均受支持，同一客户端均可使用，但同一客户端不能同时使用。这简化了驱动程序代码。

要记住的第一件事是，完整的驱动程序实现有一个标志：IEEE80211\_HW\_AP\_LINK\_PS。如果设置了此标志，则mac80211期望驱动程序处理大多数省电客户端的状态机，并将忽略传入帧中的PM位。然后，驱动程序使用ieee80211\_sta\_ps\_transition（）通知mac80211站点的省电转换。在此模式下，mac80211也不处理PS-Poll / uAPSD。

在没有IEEE80211\_HW\_AP\_LINK\_PS的模式下，mac80211将检查传入帧中的PM位以进行客户端省电转换。当一个站台休眠时，我们将停止向其传输。但是，存在一种竞争条件：当硬件队列上有数据缓冲时，可能会有一个站点进入休眠状态。如果设备支持此操作，它将拒绝帧，并使驱动程序将帧返回给带有设置IEEE80211\_TX\_STAT\_TX\_FILTERED标志的mac80211，这将导致mac80211在该站点唤醒时重试帧。驱动程序还通过调用其sta\_notify回调来通知省电转换。

当站点处于休眠状态时，它有三个选择：它可以醒来，可以PS-Poll，也可以可能开始一个uAPSD服务期。唤醒是通过简单地将所有缓冲的（和过滤的）帧传输到站点来实现的。这是最简单的情况。当站点发送PS-Poll或uAPSD触发帧时，mac80211将使用allow\_buffered\_frames回调（此回调是可选的）通知驱动程序。然后，mac80211将像往常一样传输帧，并在每个帧上设置IEEE80211\_TX\_CTL\_NO\_PS\_BUFFER。服务期中的最后一帧（或PS-Poll的唯一响应）还将设置IEEE80211\_TX\_STATUS\_EOSP，以指示它结束服务期。由于此帧必须具有TX状态报告，因此它还设置IEEE80211\_TX\_CTL\_REQ\_TX\_STATUS。当为此帧报告TX状态时，将标记服务期已结束，并且对等方可以启动新的服务期。

此外，当mac80211设置了IEEE80211\_TX\_CTL\_NO\_PS\_BUFFER时，mac80211还可以发送不可缓存MMPDU。

在一些设备（例如iwlwifi）上可能会存在另一种竞争条件，即当某个站点排队的帧在其唤醒或轮询时，已排队的帧可能会首先被传输，导致EOSP的重新排序和/或错误处理。造成这个问题的原因是允许将帧传输到某个站点是设备的带外通信。为了解决这个问题，驱动程序可以在接收到站点进入休眠通知时调用ieee80211\_sta\_block\_awake()，如果有帧被缓冓，则必须调用该函数来指示该站点不再被阻止。当所有这些帧都已被过滤（参见上文），它必须再次调用该函数以指示该站点不再受阻。

如果驱动程序以任何方式在驱动程序中缓冲聚合帧，则必须在收到有关该站点进入睡眠状态的通知时使用ieee80211\_sta\_set\_buffered()调用来通知mac80211缓冲任何TID上有帧缓冲的信息。请注意，当一个站点唤醒时，这些信息会被重置（因此在通知该站点进入睡眠时需要调用该函数）。然后，在任何原因时开始服务期间，则使用被释放的帧数和它们来自哪些TID的调用release\_buffered\_frames。在这种情况下，驱动程序负责设置EOSP（对于uAPSD）和MORE\_DATA位于释放的帧中，以帮助传递more\_data参数告诉驱动程序在其他TID上是否有更多数据 - 忽略要释放帧的TID，因为mac80211不知道这些TID的缓冲区中包含多少帧。

如果驱动程序还实现了GO模式，那么缺席期可能会缩短服务期间（或中止PS-Poll响应），除了驱动程序中缓冲的帧之外，它必须过滤响应帧-那些必须保持缓冲以避免重新排序。因为在这种情况下可能不会释放任何帧，所以驱动程序必须调用ieee80211\_sta\_eosp()以指示mac80211服务期间已结束。

最后，如果来自多个TID的帧已从mac80211释放，但驱动程序可能会对它们进行重新排序，则必须清除并适当设置标志（只有最后一帧可能具有IEEE80211\_TX\_STATUS\_EOSP），并且还要处理帧中的EOSP和MORE\_DATA位。在这种情况下，驱动程序也可以使用ieee80211\_sta\_eosp()。

请注意，如果驱动程序缓冲除QoS数据帧以外的帧，则必须注意永远不要将非QoS数据帧作为服务期间的最后一帧发送，如果需要，请在非QoS数据帧之后添加QoS-无数据帧。

**struct [sk\_buff](https://www.kernel.org/doc/html/v4.19/networking/kapi.html" \l "c.sk_buff" \o "sk_buff) \* ieee80211\_get\_buffered\_bc(struct [ieee80211\_hw](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_hw" \o "ieee80211_hw) \* hw, struct [ieee80211\_vif](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_vif" \o "ieee80211_vif) \* vif)**

访问缓冲的广播和多播帧

1）参数

struct ieee80211\_hw \* hw

从获得的指针[ieee80211\_alloc\_hw()](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_alloc_hw" \o "ieee80211_alloc_hw)。

struct ieee80211\_vif \* vif

[struct ieee80211\_vif](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_vif" \o "ieee80211_vif)来自 add\_interface 回调的指针。

2）说明

用于访问缓冲的广播和多播帧的函数。如果在使用节能时硬件/固件没有实现广播/多播帧的缓冲，802.11 代码会将它们缓冲在主机内存中。低级驱动程序使用此函数来获取下一个缓冲帧。在大多数情况下，这在生成信标帧时使用。

3）返回

指向下一个缓冲 skb 的指针，如果没有更多缓冲帧可用，则为 NULL。

4）笔记

缓冲帧仅在生成 DTIM 信标帧后返回[ieee80211\_beacon\_get()](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_beacon_get" \o "ieee80211_beacon_get)，因此低级驱动程序必须[ieee80211\_beacon\_get()](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_beacon_get" \o "ieee80211_beacon_get)首先调用。[ieee80211\_get\_buffered\_bc()](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_get_buffered_bc" \o "ieee80211_get_buffered_bc)如果先前生成的信标不是 DTIM，则返回 NULL，因此低级驱动程序不需要单独检查 DTIM 信标，并且应该能够对所有信标使用通用代码。

**struct [sk\_buff](https://www.kernel.org/doc/html/latest/networking/kapi.html" \l "c.sk_buff" \o "sk_buff) \*ieee80211\_beacon\_get(struct [ieee80211\_hw](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211.html" \l "c.ieee80211_hw" \o "ieee80211_hw) \*hw, struct [ieee80211\_vif](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211.html" \l "c.ieee80211_vif" \o "ieee80211_vif) \*vif, unsigned int link\_id)**

信标生成函数

1）参数

struct ieee80211\_hw \* hw

从获得的指针[ieee80211\_alloc\_hw()](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_alloc_hw" \o "ieee80211_alloc_hw)。

struct ieee80211\_vif \* vif

[struct ieee80211\_vif](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211.html" \l "c.ieee80211_vif" \o "ieee80211_vif)来自 add\_interface 回调的指针。

2）说明

看ieee80211\_beacon\_get\_tim()。

3）返回

看ieee80211\_beacon\_get\_tim()。

**void ieee80211\_sta\_eosp(struct [ieee80211\_sta](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_sta" \o "ieee80211_sta) \*pubsta)**

通知 mac80211 SP 结束

1）参数

struct ieee80211\_sta \* pubsta

车站

2）描述

当设备以无法在 TX 状态中告知 mac80211 EOSP 的方式传输帧时，它必须清除该 IEEE80211\_TX\_STATUS\_EOSP位并改为调用此函数。这适用于 PS-Poll 以及 uAPSD。

请注意，就像 with\_tx\_status()和\_rx()drivers 不能混合调用 irqsafe/non-irqsafe 版本一样，这个函数也不能与那些混合。使用所有的irqsafe，或者所有的非irqsafe，不要混用！

3）注意：这个函数的 \_irqsafe 版本不存在，没有

司机现在需要它。如果您需要 \_irqsafe 版本，请不要调用此函数，查看 git 历史并恢复 \_irqsafe 版本！

**enum ieee80211\_frame\_release\_type**

帧释放原因

常量

IEEE80211\_FRAME\_RELEASE\_PSPOLL

为PS-Poll释放帧

IEEE80211\_FRAME\_RELEASE\_UAPSD

由于触发启用的AC上接收到的帧而释放的帧

**int ieee80211\_sta\_ps\_transition（struct ieee80211\_sta \* sta，bool start）**

连接sta的PS转换

1）参数

struct ieee80211\_sta \* sta

当前连接的sta

bool start

开始或停止PS

2）说明

当在设置IEEE80211\_HW\_AP\_LINK\_PS标志的AP模式下操作时，使用此函数通知mac80211连接的站点进入/离开PS模式。

此函数可能不会在IRQ上下文中调用或启用softirq。

针对单个硬件的对此函数的调用必须相互同步。

3）返回

成功时为0。请求的PS模式已设置时为-EINVAL。

**int ieee80211\_sta\_ps\_transition\_ni（struct ieee80211\_sta \* sta，bool start）**

连接的sta的PS转换（在进程上下文中）

1）参数

struct ieee80211\_sta \* sta

当前连接的sta

bool start

开始或停止PS

2）说明

像ieee80211\_sta\_ps\_transition（）一样，但可以在进程上下文中调用（在内部禁用底部半部）。并发调用限制仍然适用。

3）返回

像ieee80211\_sta\_ps\_transition（）。

**void ieee80211\_sta\_set\_buffered（struct ieee80211\_sta \* sta，u8 tid，bool buffered）**

通知mac80211有关驱动程序缓冲的帧

1）参数

struct ieee80211\_sta \* sta

用于睡眠站点的struct ieee80211\_sta指针

u8 tid

具有缓冲帧的TID

bool buffered

表示是否为此TID缓冲帧

2）说明

如果驱动程序为powersave站点缓冲帧而不是将它们传回mac80211以进行重传，则仍可能需要告知站点有缓冲帧通过TIM位。

此函数通知mac80211是否有驱动程序为给定TID缓冲的帧；然后，mac80211可以使用此数据设置TIM位（注意：这可能会回调到驱动程序的set\_tim调用！请注意锁定！）

如果释放给站点的所有帧（由于PS-poll或uAPSD），则驱动程序需要通知mac80211不再有帧缓冲。但是，当站点唤醒mac80211时，mac80211假定所有缓冲的帧都将被传输，并清除此数据，驱动程序需要确保它们在睡眠转换（sta\_notify（）与STA\_NOTIFY\_SLEEP）期间通知mac80211有关所有缓冲的帧。

请注意，从技术上讲，mac80211只需要知道每个AC而不是每个TID的内容，但由于驱动程序缓冲不可避免地会发生在每个TID上（因为它与聚合相关），因此更容易使mac80211将TID映射到所需的AC而不是在使用此API的所有驱动程序中跟踪。

**void ieee80211\_sta\_block\_awake（struct ieee80211\_hw \* hw，struct ieee80211\_sta \* pubsta，bool block）**

阻止站点唤醒

1）参数

struct ieee80211\_hw \* hw

硬件

struct ieee80211\_sta \* pubsta

车站

bool block

是否阻塞或取消阻塞

2）说明

某些设备要求在将某个睡眠状态的站点的队列中的所有帧刷新之前，无法向该站点提供轮询响应或唤醒后的帧。请注意，这些帧必须被驱动程序拒绝为已过滤状态，具有适当的状态标志。

此函数允许以无竞争的方式实现此模式。

为此，驱动程序必须跟踪特定站点仍排队的帧数。如果该数字在站点进入睡眠状态时不为零，则驱动程序必须调用此函数以强制mac80211将该站点视为已睡眠，而不考虑站点的实际状态。一旦未完成的帧数达到零，则驱动程序必须再次调用此函数以解除阻止。这将使mac80211能够发送ps-poll响应，并且如果站点在此期间查询，则帧也将作为结果发送出去。此外，在站点解除阻止后的某个时间，驱动程序将收到有关站点的唤醒通知，而无论该站点实际上是否在阻止时唤醒。

### 支持多个虚拟接口

TBD

注意：具有相同MAC地址的WDS几乎总是可以接受的

此处插入有关具有不同MAC地址的多个虚拟接口的注释，注明mac80211支持哪些配置，添加有关支持hw crypto的注释。

#### void ieee80211\_iterate\_active\_interfaces（struct ieee80211\_hw \* hw，u32 iter\_flags，void (\* iterator)（void \* data，u8 \* mac，struct ieee80211\_vif \* vif），void \* data）

迭代活动接口

**参数**

struct ieee80211\_hw \* hw

应迭代其中接口的硬件struct

u32 iter\_flags

迭代标志，见枚举 ieee80211\_interface\_iteration\_flags

void (\*iterator)(void \*data, u8 \*mac, struct ieee80211\_vif \*vif)

要调用的迭代器函数

void \*data

迭代器函数的第一个参数

**说明**

该函数在当前活动的与给定硬件关联的接口上进行迭代，并调用它们的回调函数。当迭代器函数是 atomic 时，可以使用 ieee80211\_iterate\_active\_interfaces\_atomic。在 add\_interface()期间不迭代新接口。

#### void ieee80211\_iterate\_active\_interfaces\_atomic(struct ieee80211\_hw \*hw, u32 iter\_flags，void (\*iterator)(void \*data, u8 \*mac, struct ieee80211\_vif \*vif), void \*data)

迭代活动接口

**参数**

struct ieee80211\_hw \*hw

应迭代其接口的硬件结构

u32 iter\_flags

迭代标志，见枚举 ieee80211\_interface\_iteration\_flags

void (\*iterator)(void \*data, u8 \*mac, struct ieee80211\_vif \*vif)

要调用的迭代器函数，不能 sleep

void \*data

迭代器函数的第一个参数

**说明**

该函数在当前活动的与给定硬件相关联的接口上进行迭代，并为它们调用回调。如果不希望使用原子迭代器回调函数，则可以使用 ieee80211\_iterate\_active\_interfaces。在 add\_interface()期间不迭代新接口。

### 站点处理

待办事项

#### struct ieee80211\_sta

站点表条目

**定义**

struct ieee80211\_sta {

u32 supp\_rates[NUM\_NL80211\_BANDS];

u8 addr[ETH\_ALEN];

u16 aid;

struct ieee80211\_sta\_ht\_cap ht\_cap;

struct ieee80211\_sta\_vht\_cap vht\_cap;

struct ieee80211\_sta\_he\_cap he\_cap;

u16 max\_rx\_aggregation\_subframes;

bool wme;

u8 uapsd\_queues;

u8 max\_sp;

u8 rx\_nss;

enum ieee80211\_sta\_rx\_bandwidth bandwidth;

enum ieee80211\_smps\_mode smps\_mode;

struct ieee80211\_sta\_rates \_\_rcu \*rates;

bool tdls;

bool tdls\_initiator;

bool mfp;

u8 max\_amsdu\_subframes;

u16 max\_amsdu\_len;

bool support\_p2p\_ps;

u16 max\_rc\_amsdu\_len;

struct ieee80211\_txq \*txq[IEEE80211\_NUM\_TIDS];

u8 drv\_priv[0] ;

};

**成员**

supp\_rates

支持的速率的位图（每个频段）

addr

MAC地址

aid

如果我们是 AP，则分配给该站点的 AID

ht\_cap

此站点的 HT 能力；仅限于我们自己的能力

vht\_cap

此站点的 VHT 能力；仅限于我们自己的能力

he\_cap

此站点的 HE 能力

max\_rx\_aggregation\_subframes

此站点允许向我们传输的单个 AMPDU 中的最大帧数。可以由驱动程序进行修改。

wme

指示 STA 是否支持 QoS/WME（如果本地设备支持，否则始终为 false）

uapsd\_queues

配置了 uapsd 的队列位图。仅在支持 wme 时有效。位排序如 IEEE80211\_WMM\_IE\_STA\_QOSINFO\_AC\_\*。

max\_sp

最大服务周期。仅在支持 wme 时有效。

rx\_nss

在 HT/VHT 中，站点目前可以接收的最大空间流数，通过操作模式通知和能力改变。该值仅在站点进入关联状态后才有效。

bandwidth

当前站点可接收的带宽

smps\_mode

当前的 SMPS 模式（关闭、静态或动态）

rates

速率控制选择表

tdls

指示 STA 是否为 TDLS 对等方

tdls\_initiator

指示 STA 是否是 TDLS 链接的发起方。仅在首先STA 是 TDLS 对等体时才有效。

mfp

指示 STA 是否使用管理帧保护。

max\_amsdu\_subframes

指示单个 A-MSDU 中的最大 MSDU 数。来自 Extended capabilities 元素。0 表示无限制。

max\_amsdu\_len

指示 A-MSDU 的最大长度（以字节为单位）。对于带有 VHT 前缀的数据包，此字段始终有效。对于带有 HT 前缀的数据包，还适用其他限制：

1. 如果 skb 作为 BA 协议的一部分传输，则 A-MSDU 最大大小为 min(max\_amsdu\_len, 4065) 字节。
2. 如果 skb 不是 BA 协议的一部分，则 A-MSDU 的最大大小为 min(max\_amsdu\_len, 7935) 字节。

这两个附加的 HT 限制必须由低级驱动程序强制执行。这由规范定义（IEEE 802.11-2012 第8.3.2.2 注意 2）。

support\_p2p\_ps

指示 STA 是否支持 P2P PS 机制。

max\_rc\_amsdu\_len

速率控制建议的最大 A-MSDU 大小（以字节为单位）。

txq

每个 TID 数据 TX 队列（如果驱动程序使用 TXQ 抽象）

drv\_priv

驱动程序使用的数据区域，始终对齐为 sizeof(void \*)，大小在 hw 信息中确定。

**说明**

站点表条目表示我们可能正在通信的站点。由于站点在 mac80211 中是 RCU 管理的，因此您得到的任何 ieee80211\_sta 指针必须显式或隐式地受到 rcu\_read\_lock() 的保护，或者您必须小心使用这样一个指针，在调用已将其删除的 sta\_remove 回调后不使用此类指针。

#### enum sta\_notify\_cmd

通知站点命令

**常量**

STA\_NOTIFY\_SLEEP

一个站点正在休眠

STA\_NOTIFY\_AWAKE

睡眠中的站点醒来了

**说明**

与 struct ieee80211\_ops 中的 sta\_notify() 回调一起使用，这表示关联站点是否进行了电源状态转换。

#### struct ieee80211\_sta \*ieee80211\_find\_sta(struct ieee80211\_vif \*vif, const u8 \*addr)

查找站点

**参数**

struct ieee80211\_vif \*vif

虚拟接口寻找站点

const u8 \*addr

站点地址

**返回**

如果找到，则返回站点。否则返回NULL。

**注意**

必须在RCU锁下调用此函数，并且在RCU锁下生成的指针也仅有效。

#### struct [ieee80211\_sta](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_sta" \o "ieee80211_sta) \*ieee80211\_find\_sta\_by\_ifaddr(struct [ieee80211\_hw](https://www.kernel.org/doc/html/latest/driver-api/80211/mac80211.html" \l "c.ieee80211_hw" \o "ieee80211_hw) \*hw, const u8 \*addr, const u8 \*localaddr)

在硬件上查找站点

**参数**

struct ieee80211\_hw \*hw

从ieee80211\_alloc\_hw()获得的指针

const u8 \*addr

远程站点地址

const u8 \*localaddr

本地地址（vif->sdata->vif.addr）。使用“任何”为NULL。

**返回**

如果找到，则返回站点。否则返回NULL。

**注意**

必须在RCU锁下调用此函数，并且在RCU锁下生成的指针也仅有效。

**注意**：

您可能会将localaddr传递为NULL，但那么您只会得到与远程地址“addr”匹配的第一个STA。我们可以有多个STA与多个逻辑站点相关联（例如，考虑一个连接到同一AP硬件上的另一个BSSID的站点，而不必首先断开连接）。在这种情况下，使用localaddr NULL的此方法的结果不可靠。如有可能，请勿使用此函数的localaddr NULL。

### 硬件扫描卸载

待定

#### void ieee80211\_scan\_completed(struct ieee80211\_hw \*hw, struct cfg80211\_scan\_info \*info)

完成硬件扫描

**参数**

struct ieee80211\_hw \*hw

完成扫描的硬件

struct cfg80211\_scan\_info \*info

有关已完成扫描的信息

**说明**

在使用硬件扫描抵消（即分配hw\_scan（）回调）时，驱动程序需要调用此函数来通知mac80211扫描已完成。该函数可以从任何上下文中调用，包括hardirq上下文。

### 聚合

#### TX A-MPDU聚合

TX侧的聚合需要设置硬件标志IEEE80211\_HW\_AMPDU\_AGGREGATION。然后，将带有A-MPDU聚合标志的数据包传递给驱动程序。驱动程序或设备负责实际聚合帧以及决定聚合多少帧以及聚合哪些帧。

当某个子系统启动TX聚合时（通常适合于速率控制算法），通过调用ieee80211\_start\_tx\_ba\_session（）函数，驱动程序将通过其ampdu\_action函数得到通知，其中带有IEEE80211\_AMPDU\_TX\_START操作。

作为响应，驱动程序稍后需要调用ieee80211\_start\_tx\_ba\_cb\_irqsafe（）函数，此函数表示在peer回应后真正开始聚合会话。如果peer回复为负，会话将立即停止。请注意，即使驱动程序还没有表明已完成设置，聚合会话也可以在之前停止，在这种情况下，它不得表明设置完成。

还要注意的是，由于我们还需要等待peer的回复，因此驱动程序通过ampdu\_action回调通知握手完成。

类似地，当peer或某个调用ieee80211\_stop\_tx\_ba\_session（）的东西停止聚合会话时，将使用驱动程序的ampdu\_action函数将操作IEEE80211\_AMPDU\_TX\_STOP调用。在这种情况下，调用不得失败，并且驱动程序稍后必须调用ieee80211\_stop\_tx\_ba\_cb\_irqsafe（）函数。请注意，STA可能会在BA撕裂完成之前被销毁。

#### RX A-MPDU聚合

RX侧的聚合仅需要实现会话的ampdu\_action回调，该回调被调用以启动/停止任何块确认会话以进行RX聚合。

当由peer开始RX聚合时，驱动程序通过ampdu\_action函数得到通知，其中包含IEEE80211\_AMPDU\_RX\_START操作，并可以拒绝请求，在这种情况下，将向peer发送负响应，如果它接受它，则将发送正响应。

在会话处于活动状态时，设备/驱动程序需要将帧解聚并从一个传递到mac80211，后者将处理重新排序缓冲器。

当由peer或我们自己停止聚合会话时，将使用驱动程序的ampdu\_action函数将操作IEEE80211\_AMPDU\_RX\_STOP调用。在这种情况下，调用不得失败。

**enum ieee80211\_ampdu\_mlme\_action**

A-MPDU操作

1）常量

IEEE80211\_AMPDU\_RX\_START

开始RX聚合

IEEE80211\_AMPDU\_RX\_STOP

停止RX聚合

IEEE80211\_AMPDU\_TX\_START

开始TX聚合，驱动程序必须调用ieee80211\_start\_tx\_ba\_cb\_irqsafe（）或使用状态IEEE80211\_AMPDU\_TX\_START\_DELAY\_ADDBA调用ieee80211\_start\_tx\_ba\_cb\_irqsafe（）以延迟addba，或者只需返回特殊状态IEEE80211\_AMPDU\_TX\_START\_IMMEDIATE。

IEEE80211\_AMPDU\_TX\_STOP\_CONT

停止TX聚合，但继续传输排队的未聚合的数据包。传输所有数据包后，驱动程序必须调用ieee80211\_stop\_tx\_ba\_cb\_irqsafe（）。

IEEE80211\_AMPDU\_TX\_STOP\_FLUSH

停止TX聚合并刷新所有数据包，在删除站点时调用。在这种情况下，没有必要或原因调用ieee80211\_stop\_tx\_ba\_cb\_irqsafe（），因为mac80211假定会话已经消失并删除了站点。

IEEE80211\_AMPDU\_TX\_STOP\_FLUSH\_CONT

当停止TX聚合但驱动程序尚未调用ieee80211\_stop\_tx\_ba\_cb\_irqsafe（）并且现在连接已断开且将删除该站点时调用。驱动程序应在调用此函数时清除和丢弃剩余数据包。

IEEE80211\_AMPDU\_TX\_OPERATIONAL

TX聚合已开始运行

2）说明

这些标志与struct ieee80211\_ops中的ampdu\_action（）回调一起使用，以指示需要执行的操作。

请注意，即使在调用ieee80211\_start\_tx\_ba\_cb\_irqsafe来开始TX聚合会话之前，驱动程序必须能够处理停止TX聚合会话的情况，因为对等方可能会收到addBA帧并立即发送delBA！

### 空间复用省电（SMPS）

SMPS（空间复用省电）是一种在802.11n实现中保护电源的机制。有关机制和原理的详细信息，请参见802.11（经802.11n-2009修改）“11.2.3 SM power save”。

mac80211实现能够将操作帧发送到AP以更新站点的SMPS模式，并指示驱动程序进入特定模式。它还在关联握手期间宣布所请求的SMPS模式。这个特征需要硬件支持，可以通过硬件标志表示。

默认模式将是“自动”，它由nl80211 / cfg80211定义为（常规）电源管理中的动态SMPS，否则关闭SMPS。

为了支持这个特性，驱动程序必须设置适当的硬件支持标志，并处理config（）操作中的SMPS标志。然后通过这个机制被指示在连接到HT AP时进入请求的SMPS模式。

#### void ieee80211\_request\_smps（struct ieee80211\_vif \* vif，unsigned int link\_id，enum ieee80211\_smps\_mode smps\_mode）

请求SM PS转换

**参数**

struct ieee80211\_vif \* vif

从add\_interface回调的struct ieee80211\_vif指针。

unsigned int link\_id

MLO的链接ID，或0

enum ieee80211\_smps\_mode smps\_mode

新的SM PS模式

**说明**

这使驱动程序可以在托管模式下请求SM PS转换。当驱动程序具有有关可能的干扰的更多信息时，例如通过蓝牙，这将非常有用。

待定

本书的此部分说明了速率控制算法接口及其与mac80211和驱动程序的关系。

#### enum ieee80211\_smps\_mode

空间复用省电模式

**常量**

IEEE80211\_SMPS\_AUTOMATIC

自动

IEEE80211\_SMPS\_OFF

关闭

IEEE80211\_SMPS\_STATIC

静态

IEEE80211\_SMPS\_DYNAMIC

动态

IEEE80211\_SMPS\_NUM\_MODES

内部，不使用

### 速率控制API

待定

#### int ieee80211\_start\_tx\_ba\_session（struct ieee80211\_sta \* sta，u16 tid，u16 timeout）

启动tx块确认会话。

**参数**

struct ieee80211\_sta \* sta

要启动BA会话的站点

u16 tid

TID上的BA。

u16超时

会话超时值（以TU表示）

**返回**

如果发送addBA请求，则成功，否则失败

**说明**

尽管mac80211 /低级驱动程序/用户空间应用程序可以估计在某个RA / TID上启动聚合的需要，但会话级别将由mac80211管理。

#### void ieee80211\_start\_tx\_ba\_cb\_irqsafe（struct ieee80211\_vif \* vif，const u8 \* ra，u16 tid）

低级驱动程序准备好聚合。

**参数**

struct ieee80211\_vif \* vif

来自add\_interface回调的struct ieee80211\_vif指针

const u8 \* ra

BA会话收件人的接收器地址。

u16 tid

TID上的BA。

**说明**

低级驱动程序必须在准备好BA会话后调用此函数。它可以从任何上下文调用。

#### int ieee80211\_stop\_tx\_ba\_session（struct ieee80211\_sta \* sta，u16 tid）

停止块确认会话。

**参数**

struct ieee80211\_sta \* sta

停止BA会话的站点

u16 tid

停止BA的TID。

**返回**

当TID无效或未激活聚合时，负错误

**说明**

尽管mac80211 /低级驱动程序/用户空间应用程序可以估计在某个RA / TID上停止聚合的需要，但会话级别将由mac80211管理。

#### enum ieee80211\_rate\_control\_changed

表示发生了什么变化的标志

**常数**

IEEE80211\_RC\_BW\_CHANGED

可以用于向此站点发送传输的带宽发生了变化。实际带宽在站点信息中 - 对于HT20 / 40，在IEEE80211\_HT\_CAP\_SUP\_WIDTH\_20\_40标志发生变化，对于HT和VHT，带宽字段发生变化。

IEEE80211\_RC\_SMPS\_CHANGED

该站点的SMPS状态已更改。

IEEE80211\_RC\_SUPP\_RATES\_CHANGED

由于发现有关对等方的更多信息，该对等方的支持速率集合（在IBSS模式下）已更改。

IEEE80211\_RC\_NSS\_CHANGED

对等方更改了N\_SS（空间流的数量）

#### struct ieee80211\_tx\_rate\_control

用于/从RC算法控制率的速率控制信息

**定义**

struct ieee80211\_tx\_rate\_control {

struct ieee80211\_hw \*hw;

struct ieee80211\_supported\_band \*sband;

struct ieee80211\_bss\_conf \*bss\_conf;

struct sk\_buff \*skb;

struct ieee80211\_tx\_rate reported\_rate;

bool rts, short\_preamble;

u32 rate\_idx\_mask;

u8 \*rate\_idx\_mcs\_mask;

bool bss;

};

**成员**

hw

调用算法的硬件。

sband

在其上传输此帧的频段。

bss\_conf

当前的BSS配置

skb

将要传输的skb，其控制信息需要填写

reported\_rate

速率控制算法可以填充这个属性，以指示应向用户空间报告哪个速率并用于网格网络中的速率计算。

rts

是否使用RTS发送此帧，因为它的长度超过了RTS阈值

短前言

如果所选速率支持，则mac80211是否会请求短前言传输

rate\_idx\_mask

用户请求（传统）速率屏蔽

rate\_idx\_mcs\_mask

用户请求的MCS速率屏蔽（如果未使用，则为NULL）

bss

此帧是在AP模式还是IBSS模式下发送的

#### bool rate\_control\_send\_low(struct [ieee80211\_sta](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_sta" \o "ieee80211_sta) \* sta, void \* priv\_sta, struct [ieee80211\_tx\_rate\_control](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_tx_rate_control" \o "ieee80211_tx_rate_control) \* txrc)

用于管理/无ACK帧的驱动程序的帮助程序

**参数**

struct ieee80211\_sta \* sta

struct ieee80211\_sta指向目标目标的指针。请注意，这可以为空。

void \* priv\_sta

私有速率控制结构。这可能为null。

struct ieee80211\_tx\_rate\_control \* txrc

我们应该为mac80211填充的速率控制信息。

**说明**

同意使用最低速率发送管理帧和NO\_ACK数据，并且具有相应hw重试次数的速率控制算法应在其mac80211 get\_rate回调的开头使用此选项。如果返回true，则速率控制可以简单地返回。如果返回false，则我们保证sta和sta和priv\_sta不为null。

希望对多播/广播帧进行更智能的速率选择的速率控制算法可以选择不使用此选项。

待定

本书的这一部分说明了mac80211的内部。

### 密钥处理

#### 密钥处理基础知识

在mac80211中，基于每个接口（sub\_if\_data）密钥和每个站点密钥进行处理。由于每个站点都属于一个接口，因此每个站点密钥也属于该接口。

对于在软件中实现的算法，硬件加速是在尽力的基础上完成的，对于每个键，硬件被要求为其卸载启用该键，但如果它无法执行该操作，则该键仅用于软件加密（除非它是为未在软件中实现的算法）。目前还没有办法知道密钥是在SW还是HW中处理的，除非在debugfs中查看。

所有密钥管理都受互斥体的内部保护。在mac80211的所有其他部分中，密钥引用与STA结构引用一样，受RCU保护。但是请注意，某些东西没有受到保护，即硬件加速功能中的key->sta解引用。这意味着sta\_info\_destroy（）必须删除等待RCU宽限期的密钥。

#### 更多··待定

待定

### 接收处理

待定

### 传输处理

待定

### 站点信息处理

#### 编程信息

**struct sta\_info**

STA 信息

1）定义

struct sta\_info {

struct list\_head list, free\_list;

struct rcu\_head rcu\_head;

struct rhlist\_head hash\_node;

u8 addr[ETH\_ALEN];

struct ieee80211\_local \*local;

struct ieee80211\_sub\_if\_data \*sdata;

struct ieee80211\_key \_\_rcu \*gtk[NUM\_DEFAULT\_KEYS + NUM\_DEFAULT\_MGMT\_KEYS];

struct ieee80211\_key \_\_rcu \*ptk[NUM\_DEFAULT\_KEYS];

u8 ptk\_idx;

struct rate\_control\_ref \*rate\_ctrl;

void \*rate\_ctrl\_priv;

spinlock\_t rate\_ctrl\_lock;

spinlock\_t lock;

struct ieee80211\_fast\_tx \_\_rcu \*fast\_tx;

struct ieee80211\_fast\_rx \_\_rcu \*fast\_rx;

struct ieee80211\_sta\_rx\_stats \_\_percpu \*pcpu\_rx\_stats;

#ifdef CONFIG\_MAC80211\_MESH;

struct mesh\_sta \*mesh;

#endif;

struct work\_struct drv\_deliver\_wk;

u16 listen\_interval;

bool dead;

bool removed;

bool uploaded;

enum ieee80211\_sta\_state sta\_state;

unsigned long \_flags;

spinlock\_t ps\_lock;

struct sk\_buff\_head ps\_tx\_buf[IEEE80211\_NUM\_ACS];

struct sk\_buff\_head tx\_filtered[IEEE80211\_NUM\_ACS];

unsigned long driver\_buffered\_tids;

unsigned long txq\_buffered\_tids;

long last\_connected;

struct ieee80211\_sta\_rx\_stats rx\_stats;

struct {

struct ewma\_signal signal;

struct ewma\_signal chain\_signal[IEEE80211\_MAX\_CHAINS];

} rx\_stats\_avg;

\_\_le16 last\_seq\_ctrl[IEEE80211\_NUM\_TIDS + 1];

struct {

unsigned long filtered;

unsigned long retry\_failed, retry\_count;

unsigned int lost\_packets;

unsigned long last\_tdls\_pkt\_time;

u64 msdu\_retries[IEEE80211\_NUM\_TIDS + 1];

u64 msdu\_failed[IEEE80211\_NUM\_TIDS + 1];

unsigned long last\_ack;

s8 last\_ack\_signal;

bool ack\_signal\_filled;

struct ewma\_avg\_signal avg\_ack\_signal;

} status\_stats;

struct {

u64 packets[IEEE80211\_NUM\_ACS];

u64 bytes[IEEE80211\_NUM\_ACS];

struct ieee80211\_tx\_rate last\_rate;

u64 msdu[IEEE80211\_NUM\_TIDS + 1];

} tx\_stats;

u16 tid\_seq[IEEE80211\_QOS\_CTL\_TID\_MASK + 1];

struct sta\_ampdu\_mlme ampdu\_mlme;

#ifdef CONFIG\_MAC80211\_DEBUGFS;

struct dentry \*debugfs\_dir;

#endif;

enum ieee80211\_sta\_rx\_bandwidth cur\_max\_bandwidth;

enum ieee80211\_smps\_mode known\_smps\_mode;

const struct ieee80211\_cipher\_scheme \*cipher\_scheme;

struct codel\_params cparams;

u8 reserved\_tid;

struct cfg80211\_chan\_def tdls\_chandef;

struct ieee80211\_sta sta;

};

2）成员

list

全局链表条目

free\_list

用于跟踪免费电台的列表条目

rcu\_head

用于释放此站结构的 RCU 头

hash\_node

rhashtable 的哈希节点

addr

站的 MAC 地址 - 从公共部分复制，让哈希表只使用一个缓存行

local

指向全局信息的指针

sdata

该站所属的虚拟接口

gtk

与此站协商的组密钥（如果有）

ptk

与此站协商的对等密钥（如果有）

ptk\_idx

最后安装的对等密钥索引

rate\_ctrl

码率控制算法参考

rate\_ctrl\_priv

速率控制专用每 STA 指针

rate\_ctrl\_lock

自旋锁用于保护速率控制数据（算法内部的数据，因此在那里序列化调用）

lock

用于锁定所有需要锁定的字段，参见头文件中的注释。

fast\_tx

TX 快速路径信息

fast\_rx

RX 快速路径信息

pcpu\_rx\_stats

每个 CPU 的 RX 统计信息，仅在驱动程序需要时分配（通过公布 USES\_RSS hw 标志）

mesh

网状STA信息

drv\_deliver\_wk

用于驱动PS解锁后的帧传递

listen\_interval

当我们作为 AP 时，本站的收听间隔

dead

当 sta 未链接时设置为 true

removed

当 sta 从 sta\_list 中删除时设置为 true

uploaded

将 sta 上传到驱动程序时设置为 true

sta\_state

复制有关站状态的信息（用于调试）

\_flags

STA flags，见，不要直接使用[enum ieee80211\_sta\_info\_flags](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211-advanced.html" \l "c.ieee80211_sta_info_flags" \o "ieee80211_sta_info_flags)

ps\_lock

用于省电（当 mac80211 是 AP 时）相关锁定

ps\_tx\_buf

当它离开省电状态或轮询时要传输到该站的帧缓冲区（每个 AC）

tx\_filtered

我们已经尝试传输但由于 STA 进入省电状态而被硬件过滤的帧的缓冲区（每个 AC），当它离开 powersave 或轮询帧时，这些也会被传送到站

driver\_buffered\_tids

驱动程序在其上缓冲数据的 TID 的位图

txq\_buffered\_tids

mac80211 缓冲 txq 数据的 TID 位图

last\_connected

站点连接的时间（以秒为单位）

rx\_stats

接收统计

last\_seq\_ctrl

最后从该 STA 接收到的 seq/frag 编号（每个 TID 加一个用于非 QoS 帧）

status\_stats

TX状态统计

tx\_stats

交易统计

tid\_seq

用于发送到此 STA 的每个 TID 序列号

ampdu\_mlme

A-MPDU状态机状态

debugfs\_dir

调试文件系统目录 dentry

cur\_max\_bandwidth

用于 TX 到站的最大带宽，取自 HT/VHT 功能或 VHT 操作模式通知

known\_smps\_mode

客户端认为我们所处的 smps\_mode。仅与 AP 相关。

cipher\_scheme

此站的可选密码方案

cparams

该站的 CoDel 参数。

reserved\_tid

保留 TID（如果有的话，否则 IEEE80211\_TID\_UNRESERVED）

tdls\_chandef

TDLS 对等体可以具有与 BSS 兼容的更宽的 chandef。

sta

我们与司机分享的车站信息

3）说明

此结构收集有关 mac80211 正在与之通信的站点的信息

**enum ieee80211\_sta\_info\_flags**

站标志

1. 常量

WLAN\_STA\_AUTH

站已通过身份验证。

WLAN\_STA\_ASSOC

站关联。

WLAN\_STA\_PS\_STA

工作站处于省电模式

WLAN\_STA\_AUTHORIZED

站被授权发送/接收流量。始终检查此位，因此在未使用虚拟端口控制时需要为所有站启用。

WLAN\_STA\_SHORT\_PREAMBLE

站点能够接收短前导帧。

WLAN\_STA\_WDS

Station 是我们的 WDS 同行之一。

WLAN\_STA\_CLEAR\_PS\_FILT

当下一帧传输到该站时，在硬件中清除 PS 过滤器（使用 IEEE80211\_TX\_CTL\_CLEAR\_PS\_FILT 控制标志）。

WLAN\_STA\_MFP

管理帧保护与此 STA 一起使用。

WLAN\_STA\_BLOCK\_BA

用于在挂起/恢复和站点移除期间拒绝 ADDBA 请求（TX 和 RX）。

WLAN\_STA\_PS\_DRIVER

驱动程序需要在逻辑上将此站点保持在省电模式，以刷新可能仍在队列中的帧

WLAN\_STA\_PSPOLL

当司机保持 Station 处于省电模式时，Station 发送 PS-poll，当司机解锁时回复。

WLAN\_STA\_TDLS\_PEER

站是 TDLS 对等体。

WLAN\_STA\_TDLS\_PEER\_AUTH

此 TDLS 对等体被授权发送直接数据包。这意味着链接已启用。

WLAN\_STA\_TDLS\_INITIATOR

我们是与这个站的 TDLS 链接的发起者。

WLAN\_STA\_TDLS\_CHAN\_SWITCH

此 TDLS 对等点支持 TDLS 信道切换

WLAN\_STA\_TDLS\_OFF\_CHANNEL

本地 STA 当前与此 TDLS 对等体处于信道外

WLAN\_STA\_TDLS\_WIDER\_BW

此 TDLS 对等点支持在 BSS 基本信道上使用更宽的带宽。

WLAN\_STA\_UAPSD

当司机保持车站处于省电模式时，车站请求计划外的 SP，当司机解锁车站时回复。

WLAN\_STA\_SP

Station 处于服务期，因此不要尝试回复其他 uAPSD 触发帧或 PS-Poll。

WLAN\_STA\_4ADDR\_EVENT

已为此帧发送 4-addr 事件。

WLAN\_STA\_INSERTED

这个站被插入到哈希表中。

WLAN\_STA\_RATE\_CONTROL

已为此站初始化速率控制。

WLAN\_STA\_TOFFSET\_KNOWN

为该站计算的 toffset 有效。

WLAN\_STA\_MPSP\_OWNER

本地 STA 是网格对等服务周期的所有者。

WLAN\_STA\_MPSP\_RECIPIENT

本地 STA 是 MPSP 的接收者。

WLAN\_STA\_PS\_DELIVER

站醒了，但我们仍在阻塞 TX，直到传递未决帧

NUM\_WLAN\_STA\_FLAGS

定义标志的数量

1. 说明

这些标志与的标志成员一起使用，但只是间接地与朋友一起使用。[struct sta\_info](https://www.kernel.org/doc/html/v4.19/driver-api/80211/mac80211-advanced.html" \l "c.sta_info" \o "sta_info)set\_sta\_flag()

#### STA信息生命周期规则

STA信息结构（struct sta\_info）在哈希表中进行更快的查找并在列表中进行迭代。它们使用RCU进行管理，即访问列表和哈希表受RCU保护。

使用sta\_info\_alloc()分配STA信息结构后，调用者拥有该结构。然后它必须使用sta\_info\_insert()或sta\_info\_insert\_rcu()将其插入哈希表中; 仅在后者（获得rcu读取节的rcu\_read\_locked（）除外）的情况下，指针仍然有效。请注意，在插入之前，调用者可能无法对STA信息做太多事情，特别是不能开始任何网格对等链路管理或添加加密密钥。

当插入失败（sta\_info\_insert（）返回非零）时，该结构将已由sta\_info\_insert（）释放！

当建立与对等体的连接时，mac80211会添加站点条目。这对于我们支持的不同类型的接口意味着不同的事情。对于常规站点，这意味着当我们从AP收到关联响应时，我们添加AP站点。对于IBSS模式，当我们了解到同一IBSS中的对等体时，会发生这种情况。对于WDS模式，我们立即在设备打开时添加对等体的sta。使用AP模式时，我们通过nl80211从用户空间请求每个相应站点的站点。

为了删除STA info结构，可以使用各种sta\_info\_destroy\_（\*）调用。

STA条目没有所有权的概念，每个结构都由全局哈希表/列表拥有，直到被删除。所有使用该结构的用户都需要受到RCU保护，以便在使用完该结构之前它不会被释放。

### 聚合

#### struct sta\_ampdu\_mlme

STA聚合信息

**定义**

struct sta\_ampdu\_mlme {

struct mutex mtx;

struct tid\_ampdu\_rx \_\_rcu \*tid\_rx[IEEE80211\_NUM\_TIDS];

u8 tid\_rx\_token[IEEE80211\_NUM\_TIDS];

unsigned long tid\_rx\_timer\_expired[BITS\_TO\_LONGS(IEEE80211\_NUM\_TIDS)];

unsigned long tid\_rx\_stop\_requested[BITS\_TO\_LONGS(IEEE80211\_NUM\_TIDS)];

unsigned long tid\_rx\_manage\_offl[BITS\_TO\_LONGS(2 \* IEEE80211\_NUM\_TIDS)];

unsigned long agg\_session\_valid[BITS\_TO\_LONGS(IEEE80211\_NUM\_TIDS)];

unsigned long unexpected\_agg[BITS\_TO\_LONGS(IEEE80211\_NUM\_TIDS)];

struct work\_struct work;

struct tid\_ampdu\_tx \_\_rcu \*tid\_tx[IEEE80211\_NUM\_TIDS];

struct tid\_ampdu\_tx \*tid\_start\_tx[IEEE80211\_NUM\_TIDS];

unsigned long last\_addba\_req\_time[IEEE80211\_NUM\_TIDS];

u8 addba\_req\_num[IEEE80211\_NUM\_TIDS];

u8 dialog\_token\_allocator;

};

**成员**

mtx

保护所有 TX 数据的互斥锁（除了对 tid\_tx[idx] 的非 NULL 赋值，它受 sta 自旋锁保护） tid\_start\_tx 也受 sta->lock 保护。

tid\_rx

每个 TID 的 Rx 聚合信息 – RCU 保护

tid\_rx\_token

有效聚合会话的对话令牌

tid\_rx\_timer\_expired

指示 RX 计时器在其工作运行之前在哪些 TID 上过期的位图

tid\_rx\_stop\_requested

位图指示驱动程序请求关闭每个 TID 的 BA 会话，直到它的工作运行

tid\_rx\_manage\_offl

指示哪些 BA 会话由于卸载而被请求视为已启动/已停止的位图

agg\_session\_valid

指示哪个 TID 具有打开的 rx BA 会话的位图

unexpected\_agg

位图指示哪个 TID 由于会话外的意外聚合相关帧而已发送 delBA

work

用于开始/停止聚合的工作结构

tid\_tx

每个 TID 的 Tx 聚合信息

tid\_start\_tx

请求开始的会话

last\_addba\_req\_time

最后一个 addBA 请求的时间戳。

addba\_req\_num

发送 addBA 请求的次数。

dialog\_token\_allocator

每个新会话的对话令牌枚举器；

#### struct tid\_ampdu\_tx

TID聚合信息(Tx).

**定义**

struct tid\_ampdu\_tx {

struct rcu\_head rcu\_head;

struct timer\_list session\_timer;

struct timer\_list addba\_resp\_timer;

struct sk\_buff\_head pending;

struct sta\_info \*sta;

unsigned long state;

unsigned long last\_tx;

u16 timeout;

u8 dialog\_token;

u8 stop\_initiator;

bool tx\_stop;

u16 buf\_size;

u16 ssn;

u16 failed\_bar\_ssn;

bool bar\_pending;

bool amsdu;

u8 tid;

};

**成员**

rcu\_head

用于释放结构的 rcu 头

session\_timer

检查我们是否在 TID 上保持 Tx-ing（通过超时值）

addba\_resp\_timer

对等方对 addba 请求的响应计时器

pending

pending frames queue——使用sta的自旋锁来保护

sta

我们依附的车站

state

会话状态（见上文）

last\_tx

最后 tx 活动的 jiffies

timeout

ADDBA 请求中要填写的会话超时值

dialog\_token

聚合会话的对话令牌

stop\_initiator

会话停止的发起者

tx\_stop

停止时发送 DelBA 帧

buf\_size

在接收方重新排序缓冲区大小

failed\_bar\_ssn

上次失败的 BAR tx 尝试的 ssn

bar\_pending

BAR需要重新发送

amsdu

支持带有 A-MDPU 的 A-MSDU

tid

工号

**说明**

该结构的生命周期由RCU管理，持有它的数组分配必须保持聚合互斥。

并且仅当状态具有标志HT\_AGG\_STATE\_OPERATIONAL设置时，TX路径可以在RCU无锁情况下访问它。否则，TX路径还必须获取自旋锁并重新检查状态，请参见触及tx代码中的注释。

#### struct tid\_ampdu\_rx

TID 聚合信息(Rx).

**定义**

struct tid\_ampdu\_rx {

struct rcu\_head rcu\_head;

spinlock\_t reorder\_lock;

u64 reorder\_buf\_filtered;

struct sk\_buff\_head \*reorder\_buf;

unsigned long \*reorder\_time;

struct sta\_info \*sta;

struct timer\_list session\_timer;

struct timer\_list reorder\_timer;

unsigned long last\_rx;

u16 head\_seq\_num;

u16 stored\_mpdu\_num;

u16 ssn;

u16 buf\_size;

u16 timeout;

u8 tid;

u8 auto\_seq:1,removed:1, started:1;

};

**成员**

rcu\_head

用于释放此结构的 RCU 头

reorder\_lock

序列化对重新排序缓冲区的访问，请参见下文。

reorder\_buf\_filtered

位图指示重新排序缓冲区中过滤帧的位置，释放帧时应忽略这些帧

reorder\_buf

缓冲区以重新排序传入的聚合 MPDU。MPDU可以是具有单独报告的子帧的A-MSDU。

reorder\_time

添加 skb 时的 jiffies

sta

我们依附的车站

session\_timer

检查对等方是否在 TID 上保持 Tx-ing（通过超时值）

reorder\_timer

从重新排序缓冲区中释放过期的帧。

last\_rx

上次 RX 活动的 jiffies

head\_seq\_num

重新排序缓冲区中的头部序列号。

stored\_mpdu\_num

重新排序缓冲区中的 MPDU 数量

ssn

预期聚合的起始序列号。

buf\_size

传入 A-MPDU 的缓冲区大小

timeout

重置计时器值（以 TU 为单位）。

tid

工号

auto\_seq

用于卸载 BA 会话以自动选择 head\_seq\_and 和 ssn。

removed

此会话已删除（但可能由于 RCU 而被发现）

started

此会话已开始（已收到主管 ssn 或更高级别）

**说明**

此结构的生命周期由 RCU 管理，对包含它的数组的分配必须包含聚合互斥锁。

reorder\_lock用于保护此结构的成员，timeout、buf\_size和dialog\_token除外，它们在结构的整个生命周期内保持不变（对话令牌仅用于调试）。

### 同步化

待定

锁定，大量 RCU

# 用户空间 I/O HOWTO

## 关于本文档

### 翻译

如果您知道此文档的任何翻译，或者您有兴趣翻译它，请发送电子邮件到hjk@hansjkoch.de。

### 前言

对于许多类型的设备，创建Linux内核驱动程序是过度的。实际上，需要的只是某种处理中断并提供对设备内存空间的访问的方式。控制设备的逻辑不一定非得在内核中实现，因为设备不需要利用内核提供的任何其他资源。这种常见的设备类别之一是工业I/O卡。

为了解决这种情况，设计了用户空间I/O系统（UIO）。对于典型的工业I/O卡，只需要非常小的内核模块。驱动程序的主要部分将在用户空间中运行。这简化了开发并降低了内核模块内的严重错误风险。

请注意，UIO不是通用的驱动程序接口。那些已经由其他内核子系统（如网络、串口或USB）很好地处理的设备不适合使用UIO驱动程序。最适合UIO驱动程序的硬件应满足以下所有条件：

设备具有可映射的内存。可以通过写入此内存来完全控制设备。

设备通常会生成中断。

该设备不适合于标准内核子系统之一。

### 致谢

我想感谢Linutronix的Thomas Gleixner和Benedikt Spranger，他们不仅编写了大部分UIO代码，还通过提供各种背景信息极大地帮助了我编写这份HOWTO。

### 反馈

关于本文档有错误？（或者可能是正确的东西？）我很乐意听取您的意见。请给我发送电子邮件hjk@hansjkoch.de。

## 关于UIO

如果您使用UIO为您的卡驱动程序，您将获得以下内容：

1. 只需编写和维护一个小内核模块。
2. 在用户空间中开发驱动程序的主要部分，具有您习惯的所有工具和库。
3. 您的驱动程序中的错误不会导致内核崩溃。
4. 可以在不重新编译内核的情况下更新驱动程序。

### UIO的工作原理

每个UIO设备通过设备文件和多个sysfs属性文件进行访问。第一个设备的设备文件将被称为/dev/uio0，后续设备的设备文件为/dev/uio1、/dev/uio2等。

/dev/uioX用于访问卡的地址空间。只需使用mmap()即可访问您的卡的寄存器或RAM位置。

中断通过从/dev/uioX读取来处理。从/dev/uioX进行阻塞读取()将在中断发生时立即返回。您还可以在/dev/uioX上使用select()等待中断。从/dev/uioX读取的整数值表示总中断计数。您可以使用此数字来确定是否错过了某些中断。

对于一些内部具有多个中断源但没有单独的IRQ屏蔽和状态寄存器的硬件，如果内核处理程序通过写入芯片的IRQ寄存器来禁用它们，那么用户空间无法确定中断源。这种情况下，内核必须完全禁用IRQ以保持芯片的寄存器不变。现在，用户空间部分可以确定中断的原因，但无法重新启用中断。另一个角落是芯片，其中重新启用中断是对组合的IRQ状态/确认寄存器进行读取-修改-写操作。如果同时发生新的中断，这将导致竞态条件。

为了解决这些问题，UIO还实现了一个写()函数。它通常不会被使用，对于只具有单个中断源或具有单独的IRQ屏蔽和状态寄存器的硬件，可以忽略它。但是，如果需要，对/dev/uioX的写操作将调用驱动程序实现的irqcontrol()函数。您必须写入通常为0或1的32位值，以禁用或启用中断。如果驱动程序未实现irqcontrol()，则write()将返回-ENOSYS。

为了正确处理中断，您的自定义内核模块可以提供自己的中断处理程序，它将自动由内置处理程序调用。

对于不生成中断但需要轮询的卡，可以设置定时器以可配置的时间间隔触发中断处理程序。通过从定时器事件处理程序调用uio\_event\_notify()来完成此中断模拟。

每个驱动程序提供用于读取或写入变量的属性。这些属性可通过sysfs文件访问。自定义内核驱动程序模块可以向uio驱动程序拥有的设备添加自己的属性，但目前尚未添加到UIO设备本身。如果发现这很有用，则将来可能会改变这种情况。

以下是UIO框架提供的标准属性：

1. 名称：您的设备的名称。建议使用内核模块的名称。
2. 版本：由驱动程序定义的版本字符串。这允许用户空间部分处理不同版本的内核模块。
3. 事件：驱动程序自上次读取设备节点以来处理的总中断次数。

这些属性显示在/sys/class/uio/uioX目录下。请注意，该目录可能是符号链接而不是真实目录。访问它的任何用户空间代码必须能够处理这一点。

每个UIO设备可以为内存映射提供一个或多个内存区域。这是必要的，因为某些工业输入/输出卡需要在驱动程序中访问多个PCI内存区域。

每个映射在sysfs中都有自己的目录，第一个映射显示为/sys/class/uio/uioX/maps/map0/。后续映射创建目录map1/，map2/等等。仅当映射的大小不为0时，这些目录才会出现。

每个mapX/目录包含四个只读文件，用于显示内存的属性：

1. 名称：此映射的字符串标识符。这是可选的，字符串可以为空。驱动程序可以设置此项以使用户空间更容易找到正确的映射。
2. 地址：可以映射的内存地址。
3. 大小：addr指向的内存的大小（以字节为单位）。
4. 偏移量：必须添加到通过mmap（）返回的指针中以到达实际设备内存的偏移量（以字节为单位）。如果设备的内存不是页面对齐的，则这一点很重要。请记住，由mmap（）返回的指针始终是页面对齐的，因此始终添加此偏移量是良好的风格。

从用户空间，不同的映射通过调整mmap（）调用的偏移参数来区分。要映射映射N的内存，您必须使用N个页面大小作为偏移量：

offset= N \* getpagesize();

有时，存在类似内存的区域的硬件无法使用此处说明的技术进行映射，但仍然可以从用户空间访问它们。最常见的例子是x86 ioport。在x86系统上，用户空间可以使用ioperm（），iopl（），inb（），outb（）等函数访问这些ioport。

由于这些ioport区域无法映射，它们不会像上述普通内存那样出现在/sys/class/uio/uioX/maps/下。如果没有关于端口区域的信息，硬件部分的驱动程序将很难找出哪些端口属于哪个UIO设备。

为了解决这种情况，添加了新目录/sys/class/uio/uioX/portio/。它只存在于驱动程序想要将有关一个或多个端口区域的信息传递给用户空间的情况下。如果是这种情况，则名为port0，port1等的子目录将出现在/sys/class/uio/uioX/portio/下面。

每个portX/目录包含四个只读文件，用于显示端口区域的名称、起始地址、大小和类型：

1. 名称：此端口区域的字符串标识符。该字符串是可选的且可以为空。驱动程序可以设置它以使用户空间更容易找到某个端口区域。
2. 起始地址：此区域的第一个端口。
3. 大小：此区域中的端口数。
4. 端口类型：说明端口类型的字符串。

## 编写您自己的内核模块

请看uio\_cif.c作为示例。以下段落解释了此文件的不同部分。

### struct uio\_info

该结构告诉框架驱动程序的详细信息。其中一些成员是必需的，其他成员是可选的。

char \*name: 必需。驱动程序在sysfs中出现的名称。建议使用模块的名称。

const char \*version：必须。该字符串出现在/sys/class/uio/uioX/version。

struct uio\_mem mem[MAX\_UIO\_MAPS]：如果您有可以通过mmap()映射的内存，则必须填写uio\_mem结构中的一个以处理每个映射。请参阅以下说明了解详细信息。

struct uio\_port port[MAX\_UIO\_PORTS\_REGIONS]：如果要将有关ioports的信息传递给用户空间，则必填每个端口区域之一的uio\_port结构。请参阅以下说明了解详细信息。

long irq：必需。如果硬件生成中断，则在初始化期间确定irq编号是您模块的任务。如果您没有硬件生成的中断，但想以某种其他方式触发中断处理程序，则将irq设置为UIO\_IRQ\_CUSTOM。如果您根本没有中断，则可以将irq设置为UIO\_IRQ\_NONE，但这很少有意义。

unsigned long irq\_flags：如果已将irq设置为硬件中断号，则需要。这里给出的标志将在调用request\_irq()中使用。

int (\*mmap)(struct uio\_info \* info，struct vm\_area\_struct \* vma)：可选。如果您需要特殊的mmap()函数，则可以在此处设置它。如果此指针不为NULL，则您的mmap()将被调用而不是内置的mmap()。

int(\*open)(struct uio\_info \* info，struct inode \* inode)：可选。您可能希望拥有自己的打开函数，例如仅在实际使用设备时启用中断。

int(\*release)(struct uio\_info \* info，struct inode \* inode)：可选。如果定义自己的open()，则可能还需要自定义release()函数。

int(\*irqcontrol)(struct uio\_info \* info，s32 irq\_on)：可选。如果需要能够通过写入/dev/uioX从用户空间启用或禁用中断，则可以实现该函数。参数irq\_on将为0以禁用中断，为1以启用中断。

通常，您的设备将具有一个或多个可以映射到用户空间的内存区域。对于每个区域，您必须在mem[]数组中设置一个uio\_mem结构。以下是uio\_mem结构的字段说明：

const char \*name：可选。设置此项以帮助识别内存区域，它将出现在相应的sysfs节点中。

int memtype：如果使用映射则必需。如果您在卡上有物理内存可以映射，则设置为UIO\_MEM\_PHYS。对于逻辑内存（例如使用\_\_get\_free\_pages()分配但未使用kmalloc()），请使用UIO\_MEM\_LOGICAL。还有UIO\_MEM\_VIRTUAL用于虚拟内存。

phys\_addr\_t addr：如果使用映射，则必需。填写您的内存块的地址。此地址是出现在sysfs中的地址。

resource\_size\_t size：填写addr指向的内存块的大小。如果大小为零，则该映射将被视为未使用。请注意，对于所有未使用的映射，必须将size初始化为零。

void \*internal\_addr：如果您必须从内核模块内部访问此内存区域，则需要使用类似于ioremap()的方法进行内部映射。此函数返回的地址无法映射到用户空间，因此您不能将其存储在addr中。而是使用internal\_addr来记住这样的地址。

请不要触摸uio\_mem结构的map元素!它由UIO框架用于为此映射设置sysfs文件。只需将其保持原样即可。

有时，您的设备可以有一个或多个端口区域，无法映射到用户空间。但是，如果有其他用户空间访问这些端口的可能性，则将有关端口的信息提供给sysfs是有意义的。对于每个区域，您必须在port[]数组中设置一个uio\_port结构。以下是uio\_port结构的字段说明：

char \*porttype：必需。将其设置为预定义的常量之一。在x86体系结构中找到ioport时，请使用UIO\_PORT\_X86。

unsigned long start：如果使用端口区域，则必需。填写此区域的第一个端口号。

unsigned long size：填写此区域中的端口数。如果size为零，则该区域将被视为未使用。请注意，对于所有未使用的区域，必须将size初始化为零。

请不要触摸uio\_port结构的portio元素!这是UIO框架内部用于为此区域设置sysfs文件的。只需将其保持原样即可。

### 添加中断处理程序

您在中断处理程序中需要执行的操作取决于您的硬件以及您希望如何处理它。您应该尽量减少内核中断处理程序中的代码量。如果您的硬件不需要您在每次中断后执行的任何操作，则您的处理程序可以为空。

另一方面，如果每次中断后需要执行某些操作，您必须在内核模块中执行。请注意，您不能依赖于驱动程序的用户空间部分。您的用户空间程序可能随时终止，可能会使您的硬件处于仍需要适当中断处理的状态。

可能还有应用程序需要在每个中断时从您的硬件中读取数据并将其缓冲在应为此目的分配的内核内存块中。使用此技术，如果您的用户空间程序错过中断，您就可以避免数据丢失。

关于共享中断的说明：只有当驱动程序能够检测到硬件是否已触发中断时，您的驱动程序才应支持中断共享。这通常是通过查看中断状态寄存器来完成的。如果驱动程序看到IRQ位实际上被设置了，它将执行其操作，处理程序返回IRQ\_HANDLED。如果驱动程序检测到不是您的硬件引起的中断，则它将不执行任何操作并返回IRQ\_NONE，允许内核调用下一个可能的中断处理程序。

如果您决定不支持共享中断，则您的卡将无法在没有空闲中断的计算机上工作。由于这在PC平台上经常发生，通过支持中断共享，您可以避免很多麻烦。

### 使用uiopdrv平台设备

在许多情况下，平台设备的UIO驱动程序可以以通用方式处理。您只需要在定义struct platform\_device的地方实现您的中断处理程序并填写struct uio\_info。此struct uio\_info向您的平台设备提供了一个指针。

您还需要设置一个包含您的内存映射地址和大小的struct resource数组。这些信息通过struct platform\_device的.resource和.num\_resources元素传递给驱动程序。

现在，您必须将struct platform\_device的.name元素设置为“uio\_pdrv”，以使用通用UIO平台设备驱动程序。该驱动程序将根据给定的资源填充mem[]数组，并注册设备。

这种方法的优点是您只需要编辑一个需要编辑的文件。您不需要创建额外的驱动程序。

### 使用uiopdrv\_genirq平台设备

特别是在嵌入式设备中，您经常会发现将中断引脚连接到其自己的专用中断线上的芯片。在这种情况下，您可以非常确定地中断没有被共享，我们可以将uio\_pdrv的概念推进一步并使用通用中断处理程序。这就是uio\_pdrv\_genirq的作用。

此驱动程序的设置与uio\_pdrv说明的相同，不同之处在于您不需要实现中断处理程序。struct uio\_info的.handler元素必须保持为NULL。.irq\_flags元素不能包含IRQF\_SHARED。

您将struct platform\_device的.name元素设置为“uio\_pdrv\_genirq”，以使用此驱动程序。

uio\_pdrv\_genirq的通用中断处理程序将使用disable\_irq\_nosync()禁用中断线。完成工作后，用户空间可以通过向UIO设备文件写入0x00000001来重新启用中断。驱动程序已经实现了irq\_control()，使其成为可能，您不必自己实现。

使用uio\_pdrv\_genirq不仅可以节省几行中断处理程序代码。您还不需要了解芯片的内部寄存器，以创建驱动程序的内核部分。您只需知道芯片连接到的引脚的中断号。

在设备树启用的系统中使用时，需要使用“of\_id”模块参数将驱动程序探测到要处理的节点的“compatible”字符串。默认情况下，节点的名称（不包括单元地址）在用户空间中作为UIO设备的名称公开。要设置自定义名称，可以在DT节点中指定名为“linux，uio-name”的属性。

### 使用uio\_dmem\_genirq平台设备

除了静态分配的内存范围外，还可能希望在用户空间驱动程序中使用动态分配的区域。特别是，能够访问通过dma-mapping API提供的内存可能特别有用。uio\_dmem\_genirq驱动程序提供了一种实现这一点的方法。

此驱动程序的使用方式类似于“uio\_pdrv\_genirq”驱动程序，与中断配置和处理有关。

将struct platform\_device的.name元素设置为“uio\_dmem\_genirq”以使用此驱动程序。

使用此驱动程序时，请填写struct platform\_device的.platform\_data元素，该元素是struct uio\_dmem\_genirq\_pdata类型，并包含以下元素：

struct uio\_info uioinfo：与uio\_pdrv\_genirq平台数据使用相同的结构

unsigned int \*dynamic\_region\_sizes：指向要映射到用户空间的动态内存区域大小列表的指针。

unsigned int num\_dynamic\_regions：dynamic\_region\_sizes数组中的元素数。

在平台数据中定义的动态区域将附加到平台设备资源的“ mem []”数组后面，这意味着静态和动态内存区域的总数不能超过MAX\_UIO\_MAPS。

当打开UIO设备文件“ / dev / uioX”时，将分配动态内存区域。与静态内存资源类似，动态区域的内存区域信息可通过sysfs在“ / sys / class / uio / uioX / maps / mapY / \*”中看到。 UIO设备文件关闭时，动态内存区域将被释放。当没有进程持有设备文件时，返回给用户空间的地址为~0。

## 在用户空间编写**驱动**程序

使用硬件的工作内核模块后，您可以编写驱动程序的用户空间部分。您不需要任何特殊的库，驱动程序可以用任何合理的语言编写，可以使用浮点数等。简而言之，您可以使用编写用户空间应用程序的所有工具和库。

### 获取有关UIO设备的信息

有关所有UIO设备的信息都可以在sysfs中找到。在驱动程序中的第一件事是检查名称和版本，以确保您正在与正确的设备交互，并且其内核驱动程序具有您期望的版本。

您还应确保所需的内存映射存在并且具有您期望的大小。

有一个名为lsuio的工具，它列出了UIO设备及其属性。它在这里可用：

http://www.osadl.org/projects/downloads/UIO/user/

使用lsuio，您可以快速检查您的内核模块是否已加载以及其导出的属性。有关详细信息，请参阅手册页。

lsuio的源代码可以作为获取有关UIO设备信息的示例。文件uio\_helper.c包含您可以在用户空间驱动程序代码中使用的许多函数。

### mmap（）设备内存

在确定您具有所需的内存映射且其大小符合预期后，您所要做的就是调用mmap（）将设备的内存映射到用户空间。

mmap（）调用的偏移量参数对于UIO设备具有特殊含义：它用于选择要映射的设备映射。要映射映射N的内存，您必须使用N倍的页面大小作为偏移量：

offset = N \* getpagesize();

N从零开始，因此，如果您只有一个要映射的内存范围，请将偏移量设置为0。这种技术的缺点是内存始终以其起始地址开头映射。

### 等待中断

在成功映射设备的内存之后，您可以像普通数组一样访问它。通常，您将执行一些初始化。之后，您的硬件开始工作，并会在完成、有可用数据或需要您的关注因为发生错误时生成中断。

/dev/uioX是只读文件。读取（）将始终阻塞，直到发生中断。对于read（）的计数参数，只有一个合法值，即带符号32位整数的大小（4）。计数值为任何其他值都会导致read（）失败。带符号的32位整数读取是您设备的中断计数。如果该值比您上次读取的值多一个，则一切正常。如果差异大于1，则您错过了中断。

您还可以在/dev/uioX上使用select（）。

## 通用PCI UIO驱动程序

通用驱动程序是一个名为uio\_pci\_generic的内核模块。它可以与任何符合PCI 2.3（约2002年）和任何符合PCI Express设备的设备一起工作。使用此功能，您只需要编写用户空间驱动程序，无需编写特定于硬件的内核模块。

### 使驱动程序识别设备

由于驱动程序未声明任何设备ID，因此它不会自动加载，也不会自动绑定任何设备，您必须自己加载并为驱动程序分配ID。例如:

modprobe uio\_pci\_generic

echo "8086 10f5" > /sys/bus/pci/drivers/uio\_pci\_generic/new\_id

如果您的设备已经有了特定于硬件的内核驱动程序，则通用驱动程序仍然不会绑定到它，如果您要使用通用驱动程序（为什么会？）在这种情况下，您必须手动解除绑定硬件特定的驱动程序并绑定通用驱动程序，例如:

echo -n 0000:00:19.0 > /sys/bus/pci/drivers/e1000e/unbind

echo -n 0000:00:19.0 > /sys/bus/pci/drivers/uio\_pci\_generic/bind

您可以在sysfs中查找设备是否已绑定驱动程序，例如以下内容:

ls -l /sys/bus/pci/devices/0000:00:19.0/driver

如果成功，应该打印:

.../0000:00:19.0/driver -> ../../../bus/pci/drivers/uio\_pci\_generic

请注意，通用驱动程序不会绑定到旧PCI 2.2设备。如果设备绑定失败，请运行以下命令:

dmesg

并在输出中查找故障原因。

### 关于uio\_pci\_generic的注意事项

使用PCI命令寄存器中的中断禁用位和PCI状态寄存器中的中断状态位处理中断。符合PCI 2.3（约2002年）的所有设备和符合PCI Express设备应支持这些位。uio\_pci\_generic检测此支持，并不会绑定到不支持命令寄存器中的中断禁用位的设备。

在每次中断时，uio\_pci\_generic设置中断禁用位。这将防止设备生成更多中断，直到该位被清除。用户空间驱动程序应在阻塞和等待更多中断之前清除此位。

### 使用**uio**\_pci\_generic编写用户空间驱动程序

用户空间驱动程序可以使用pci sysfs接口或包装它的libpci库来与设备通信，并通过写入命令寄存器来重新启用中断。

### 使用uio\_pci\_generic的示例代码

以下是使用uio\_pci\_generic的一些示例用户空间驱动程序代码:

#include <stdlib.h>

#include <stdio.h>

#include <unistd.h>

#include <sys/types.h>

#include <sys/stat.h>

#include <fcntl.h>

#include <errno.h>

int main()

{

int uiofd;

int configfd;

int err;

int i;

unsigned icount;

unsigned char command\_high;

uiofd = open("/dev/uio0", O\_RDONLY);

if (uiofd < 0) {

perror("uio open:");

return errno;

}

configfd = open("/sys/class/uio/uio0/device/config", O\_RDWR);

if (configfd < 0) {

perror("config open:");

return errno;

}

/\* Read and cache command value \*/

err = pread(configfd, &command\_high, 1, 5);

if (err != 1) {

perror("command config read:");

return errno;

}

command\_high &= ~0x4;

for(i = 0;; ++i) {

/\* Print out a message, for debugging. \*/

if (i == 0)

fprintf(stderr, "Started uio test driver.\n");

else

fprintf(stderr, "Interrupts: %d\n", icount);

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

/\* Here we got an interrupt from the

device. Do something to it. \*/

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

/\* Re-enable interrupts. \*/

err = pwrite(configfd, &command\_high, 1, 5);

if (err != 1) {

perror("config write:");

break;

}

/\* Wait for next interrupt. \*/

err = read(uiofd, &icount, 4);

if (err != 4) {

perror("uio read:");

break;

}

}

return errno;

}

## 通用Hyper-V UIO驱动程序

通用驱动程序是名为uio\_hv\_generic的内核模块。它支持类似于PCI总线上的uio\_pci\_generic的Hyper-V VMBus上的设备。

### 使驱动程序识别设备

由于驱动程序不声明任何设备GUID，因此它不会自动加载并且不会自动绑定到任何设备，您必须自己加载它并为驱动程序分配ID。例如，要使用网络设备类GUID:

modprobe uio\_hv\_generic

echo "f8615163-df3e-46c5-913f-f2d2f965ed0e" > /sys/bus/vmbus/drivers/uio\_hv\_generic/new\_id

如果设备已经有硬件特定的内核驱动程序，则通用驱动程序仍不会绑定到它。在这种情况下，如果您想为用户空间库使用通用驱动程序，您必须手动取消绑定硬件特定的驱动程序并绑定通用驱动程序，并使用设备特定的GUID，像这样:

echo -n ed963694-e847-4b2a-85af-bc9cfc11d6f3 > /sys/bus/vmbus/drivers/hv\_netvsc/unbind

echo -n ed963694-e847-4b2a-85af-bc9cfc11d6f3 > /sys/bus/vmbus/drivers/uio\_hv\_generic/bind

您可以在sysfs中查找设备是否已绑定驱动程序，例如以下内容:

ls -l /sys/bus/vmbus/devices/ed963694-e847-4b2a-85af-bc9cfc11d6f3/driver

如果成功，应该打印:

.../ed963694-e847-4b2a-85af-bc9cfc11d6f3/driver -> ../../../bus/vmbus/drivers/uio\_hv\_generic

### 有关uio\_hv\_generic的注意事项

在每次中断时，uio\_hv\_generic设置中断禁用位。这将防止设备生成更多中断，直到该位被清除。用户空间驱动程序应在阻塞和等待更多中断之前清除此位。

当主机撤销设备时，中断文件说明符会被标记为下降，并且中断文件说明符的任何读取都将返回-EIO。类似于关闭的套接字或断开连接的串行设备。

#### **vmbus设备区域映射到uio设备资源**：

1. 通道环形缓冲区：来宾到主机和主机到来宾
2. 来宾到主机中断信令页
3. 来宾到主机监视器页面
4. 网络接收缓冲区域
5. 网络发送缓冲区域

如果通过对主机的请求创建子通道，则uio\_hv\_generic设备驱动程序将为每个通道环形缓冲区创建一个sysfs二进制文件。例如:

/sys/bus/vmbus/devices/3811fe4d-0fa0-4b62-981a-74fc1084c757/channels/21/ring

## 更多信息

[OSADL 主页.](http://www.osadl.org/)

[Linutronix 主页.](http://www.linutronix.de/)

# Linux固件 API

## 介绍

固件API使内核代码能够从用户空间请求所需的文件，用途各不相同：

CPU勘误的微代码

需要加载到设备微控制器上的设备驱动程序固件

设备驱动程序信息数据（校准数据，EEPROM覆盖），其中一些可以完全是可选的。

### 固件请求类型

有两种调用类型：

同步

异步

您使用哪种取决于您的要求，但经验法则是，除非您已经使用异步初始化机制而不会停止或延迟引导，否则应努力使用异步API。即使加载固件不需要很长时间，处理固件可能会，这仍然可能会延迟引导或初始化，因此诸如异步探测的机制可以帮助补充驱动程序。

## 固件API核心功能

固件API具有丰富的核心功能可用。本节记录这些功能。

### 固件搜索路径

以下搜索路径用于在root文件系统上查找固件：

fw\_path\_para - 模块参数 - 默认为空，因此被忽略

/lib/firmware/updates/UTS\_RELEASE/

/lib/firmware/updates/

/lib/firmware/UTS\_RELEASE/

/lib/firmware/

可以传递‘path’模块参数以激活第一个可选的自定义fw\_path\_para。自定义路径只能长达256个字符。传递的内核参数将是:

1）‘firmware\_class.path=$CUSTOMIZED\_PATH’

有另一种方法可以在启动后运行时自定义路径，您可以使用文件:

2）/sys/module/firmware\_class/parameters/path

您将在其中回显您的自定义路径，并且首先会在那里搜索请求的固件。

### 内置固件

固件可以内置到内核中，这意味着将固件直接构建到vmlinux中，以避免从文件系统中查找固件。相反，可以直接在内核中查找固件。您可以使用内核配置选项启用内置固件:

CONFIG\_EXTRA\_FIRMWARE

CONFIG\_EXTRA\_FIRMWARE\_DIR

以下是您可能要考虑使用CONFIG\_EXTRA\_FIRMWARE构建固件内核的原因：

1. 速度
2. 需要固件访问引导设备，用户不希望将固件塞入引导initramfs中。

即使您有这些需求，您可能无法利用内置固件的几个原因：

1. 法律条款-固件不兼容GPL
2. 一些固件可能是可选的
3. 固件升级是可能的，因此新固件将涉及完全的内核重建。
4. 某些固件文件可能非常大。 remote-proc子系统是处理这些固件的示例子系统
5. 固件可能需要从某些设备特定位置动态刮出，例如某些WiFi芯片组的校准数据。此校准数据可以针对每个售出的设备都是唯一的。

### 固件缓存

当Linux从挂起状态恢复时，某些设备驱动程序需要进行固件查找以重新初始化设备。在恢复期间，可能有一段时间无法进行固件查找，在此短暂时间内，固件请求将失败。时间至关重要，而让驱动程序等待根文件系统获取固件会延迟用户对设备功能的使用体验。为了支持这些需求，固件基础架构为大多数API调用的设备驱动程序实现了固件缓存，在幕后自动完成。

固件缓存使使用某些固件API调用在设备驱动程序的挂起和恢复回调期间是安全的。使用这些API调用的用户不需要自己为处理系统恢复期间固件丢失而缓存该固件。

固件缓存的一些实现细节：

1. 通过为每个使用除了request\_firmware\_into\_buf()之外的所有同步调用的设备添加devres条目来设置固件缓存。
2. 如果使用异步调用，则仅在请求\_firmware\_nowait()的第二个参数（uevent）为true时才会为设备设置固件缓存。当uevent为true时，它请求对固件请求通过sysfs回退机制发送到用户空间的kobject uevent，如果未找到固件文件，则会发送uevent。
3. 如果根据上述两个标准确定需要固件缓存，则通过为进行固件请求的设备添加devres条目来设置固件缓存。
4. 固件devres条目在设备的整个生命周期中保持不变。这意味着即使您释放固件缓存，从挂起状态恢复时仍将使用该固件缓存
5. 回退机制的超时时间在挂起期间暂时降低到10秒，因为在挂起期间设置固件缓存，缓存设置完成后，超时时间会恢复到您配置的旧值。
6. 在挂起期间，任何未处理的非uevent固件请求都将被中止以避免阻塞内核，这是通过kill\_requests\_without\_uevent()完成的。因此需要实现自己的固件缓存机制的内核调用在挂起时不能使用固件API。

### 直接文件系统查找

直接文件系统查找是内核执行的最常见的固件查找形式。内核直接在根文件系统的路径中寻找固件，这些路径在“固件搜索路径”节中有所记录。文件系统查找是在fw\_get\_filesystem\_firmware()中实现的，它使用通用的核心内核文件加载器设施kernel\_read\_file\_from\_path()。最大路径允许是PATH\_MAX-目前这是4096个字符。

建议您在根文件系统上保留/lib/firmware路径，避免将它们放在单独的分区中，以避免可能的查找竞争，并避免使用下面所述的自定义回退机制。

#### 固件和initramfs

内置于内核中的驱动程序应该将固件集成到用于启动内核的initramfs中，因为否则可能会在加载驱动程序并且真正的根文件系统还不可用时出现竞争。将固件插入到initramfs中可以解决这个竞争问题，但要注意使用initrd不能解决相同的竞争。

有一些情况可以证明不想将固件包含在initramfs中，例如处理远程处理子系统的大型固件文件。对于这种情况，使用用户空间回退机制目前是唯一可行的解决方案，因为只有用户空间才能确定真正的根文件系统何时准备好并挂载。

### 回退机制

支持回退机制以允许克服在根文件系统上进行直接文件系统查找或者由于实际原因无法安装固件的故障。与支持固件回退机制相关的内核配置选项包括：

CONFIG\_FW\_LOADER\_USER\_HELPER：启用构建固件回退机制。大多数发行版今天都启用了这个选项。如果启用但未启用CONFIG\_FW\_LOADER\_USER\_HELPER\_FALLBACK，则仅可用自定义回退机制和request\_firmware\_nowait（）调用。

CONFIG\_FW\_LOADER\_USER\_HELPER\_FALLBACK：强制每个请求启用kobject uevent回退机制，但对于除request\_firmware\_direct（）以外的所有固件API调用。大多数发行版今天都禁用此选项。调用request\_firmware\_nowait（）允许一种备用回退机制：如果启用了此kconfig选项，并且request\_firmware\_nowait（）的第二个参数uevent设置为false，则您正在告知内核您有一个自定义回退机制，它将手动加载固件。阅读以下内容以获取更多详细信息。

请注意，这意味着在具有此配置时：

CONFIG\_FW\_LOADER\_USER\_HELPER=y CONFIG\_FW\_LOADER\_USER\_HELPER\_FALLBACK=n

kobject uevent回退机制甚至不会对request\_firmware\_nowait（）在uevent设置为true时发挥作用。

#### 证明固件回退机制

直接文件系统查找可能因多种原因而失败。值得列举和记录已知原因，因为这证明了需要回退机制的必要性：

与启动时根文件系统的访问竞争。

在从挂起状态恢复时有闪存。这通过固件缓存解决，但只有在使用uevents时才支持固件缓存，而且它不支持request\_firmware\_into\_buf（）。

固件无法通过典型方式进行访问：

1. 它无法安装到根文件系统中。
2. 固件提供了为所收集的本地信息调整的非常独特的设备特定数据。一个例子是用于移动设备的WiFi芯片组的校准数据。这些校准数据并不适用于所有单位，而是按照单位进行定制。此类信息可能安装在与提供根文件系统的不同闪存分区上。

#### 回退机制类型

实际上有两种可用的回退机制，使用一个共享的sysfs界面作为加载设施：

Kobject uevent回退机制

自定义回退机制

首先记录共享的sysfs加载设施。

#### 固件sysfs加载设备

为了帮助设备驱动程序使用回退机制上传固件，固件基础架构创建了一个sysfs接口，以使用户空间可以加载并指示固件何时准备就绪。通过fw\_create\_instance（）创建sysfs目录。该调用创建以所请求的固件命名的新struct device，并将其与用于发出请求的设备关联起来，作为该设备的父设备。sysfs目录的文件属性通过新设备的类别（firmware\_class）和组（fw\_dev\_attr\_groups）定义和控制。这实际上是原始固件类模块名称的来源，因为最初可用的唯一固件加载机制是我们现在使用的回退机制，它注册了一个struct class firmware\_class。因为所公开的属性是模块名称的一部分，所以模块名称firmware\_class不能在未来重命名，以确保与旧的用户空间向后兼容。

为了使用sysfs接口加载固件，我们公开了一个加载指示器和一个上传固件的文件以下是您可能要考虑使用CONFIG\_EXTRA\_FIRMWARE构建固件内核的原因：

/sys/$DEVPATH/loading

/sys/$DEVPATH/data

要上传固件，您需要将1回声到loading文件中，以表示您正在加载固件。然后将固件写入数据文件，并通过将0回声到loading文件中来通知内核固件已准备就绪。

仅当直接固件加载失败并且针对您的固件请求启用了回退机制时，才会使用固件设备来帮助使用sysfs加载固件。这是通过firmware\_fallback\_sysfs()设置的。需要重申的是，如果直接文件系统查找成功，则不会创建任何设备。

使用以下命令:

echo 1 > /sys/$DEVPATH/loading

将立即清除任何以前的部分加载，并使固件API返回错误。加载固件时，firmware\_class会增加一个缓冲区来容纳image的大小。它以PAGE\_SIZE增量增加，以便在image到达时保持其大小。

firmware\_data\_read()和firmware\_loading\_show()仅提供给test\_firmware驱动程序进行测试，正常使用中不会调用它们，也不希望用户空间经常使用它们。

**firmware\_fallback\_sysfs**

1）int firmware\_fallback\_sysfs(struct firmware \*fw, const char \*name, struct [device](https://www.kernel.org/doc/html/latest/driver-api/firmware/fallback-mechanisms.html" \l "c.firmware_fallback_sysfs" \o "device) \*device, u32 opt\_flags, int ret)

使用回退机制查找固件

参数

struct firmware \*fw

指向固件镜像的指针

const char \*name

要查找的固件文件的名称

struct device \*device

正在加载固件的设备

u32 opt\_flags

按枚举fw\_opt定义的选项，控制固件加载行为

int ret

直接查找的返回，触发了回退机制

说明

如果直接查找固件失败，将调用此函数，通过公开sysfs loading接口启用回退机制。用户空间负责通过sysfs loading接口加载固件。可以通过将proc sysctl值ignore\_sysfs\_fallback设置为true来完全禁用此sysfs回退机制。如果是false，则检查内部API调用方是否设置了FW\_OPT\_NOFALLBACK\_SYSFS标志，如果是，则还将禁用回退机制。系统可能希望始终强制使用sysfs回退机制，它可以通过将ignore\_sysfs\_fallback设置为false和force\_sysfs\_fallback设置为true来实现。启用force\_sysfs\_fallback在功能上等同于使用CONFIG\_FW\_LOADER\_USER\_HELPER\_FALLBACK构建内核。

#### 固件kobject uevent回退机制

由于为sysfs接口创建了一个设备以帮助加载固件作为回退机制，因此可以依靠kobject uevent来通知用户空间已添加设备。将设备添加到设备层次结构中意味着已启动固件加载的回退机制。有关实施细节，请参阅fw\_load\_sysfs\_fallback（），特别是关于dev\_set\_uevent\_suppress（）和kobject\_uevent（）的使用。

内核的kobject uevent机制实现在lib / kobject\_uevent.c中，它向用户空间发出uevent。作为kobject uevent的补充，Linux发行版也可以启用CONFIG\_UEVENT\_HELPER\_PATH，这利用了核心内核的用户模式助手（UMH）功能，以调用用户空间助手来处理kobject uevent。但是，实际上没有任何标准发行版使用CONFIG\_UEVENT\_HELPER\_PATH。如果启用了CONFIG\_UEVENT\_HELPER\_PATH，则每次内核中为每个kobject uevent调用kobject\_uevent\_env（）时，都会调用此二进制文件。

不同的实现已经得到了支持，以利用此回退机制。当只能使用sysfs机制加载固件时，用户空间组件“hotlug”提供了监视kobject事件的功能。历史上，它已被systemd的udev取代，但是自2014年8月systemd提交be2ea723b1d0（“udev：删除用户空间固件加载支持”）以来，从udev中删除了固件加载支持。这意味着今天大多数Linux发行版都未使用或利用由kobject uevent提供的固件回退机制。这特别加剧了因为今天大多数发行版都禁用了CONFIG\_FW\_LOADER\_USER\_HELPER\_FALLBACK。

有关kobject事件变量设置的详细信息，请参阅do\_firmware\_uevent（）。当前传递给“kobject add”事件的变量是:

FIRMWARE=固件名称

TIMEOUT=超时值

ASYNC=请求是否异步

默认情况下，DEVPATH由内部内核kobject基础架构设置。以下是一个示例简单的kobject uevent脚本:

# Both $DEVPATH and $FIRMWARE are already provided in the environment.

MY\_FW\_DIR=/lib/firmware/

echo 1 > /sys/$DEVPATH/loading

cat $MY\_FW\_DIR/$FIRMWARE > /sys/$DEVPATH/data

echo 0 > /sys/$DEVPATH/loading

#### 固件自定义回退机制

使用request\_firmware\_nowait（）调用的用户还有另一种选择：依靠sysfs回退机制，但要求不发出kobject uevent到用户空间。最初的逻辑是除udev之外的其他实用程序可能需要在非传统路径中查找固件-超出“直接文件系统查找”部分所记录的列表之外的路径。对于其他API调用，此选项不可用，因为始终强制执行uevents。

由于只有启用内核中的回退机制，uevents才具有意义，因此启用uevents的内核似乎很奇怪，这些内核在其内核中未启用回退机制。不幸的是，我们还依赖uevent标志，该标志可以通过request\_firmware\_nowait()禁用，以设置固件请求的固件缓存。如上所述，仅当启用uevent进行API调用时，才设置固件缓存。虽然这可以禁用request\_firmware\_nowait()调用的固件缓存，但这个API的用户不应该将其用于禁用缓存，因为这不是该标志的原始目的。不设置uevent标志意味着您希望选择固件回退机制，但希望禁止kobject uevents，因为您有一个自定义解决方案，将以某种方式监视将设备添加到设备层次结构中，并通过自定义路径为您加载固件。

#### 固件回退超时

固件回退机制具有超时时间。如果在超时值之前未将固件加载到sysfs接口上，则会向驱动程序发送错误。默认情况下，如果需要uevents，则将超时设置为60秒，否则使用MAX\_JIFFY\_OFFSET（可能的最大超时）。使用MAX\_JIFFY\_OFFSET进行非uevent的逻辑是，自定义解决方案将拥有加载固件所需的时间。

您可以通过将所需的超时回声到以下文件中来自定义固件超时时间:

/sys/class/firmware/timeout

如果将其回声为0，则意味着将使用MAX\_JIFFY\_OFFSET。超时的数据类型是int。

### 固件查找顺序

不同的功能可用于启用找到固件。以下是驱动程序发出固件API调用后查找固件的时间顺序。

首先检查内置固件，如果固件存在，则立即返回

接下来查看“固件缓存”。如果找到固件，则立即返回

然后执行“直接文件系统查找”，如果找到，则立即返回

如果未找到固件并且启用了回退机制，则创建sysfs接口。之后，要么发出一个kobject uevent，要么在超时值之前依赖于自定义固件加载来加载固件。

## request\_firmware API

通常，您会加载固件，然后将其加载到设备中。典型的固件工作流如下所示:

if(request\_firmware(&fw\_entry, $FIRMWARE, device) == 0)

copy\_fw\_to\_device(fw\_entry->data, fw\_entry->size);

release\_firmware(fw\_entry);

### 同步固件请求

同步固件请求将等待固件被找到或返回错误

#### request\_firmware

**int request\_firmware(const struct firmware \*\*firmware\_p, const char \*name, struct [device](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.request_firmware" \o "device) \*device)**

发送固件请求并等待它

1）参数

const struct firmware \*\*firmware\_p

指向固件映像的指针

const char \*name

固件文件的名称

struct device \*device

正在加载固件的设备

2）说明

firmware\_p将用于通过名称为名称的固件映像返回设备device。

应从允许休眠的用户上下文中调用。

名称将用作uevent环境中的$FIRMWARE，并且应足够独特，以便不会与此设备或任何其他设备的任何其他固件映像混淆。

调用方必须持有设备的引用计数。

该函数可以安全地调用设备的挂起和恢复回调内。

#### firmware\_request\_nowarn

**int firmware\_request\_nowarn(const struct [firmware](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.firmware_request_nowarn" \o "firmware) \*\*firmware, const char \*name, struct [device](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.firmware_request_nowarn" \o "device) \*device)**

请求可选的固件模块

1）参数

const struct firmware \*\*firmware

指向固件映像的指针

const char \*name

固件文件的名称

struct device \*device

正在加载固件的设备

2）说明

此函数与request\_firmware()的行为类似，但在找不到文件时不会产生警告消息。如果直接文件系统查找失败，则启用sysfs回退机制。但是，如果仍然找不到固件文件，则失败仍将被抑制。因此，由驱动程序检查此调用的返回，并决定何时通知用户错误。

#### request\_firmware\_direct

**int request\_firmware\_direct(const struct firmware \*\*firmware\_p, const char \*name, struct [device](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.request_firmware_direct" \o "device) \*device)**

在没有用户模式帮手的情况下直接加载固件

1）参数

const struct firmware \*\*firmware\_p

指向固件映像的指针

const char \*name

固件文件的名称

struct device \*device

正在加载固件的设备

2）说明

此函数的工作方式与request\_firmware()类似，但即使无法直接从fs加载固件，它也不会回退到用户模式帮助程序。因此，它适用于加载可选固件（并非始终存在）而不会产生额外长的udev超时。

#### request\_firmware\_into\_buf

**int request\_firmware\_into\_buf(const struct firmware \*\*firmware\_p, const char \*name, struct [device](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.request_firmware_into_buf" \o "device) \*device, void \*buf, size\_t size)**

将固件加载到预先分配的缓冲区中

1）参数

const struct firmware \*\*firmware\_p

固件镜像指针

const char \*name

固件文件名

struct device \*device

加载固件和DMA区域分配的设备

void \*buf

要将固件加载到的缓冲区的地址

size\_t size

缓冲区大小

2）说明

该函数的功能与request\_firmware()基本相同，但它不分配用于容纳固件数据的缓冲区。相反，固件直接加载到buf指向的缓冲区中，并且firmware\_p数据成员指向buf。

该函数也不缓存固件。

### 异步固件请求

异步固件请求允许驱动程序代码不必等待固件或错误返回。提供函数回调，以便在找到固件或错误时通过回调通知驱动程序。request\_firmware\_nowait()不能在原子上下文中调用。

#### request\_firmware\_nowait

**int request\_firmware\_nowait(struct [module](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.request_firmware_nowait" \o "module) \*module, bool uevent, const char \*name, struct [device](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.request_firmware_nowait" \o "device) \*device, gfp\_t gfp, void \*context, void (\*cont)(const struct firmware \*fw, void \*context))**

request\_firmware的异步版本

1）参数

struct module \*module

请求固件的模块

bool uevent

如果该标志为非零，则发送uevent以复制固件映像，否则必须手动进行固件复制。

const char \*name

固件文件名

struct device \*device

正在加载固件的设备

gfp\_t gfp

分配标志

void \*context

将传递给cont，并且如果固件请求失败，则fw可能为NULL。

void（\*cont）（const struct firmware \*fw，void \*context）

异步调用该函数时会在固件请求结束时调用。

2）说明

调用者必须保持设备的引用计数。

针对用户上下文的request\_firmware()的异步变体：

如果gfp是GFP\_KERNEL，则尽可能短地休眠，因为它可能会增加内核引导时间，在内置设备驱动程序在其->probe（）方法中请求固件时。

如果gfp是GFP\_ATOMIC，则不能休眠。

### 关于重启的特殊优化

某些设备具有优化功能，可以在系统重新启动期间保留固件。当使用这种优化时，驱动程序作者必须确保在从挂起状态恢复期间仍可用固件，这可以使用firmware\_request\_cache()而不是请求加载固件来实现。

#### firmware\_request\_cache()

**int firmware\_request\_cache(struct [device](https://www.kernel.org/doc/html/latest/driver-api/firmware/request_firmware.html" \l "c.firmware_request_cache" \o "device) \*device, const char \*name)**

缓存挂起的固件，以便恢复可以使用它

1）参数

struct device \*device

应为其缓存固件的设备

const char \*name

固件文件名

2）说明

某些设备具有优化功能，可以使设备在系统重新启动时不需要加载固件。这种优化在从挂起状态恢复时仍可能需要固件。在这些情况下，可以使用此例程确保在从挂起状态恢复期间固件是可用的。此助手不与使用request\_firmware\_into\_buf()或request\_firmware\_nowait()而未设置uevent的驱动程序兼容。

### 请求固件API预期的驱动程序使用

一旦API调用返回，您就可以处理固件，然后释放固件。例如，如果您使用了request\_firmware()并且它返回，则驱动程序可以在fw\_entry-> {data，size}中访问固件映像。如果出现问题，request\_firmware()返回非零值，并将fw\_entry设置为NULL。一旦您的驱动程序完成固件处理，它便可以调用release\_firmware（fw\_entry）以释放固件映像和任何相关资源。

## 其他固件接口

### DMI接口

#### int dmi\_check\_system(const struct dmi\_system\_id \*list)

检查系统DMI数据

1）参数

const struct dmi\_system\_id \*list

要与之匹配的dmi\_system\_id结构数组。列表的所有非空元素都必须匹配其插槽（字段索引）的数据（即，列表字符串必须是指定DMI插槽字符串数据的子字符串），才能被认为是成功匹配。

说明

运行匹配功能以遍历黑名单表，直到有人返回非零或我们到达结尾。每个成功匹配都会调用回调函数。返回匹配数。

在调用此函数之前，必须调用dmi\_scan\_machine。

#### const struct dmi\_system\_id \*dmi\_first\_match(const struct dmi\_system**\_**id \*list)

查找与系统DMI数据匹配的dmi\_system\_id结构

1）参数

const struct dmi\_system\_id \*list

要与之匹配的dmi\_system\_id结构数组。列表的所有非空元素都必须匹配其插槽（字段索引）的数据（即，列表字符串必须是指定DMI插槽字符串数据的子字符串），才能被认为是成功匹配。

2）说明

遍历黑名单表，直到找到第一个匹配项。返回指向匹配条目的指针，如果没有匹配项，则返回NULL。

在调用此函数之前，必须调用dmi\_setup。

#### const char \*dmi\_get\_system\_info(int field)

返回DMI数据值

参数

int field

数据索引（参见枚举dmi\_field）

说明

返回一个DMI数据值，可用于执行复杂的DMI数据检查。

#### int dmi\_name\_in\_vendors(const char \*str)

检查字符串是否在DMI系统或板供应商名称中

参数

const char \*str

区分大小写的名称

#### const struct dmi\_device \*dmi\_find\_device(int type, const char \*name, const struct dmi\_device \*from)

按类型/名称查找板载设备

参数

int type

设备类型或DMI\_DEV\_TYPE\_ANY，以匹配所有设备类型

const char \*name

设备名称字符串或NULL以匹配所有设备

const struct dmi\_device \*from

在搜索中找到的上一个设备，或在新搜索中为NULL。

说明

遍历已知的板载设备列表。如果找到具有匹配类型和名称的设备，则返回指向其设备结构的指针。否则，返回NULL。通过将from参数设置为NULL来启动新搜索。如果from不为NULL，则从下一个设备继续搜索。

#### bool dmi\_get\_date(int field, int \*yearp, int \*monthp, int \*dayp)

解析DMI日期

参数

int field

数据索引（参见枚举dmi\_field）

int \*yearp

年份的可选输出参数

int \*monthp

月份的可选输出参数

int \*dayp

日期的可选输出参数

说明

日期字段假定类似于[mm[/dd]]/yy[yy]的形式，并将结果存储在输出参数中，任何或所有输出参数均可省略。

如果字段不存在，则所有输出参数设置为零并返回false。否则，返回true，并将日期的任何无效部分设置为零。

在返回时，年、月和日保证分别在[0,9999]、[0,12]和[0,31]范围内。

#### int dmi\_get\_bios\_year(void)

从DMI\_BIOS\_DATE字段中得到年份

参数

void

无参数

说明

成功返回年份，如果未选择DMI，则返回-ENXIO，如果DMI字段不存在或无法解析，则返回不同的负错误代码。

#### int dmi\_walk(void (\*decode)(const struct dmi\_header\*, void\*), void \*private\_data)

遍历DMI表，并为每个记录回调

参数

void (\*decode)(const struct dmi\_header \*, void \*)

回调函数

void \*private\_data

要传递给回调函数的私有数据

说明

成功返回0，如果未选择DMI或未找到则返回-ENXIO，如果DMI遍历失败，则返回不同的负错误代码。

#### bool dmi\_match(enum dmi\_field f, const char \*str)

将字符串与DMI字段（如果存在）进行比较

参数

enum dmi\_field f

DMI字段标识符

const char \*str

要将DMI字段与其进行比较的字符串

说明

如果所请求的字段等于str（包括NULL），则返回true。

### EDD接口

#### ssize\_t edd\_show\_raw\_data(struct edd\_device \*edev, char \*buf)

将原始数据复制到缓冲区，以供用户空间解析

参数

struct edd\_device \*edev

目标edd\_device

char \*buf

输出缓冲区

返回

写入的字节数，或失败的-EINVAL

#### void edd\_release(struct kobject \*kobj)

释放edd结构

参数

struct kobject \* kobj

edd结构的kobject

说明

当edd结构的引用计数达到0时调用此函数。这应该在我们取消注册之后立即发生，但以防万一，我们仍然使用释放回调。

#### int edd\_dev\_is\_type(struct edd\_device \*edev, const char \*type)

此EDD设备是否为“类型”设备？

参数

struct edd\_device \*edev

目标edd\_device

const char \*type

每个EDD规范的主机总线或接口标识符字符串

说明

如果是“类型”设备，则返回1（TRUE），否则返回0。

#### struct pci\_dev \*edd\_get\_pci\_dev(struct edd\_device \*edev)

找到与edd匹配的pci\_dev

参数

struct edd\_device \*edev

edd\_device

说明

如果找到，返回pci\_dev，否则返回NULL

#### int edd\_init(void)

创建EDD数据的sysfs树

参数

void

无参

# PINCTRL (引脚控制) 子系统

本文档概述了Linux中的引脚控制子系统

该子系统处理：

枚举和命名可控引脚

引脚、焊盘等的多路复用，有关详细信息请参见下面的详细信息

引脚、焊盘等的配置，例如软件控制的偏置和驱动模式特定引脚，例如上拉/下拉，开漏，负载电容等。

## 顶层接口

引脚控制器定义：

引脚控制器是一种硬件，通常是一组寄存器，可控制引脚。它可能能够多路复用，偏置，设置负载电容，设置驱动强度等，针对单个引脚或一组引脚。

引脚定义：

引脚等同于焊盘、导线、球或任何要控制的封装输入或输出线路，并通过无符号整数0..maxpin表示。该数字空间在每个引脚控制器中都是本地的，因此在系统中可能有多个这样的数字空间。这个引脚空间可能是稀疏的——即在没有引脚存在的数字空间中可能存在间隙。

当一个PIN控制器实例被创建时，它会向PIN控制框架注册一个说明符，这个说明符包含了一组PIN说明符，说明了被这个特定PIN控制器处理的PIN。

以下是从底部看到的PGA（引脚网格阵列）芯片的示例：
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为了注册一个引脚控制器并命名这个封装中的所有引脚，我们可以在驱动程序中这样做:

#include <linux/pinctrl/pinctrl.h>

const struct pinctrl\_pin\_desc foo\_pins[] = {

PINCTRL\_PIN(0, "A8"),

PINCTRL\_PIN(1, "B8"),

PINCTRL\_PIN(2, "C8"),

...

PINCTRL\_PIN(61, "F1"),

PINCTRL\_PIN(62, "G1"),

PINCTRL\_PIN(63, "H1"),

};

static struct pinctrl\_desc foo\_desc = {

.name = "foo",

.pins = foo\_pins,

.npins = ARRAY\_SIZE(foo\_pins),

.owner = THIS\_MODULE,

};

int \_\_init foo\_probe(void)

{

int error;

struct pinctrl\_dev \*pctl;

error = pinctrl\_register\_and\_init(&foo\_desc, <PARENT>,

NULL, &pctl);

if (error)

return error;

return pinctrl\_enable(pctl);

}

要启用pinctrl子系统和PINMUX和PINCONF子组以及选定的驱动程序，您需要从机器的Kconfig条目中选择它们，因为它们与它们所使用的机器紧密集成。例如，参见arch/arm/mach-ux500/Kconfig作为一个例子。

引脚通常有比这个更复杂的名称。您可以在芯片的数据手册中找到这些。请注意，核心pinctrl.h文件提供了一个名为PINCTRL\_PIN()的高级宏，用于创建结构条目。正如您所看到的，我从左上角从0枚举了引脚到右下角的63。这个枚举是任意选择的，在实践中，您需要仔细考虑您的编号系统，以使它与在驱动程序中的寄存器布局和诸如此类的东西匹配，否则代码可能会变得复杂。您还必须考虑匹配偏移量到由PIN控制器处理的GPIO范围。

对于具有467个焊盘的焊盘环，与实际引脚不同，我使用了这样的枚举，顺着芯片的边缘走，这也似乎是行业标准（所有这些焊盘也有名称）:
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## 引脚组

许多控制器需要处理引脚组，因此引脚控制子系统具有一个枚举引脚组并检索属于某个特定组的实际枚举引脚的机制。

例如，假设我们有一个处理SPI接口的引脚组为{0，8，16，24}，一个处理引脚的I2C接口的引脚组为{24，25}。

这两个组通过实现一些通用的pinctrl\_ops向引脚控制子系统呈现，例如:

#include <linux/pinctrl/pinctrl.h>

struct foo\_group {

const char \*name;

const unsigned int \*pins;

const unsigned num\_pins;

};

static const unsigned int spi0\_pins[] = { 0, 8, 16, 24 };

static const unsigned int i2c0\_pins[] = { 24, 25 };

static const struct foo\_group foo\_groups[] = {

{

.name = "spi0\_grp",

.pins = spi0\_pins,

.num\_pins = ARRAY\_SIZE(spi0\_pins),

},

{

.name = "i2c0\_grp",

.pins = i2c0\_pins,

.num\_pins = ARRAY\_SIZE(i2c0\_pins),

},

};

static int foo\_get\_groups\_count(struct pinctrl\_dev \*pctldev)

{

return ARRAY\_SIZE(foo\_groups);

}

static const char \*foo\_get\_group\_name(struct pinctrl\_dev \*pctldev,

unsigned selector)

{

return foo\_groups[selector].name;

}

static int foo\_get\_group\_pins(struct pinctrl\_dev \*pctldev, unsigned selector,

const unsigned \*\*pins,

unsigned \*num\_pins)

{

\*pins = (unsigned \*) foo\_groups[selector].pins;

\*num\_pins = foo\_groups[selector].num\_pins;

return 0;

}

static struct pinctrl\_ops foo\_pctrl\_ops = {

.get\_groups\_count = foo\_get\_groups\_count,

.get\_group\_name = foo\_get\_group\_name,

.get\_group\_pins = foo\_get\_group\_pins,

};

static struct pinctrl\_desc foo\_desc = {

...

.pctlops = &foo\_pctrl\_ops,

};

PIN控制子系统将调用.get\_groups\_count()函数来确定合法选择器的总数，然后调用其他函数来检索组的名称和PIN。保持组的数据结构由驱动程序负责，这只是一个简单的例子，实际上您可能需要在组结构中有更多的条目，例如与每个组关联的特定寄存器范围等等。

## 引脚配置

引脚有时可以以各种方式进行软件配置，大多与它们作为输入或输出时的电子属性有关。例如，您可以使输出引脚高阻抗或“三态”，意思是它实际上被断开。您可以使用某个电阻值，如上拉和下拉，将输入引脚连接到VDD或GND，以使当没有任何驱动选到其所连接的轨道时，引脚具有稳定的值，或者当它未连接时。

引脚配置可通过将配置条目添加到映射表中来进行编程；请查看下面的“板/机器配置”部分。

配置参数PLATFORM\_X\_PULL\_UP的格式和含义完全由引脚控制器驱动程序定义。

引脚配置驱动程序实现了在引脚控制器操作中更改引脚配置的回调，如下所示:

#include <linux/pinctrl/pinctrl.h>

#include <linux/pinctrl/pinconf.h>

#include "platform\_x\_pindefs.h"

static int foo\_pin\_config\_get(struct pinctrl\_dev \*pctldev,

unsigned offset,

unsigned long \*config)

{

struct my\_conftype conf;

... Find setting for pin @ offset ...

\*config = (unsigned long) conf;

}

static int foo\_pin\_config\_set(struct pinctrl\_dev \*pctldev,

unsigned offset,

unsigned long config)

{

struct my\_conftype \*conf = (struct my\_conftype \*) config;

switch (conf) {

case PLATFORM\_X\_PULL\_UP:

...

}

}

}

static int foo\_pin\_config\_group\_get (struct pinctrl\_dev \*pctldev,

unsigned selector,

unsigned long \*config)

{

...

}

static int foo\_pin\_config\_group\_set (struct pinctrl\_dev \*pctldev,

unsigned selector, unsigned long config)

{

...

}

static struct pinconf\_ops foo\_pconf\_ops = {

.pin\_config\_get = foo\_pin\_config\_get,

.pin\_config\_set = foo\_pin\_config\_set,

.pin\_config\_group\_get = foo\_pin\_config\_group\_get,

.pin\_config\_group\_set = foo\_pin\_config\_group\_set,

};

/\* Pin config operations are handled by some pin controller \*/

static struct pinctrl\_desc foo\_desc = {

...

.confops = &foo\_pconf\_ops,

};

由于某些控制器具有用于处理整个引脚组的特殊逻辑，它们可以利用特殊的整组引脚控制函数。pin\_config\_group\_set（）回调允许返回错误代码 -EAGAIN，以用于它不想处理的组，或者如果它只想进行一些组级处理，然后跌落到迭代所有引脚，则每个单独的引脚都将通过单独的pin\_config\_set（）调用进行处理。

## 与GPIO子系统的交互

GPIO驱动程序可能希望对同时注册为引脚控制器引脚和GPIO的同一物理引脚执行各种类型的操作。

首先，两个子系统可以完全正交使用，请参阅下面的“驱动程序发出引脚控制请求”和“驱动程序需要引脚控制和GPIO”部分了解详细信息。但在某些情况下，需要在引脚和GPIO之间进行交叉子系统映射。

由于引脚控制器子系统具有其引脚空间局限于引脚控制器，因此我们需要一种映射，以便引脚控制子系统可以确定哪个引脚控制器处理某个GPIO引脚的控制。由于单个引脚控制器可以复用多个GPIO范围（通常是SoC，其具有一组引脚，但内部有多个GPIO硅块，每个模拟为struct gpio\_chip），因此可以像这样将任意数量的GPIO范围添加到引脚控制器实例中:

struct gpio\_chip chip\_a;

struct gpio\_chip chip\_b;

static struct pinctrl\_gpio\_range gpio\_range\_a = {

.name = "chip a",

.id = 0,

.base = 32,

.pin\_base = 32,

.npins = 16,

.gc = &chip\_a;

};

static struct pinctrl\_gpio\_range gpio\_range\_b = {

.name = "chip b",

.id = 0,

.base = 48,

.pin\_base = 64,

.npins = 8,

.gc = &chip\_b;

};

{

struct pinctrl\_dev \*pctl;

...

pinctrl\_add\_gpio\_range(pctl, &gpio\_range\_a);

pinctrl\_add\_gpio\_range(pctl, &gpio\_range\_b);

}

因此，此复杂系统有一个引脚控制器处理两个不同的GPIO芯片。“chip a”具有16个引脚，“chip b”具有8个引脚。“chip a”和“chip b”具有不同的.pin\_base，这意味着GPIO范围的起始引脚号。

“chip a”的GPIO范围从GPIO基数32开始，实际引脚范围也从32开始。然而，“chip b”具有不同的GPIO范围和引脚范围的起始偏移量。“chip b”的GPIO范围从GPIO号48开始，而“chip b”的引脚范围从64开始。

我们可以使用此“pin\_base”将gpio编号转换为实际引脚编号。它们在全局GPIO引脚空间中映射到：

芯片a：

GPIO范围：[32..47]

引脚范围：[32..47]

芯片b：

GPIO范围：[48..55]

引脚范围：[64..71]

上述示例假定GPIO和引脚之间的映射是线性的。如果映射是稀疏或杂乱无章的，则可以像这样在范围中编码任意引脚号的数组:

static const unsigned range\_pins[] = { 14, 1, 22, 17, 10, 8, 6, 2 };

static struct pinctrl\_gpio\_range gpio\_range = {

.name = "chip",

.id = 0,

.base = 32,

.pins = &range\_pins,

.npins = ARRAY\_SIZE(range\_pins),

.gc = &chip;

};

在这种情况下，将忽略pin\_base属性。如果已知引脚组的名称，可以使用函数pinctrl\_get\_group\_pins（）初始化上述结构的pins和npins元素，例如对于引脚组“foo”:

pinctrl\_get\_group\_pins(pctl, "foo", &gpio\_range.pins,

&gpio\_range.npins);

当在引脚控制子系统中调用与GPIO相关的功能时，将使用这些范围来通过检查和匹配跨所有控制器的引脚范围来查找适当的引脚控制器。当找到处理匹配范围的引脚控制器时，将在该特定引脚控制器上调用特定的GPIO特定函数。

对于处理引脚偏置、引脚复用等所有功能，引脚控制器子系统将查找传递的GPIO编号上的相应引脚号，并使用范围的内部来检索引脚号。之后，子系统将将其传递给引脚控制驱动程序，因此驱动程序将获得一个处于其处理的数字范围内的引脚号。此外，还传递了范围ID值，以便引脚控制器知道它应该处理哪个范围。

从pinctrl驱动程序调用pinctrl\_add\_gpio\_range是不推荐的。请参阅gpio.txt文档的第2.1节，了解如何绑定pinctrl和gpio驱动程序。

## PINMUX 接口

这些调用使用pinmux\_\*命名前缀。其他调用不应使用该前缀。

## 什么是pinmuxing？

PINMUX，也称为padmux、ballmux、alternate functions或mission modes，是芯片供应商使用某种电气封装的物理引脚（球、垫、指等）实现多种互斥功能的一种方式，具体取决于应用程序。在这个上下文中，“应用程序”通常是指将封装物连接到电子系统的一种方式，尽管该框架也可以在运行时更改功能。

以下是从下面看到的PGA（引脚网格阵列）芯片的示例:

![](data:image/png;base64,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)

这不是俄罗斯方块。您要考虑的游戏是国际象棋。并非所有PGA / BGA封装都类似于国际象棋棋盘，大型封装在某种排列方式下有“孔”，但我们使用这个作为一个简单的例子。您看到的引脚中，一些会被用于某些VCC和GND等东西，以供电给芯片，而相当多的引脚将被大型端口占用，例如外部存储器接口。其余的引脚通常会用于引脚复用。

上面的8x8 PGA封装将对其物理引脚分配0到63个引脚。它将使用pinctrl\_register\_pins()和适当的数据集命名引脚{A1、A2、A3 ... H6、H7、H8}，如前面所示。

在这个8x8 BGA封装中，引脚{A8，A7，A6，A5}可用作SPI端口（这是四个引脚：CLK、RXD、TXD、FRM）。在这种情况下，引脚B5可以用作一些通用GPIO引脚。但是，在另一种设置中，引脚{A5，B5}可以用作I2C端口（这只是两个引脚：SCL，SDA）。不用说，我们不能同时使用SPI端口和I2C端口。但是，在封装内部，执行SPI逻辑的硅可以在引脚{G4，G3，G2，G1}上路由。

在底行的{A1，B1，C1，D1，E1，F1，G1，H1}处有一些特殊的物品-它是一个外部MMC总线，可以是2、4或8位宽，并且将分别占用2、4或8个引脚，因此要么使用{A1，B1}，要么使用{A1，B1，C1，D1}或全部。如果我们使用了8位，则当然不能同时使用引脚{G4，G3，G2，G1}上的SPI端口。

这样，封装内部的硅块可以通过不同的引脚范围被多路复用“muxed”。通常，当代SoC（片上系统）将包含多个I2C、SPI、SDIO / MMC等硅块，可以通过引脚mux设置路由到不同的引脚。

由于通用输入/输出引脚（GPIO）通常总是短缺的，因此通常可以在某些其他I/O端口未使用时将几乎任何引脚用作GPIO引脚。

## Pinmux约定

引脚控制器子系统中引脚mux功能的目的是为您在机器配置中选择实例化的设备提供抽象和提供pinmux设置。它受到clk、GPIO和稳压器子系统的启发，因此设备将请求其mux设置，但也可以请求单个引脚作为GPIO。

定义：

1. 功能可以通过存储在内核的drivers / pinctrl / \*目录中的引脚控制子系统中的驱动程序切换。引脚控制驱动程序知道可能的功能。在上面的示例中，您可以识别出三个pinmux功能，一个用于spi，一个用于i2c，另一个用于mmc。
2. 功能被假定为可以从一个一维数组中枚举为零。在这种情况下，数组可以是：{spi0, i2c0, mmc0}，用于三个可用功能。
3. 功能具有在通用级别定义的PIN GROUPS - 因此，某个功能始终与某个引脚组集相关联，可能只是一个，但也可能是许多。在上述示例中，i2c函数与引脚{A5，B5}相关联，按{24，25}在控制器引脚空间中枚举。

函数spi与引脚组{A8，A7，A6，A5}和{G4，G3，G2，G1}相关联，分别枚举为{0，8，16，24}和{38，46，54，62}。

每个引脚控制器的组名必须是唯一的，同一控制器上的两个组不能具有相同的名称。

1. 一个功能和一个引脚组合确定了一组引脚的特定功能。函数和引脚组合的知识以及它们的机器特定细节都保存在引脚多路复用驱动程序中。对外只知道枚举器，驱动程序核心可以请求。
2. 使用特定选择器（>=0）的某个选定的功能的名称
3. 与某个功能相关联的组列表
4. 在该列表中启用某个组来执行某个功能

如上所述，引脚组再次自说明，因此核心将从驱动程序中检索某个组中实际引脚范围。

1. 某个引脚控制器上的功能和组通过板文件、设备树或类似的机器设置配置机制映射到一个设备上，类似于稳压器通常通过名称连接到设备。因此，定义引脚控制器、功能和组可以唯一地标识一组特定设备要使用的引脚。（如果仅有一个可用于该功能的引脚组，则不需要提供组名 - 核心将仅选择可用的第一个组。）

在本例中，我们可以定义这台机器将使用spi0设备，其中引脚多路复用功能为fspi0组为gspi0，i2c0对应的引脚多路复用功能为fi2c0组为gi2c0，在主引脚控制器上，我们得到如下映射:

{

{"map-spi0", spi0, pinctrl0, fspi0, gspi0},

{"map-i2c0", i2c0, pinctrl0, fi2c0, gi2c0}

}

每个映射必须指定状态名称、引脚控制器、设备和功能。组不是必需的 - 如果省略，则核心将选择驱动程序呈现为适用于该功能的第一个组，这对简单情况很有用。

可以将几个组映射到相同的设备、引脚控制器和功能组合。这适用于某个引脚控制器上的某个功能在不同配置中使用不同的引脚集的情况。

1. 对于某个引脚控制器上使用某个引脚组的某个功能的引脚，是基于先到先得的原则提供的。因此，如果某个其他设备的多路复用设置或GPIO引脚请求已经使用了您的物理引脚，您将被拒绝使用它。为了获得（激活）新设置，必须先放置（去激活）旧设置。

有时，文档和硬件寄存器将绕着垫子（或“导线”）而不是引脚进行定位 - 这些是包内硅片上的焊接表面，可能与胶囊下方的实际引脚/球的数量匹配或不匹配。选择一些对您有意义的枚举。如果有意义，仅为您可以控制的引脚定义枚举器。

假设：

我们假设可能的功能映射到引脚组的数量受硬件限制。也就是说，我们假设不存在任何函数可以映射到任何引脚的系统，就像电话交换机一样。因此，某个功能的可用引脚组将限制为几个选择（例如最多八个），而不是数百个或任何选择的数量。这是我们通过检查可用的引脚多路复用硬件找到的特征，也是必要的假设，因为我们希望引脚多路复用驱动程序向子系统呈现所有可能的功能与引脚组映射。

## 引脚多路复用驱动程序

引脚多路复用核心负责防止引脚冲突并调用引脚控制器驱动程序执行不同的设置。

引脚多路复用驱动程序的责任是强加进一步限制（例如推断由于负载等电子限制而导致的功能是否实际允许），以确定所请求的功能实际上是否可以允许，并在可以执行请求的多路复用设置时探测硬件。

引脚多路复用驱动程序需要提供几个回调函数，其中一些是可选的。通常实现set\_mux()函数，将值写入某些指定寄存器以激活某个引脚的某个mux设置。

上面示例的一个简单驱动程序将通过将位0、1、2、3或4设置为名称为MUX的某个寄存器来选择某个功能及其引脚组，大致如下所示:

#include <linux/pinctrl/pinctrl.h>

#include <linux/pinctrl/pinmux.h>

struct foo\_group {

const char \*name;

const unsigned int \*pins;

const unsigned num\_pins;

};

static const unsigned spi0\_0\_pins[] = { 0, 8, 16, 24 };

static const unsigned spi0\_1\_pins[] = { 38, 46, 54, 62 };

static const unsigned i2c0\_pins[] = { 24, 25 };

static const unsigned mmc0\_1\_pins[] = { 56, 57 };

static const unsigned mmc0\_2\_pins[] = { 58, 59 };

static const unsigned mmc0\_3\_pins[] = { 60, 61, 62, 63 };

static const struct foo\_group foo\_groups[] = {

{

.name = "spi0\_0\_grp",

.pins = spi0\_0\_pins,

.num\_pins = ARRAY\_SIZE(spi0\_0\_pins),

},

{

.name = "spi0\_1\_grp",

.pins = spi0\_1\_pins,

.num\_pins = ARRAY\_SIZE(spi0\_1\_pins),

},

{

.name = "i2c0\_grp",

.pins = i2c0\_pins,

.num\_pins = ARRAY\_SIZE(i2c0\_pins),

},

{

.name = "mmc0\_1\_grp",

.pins = mmc0\_1\_pins,

.num\_pins = ARRAY\_SIZE(mmc0\_1\_pins),

},

{

.name = "mmc0\_2\_grp",

.pins = mmc0\_2\_pins,

.num\_pins = ARRAY\_SIZE(mmc0\_2\_pins),

},

{

.name = "mmc0\_3\_grp",

.pins = mmc0\_3\_pins,

.num\_pins = ARRAY\_SIZE(mmc0\_3\_pins),

},

};

static int foo\_get\_groups\_count(struct pinctrl\_dev \*pctldev)

{

return ARRAY\_SIZE(foo\_groups);

}

static const char \*foo\_get\_group\_name(struct pinctrl\_dev \*pctldev,

unsigned selector)

{

return foo\_groups[selector].name;

}

static int foo\_get\_group\_pins(struct pinctrl\_dev \*pctldev, unsigned selector,

const unsigned \*\* pins,

unsigned \* num\_pins)

{

\*pins = (unsigned \*) foo\_groups[selector].pins;

\*num\_pins = foo\_groups[selector].num\_pins;

return 0;

}

static struct pinctrl\_ops foo\_pctrl\_ops = {

.get\_groups\_count = foo\_get\_groups\_count,

.get\_group\_name = foo\_get\_group\_name,

.get\_group\_pins = foo\_get\_group\_pins,

};

struct foo\_pmx\_func {

const char \*name;

const char \* const \*groups;

const unsigned num\_groups;

};

static const char \* const spi0\_groups[] = { "spi0\_0\_grp", "spi0\_1\_grp" };

static const char \* const i2c0\_groups[] = { "i2c0\_grp" };

static const char \* const mmc0\_groups[] = { "mmc0\_1\_grp", "mmc0\_2\_grp", "mmc0\_3\_grp" };

static const struct foo\_pmx\_func foo\_functions[] = {

{

.name = "spi0",

.groups = spi0\_groups,

.num\_groups = ARRAY\_SIZE(spi0\_groups),

},

{

.name = "i2c0",

.groups = i2c0\_groups,

.num\_groups = ARRAY\_SIZE(i2c0\_groups),

},

{

.name = "mmc0",

.groups = mmc0\_groups,

.num\_groups = ARRAY\_SIZE(mmc0\_groups),

},

};

static int foo\_get\_functions\_count(struct pinctrl\_dev \*pctldev)

{

return ARRAY\_SIZE(foo\_functions);

}

static const char \*foo\_get\_fname(struct pinctrl\_dev \*pctldev, unsigned selector)

{

return foo\_functions[selector].name;

}

static int foo\_get\_groups(struct pinctrl\_dev \*pctldev, unsigned selector,

const char \* const \*\*groups,

unsigned \* const num\_groups)

{

\*groups = foo\_functions[selector].groups;

\*num\_groups = foo\_functions[selector].num\_groups;

return 0;

}

static int foo\_set\_mux(struct pinctrl\_dev \*pctldev, unsigned selector,

unsigned group)

{

u8 regbit = (1 << selector + group);

writeb((readb(MUX)|regbit), MUX);

return 0;

}

static struct pinmux\_ops foo\_pmxops = {

.get\_functions\_count = foo\_get\_functions\_count,

.get\_function\_name = foo\_get\_fname,

.get\_function\_groups = foo\_get\_groups,

.set\_mux = foo\_set\_mux,

.strict = true,

};

/\* Pinmux operations are handled by some pin controller \*/

static struct pinctrl\_desc foo\_desc = {

...

.pctlops = &foo\_pctrl\_ops,

.pmxops = &foo\_pmxops,

};

在上述示例中，同时激活多路复用0和1，通过设置位0和1，会使用同一引脚，因此它们会发生冲突。

引脚复用子系统的优美之处在于，由于它跟踪所有引脚以及谁在使用它们，它已经拒绝了像这样的不可能请求，因此驱动程序不需要担心这些问题——当它获得传递的选择器时，引脚复用子系统会确保没有其他设备或GPIO分配已经使用了所选引脚。因此，在控制寄存器中设置0和1位将永远不会同时设置。

对于引脚复用驱动程序，所有上述函数都是必须要实现的。

## 引脚控制与GPIO子系统的交互

请注意，以下暗示使用从<linux/gpio.h>中的API在Linux内核中使用某个引脚的情况，使用gpio\_request()和类似的函数。虽然有一些情况可能会使用您的数据表称为“GPIO模式”的东西，但实际上这只是某些设备的电学配置。有关此场景的更多详细信息，请参见下面名为“GPIO模式陷阱”的部分。

公共的引脚复用API包含两个名为pinctrl\_gpio\_request()和pinctrl\_gpio\_free()的函数。这两个函数应该只在基于gpiolib的驱动程序中作为它们的gpio\_request()和gpio\_free()语义的一部分调用。同样，pinctrl\_gpio\_direction\_[input|output]函数只应该从respective gpio\_direction\_[input|output] gpiolib实现内部调用。

注意，平台和单独的驱动程序不应该请求控制GPIO引脚的多路复用。取而代之，实现一个适当的gpiolib驱动程序，并让该驱动程序请求其引脚的适当复用和其他控制。

函数列表可能变得很长，尤其是如果您可以将每个单独的引脚转换为独立于任何其他引脚的GPIO引脚，然后尝试将每个引脚定义为一个函数的方法。

在这种情况下，函数数组将成为每个GPIO设置和设备函数的64个条目。

因此，引脚控制驱动程序可以实现两个函数，以仅在个别引脚上启用GPIO：.gpio\_request\_enable()和.gpio\_disable\_free()。

此函数将通过引脚控制器核心识别出受影响的GPIO范围，因此您知道哪些GPIO引脚受请求操作影响。

如果您的驱动程序需要从框架中获得GPIO引脚的方向指示，您可以实现.gpio\_set\_direction()函数。如上所述，它将从gpiolib驱动程序中调用，并将受影响的GPIO范围、引脚偏移和所需方向传递给该函数。

与使用这些特殊功能相比，完全允许为每个GPIO引脚使用命名功能，pinctrl\_gpio\_request()将尝试获取名为“gpioN”的功能，在其中“N”是全局GPIO引脚编号，如果没有注册特殊的GPIO处理程序，则会尝试获取该功能。

## GPIO模式陷阱

由于硬件工程师使用的命名约定，“GPIO”被认为是不同于内核的东西，因此开发人员可能会因数据表中的引脚可能设置为“GPIO模式”而感到困惑。看起来，硬件工程师所说的“GPIO模式”不一定是内核接口<linux/gpio.h>中所暗示的用例：从内核代码中获取的引脚，然后或听取输入，或将其高低驱动以断言/解除某些外部线路。

硬件工程师认为，“GPIO模式”意味着能够软件控制几个针脚的电学特性，如果该针脚被固定到某个设备，你将无法控制它的特性。

针脚的GPIO部分及其与特定针脚控制器配置和复用逻辑的关系有多种构建方式。以下是两个例子:

(A)

pin config

logic regs

| +- SPI

Physical pins --- pad --- pinmux -+- I2C

| +- mmc

| +- GPIO

pin

multiplex

logic regs

如果针脚用于GPIO或其他用途，都可以配置针脚的电学特性。如果将GPIO复用到针脚，则可以使用“GPIO”寄存器将其拉高/拉低。或者，该针脚可以由某个外设控制，同时应用所需的针脚配置属性。因此，GPIO功能与使用该针脚的任何其他设备是正交的。

在此安排中，针脚控制器的GPIO部分的寄存器或GPIO硬件模块的寄存器很可能位于专门用于GPIO的不同内存范围内，而处理针脚配置和针脚多路复用的寄存器范围则被放置在不同的内存范围和数据表的不同部分中。

结构体引脚复用操作中的“严格”标志可用于检查和拒绝在此类型的硬件上同时从GPIO和针脚复用使用者获取对同一引脚的访问。pinctrl驱动程序应相应地设置此标志。

(B)

pin config

logic regs

| +- SPI

Physical pins --- pad --- pinmux -+- I2C

| | +- mmc

| |

GPIO pin

multiplex

logic regs

在此安排中，可以始终启用GPIO功能，以便例如，可以使用GPIO输入“监听”SPI/I2C/MMC信号。如果在GPIO块上执行错误操作，可能会干扰引脚上的流量，因为它从未真正断开连接。可能将GPIO、针脚配置和针脚复用寄存器放置在相同的内存范围和数据表的同一部分中，但不必如此。

在一些针脚控制器中，即使物理针脚的设计方式与(B)相同，GPIO功能仍然不能与外围设备功能同时启用。因此，“严格”标志应设置，否则GPIO和其他复用设备可能会同时激活。

从内核的角度看，这些都是硬件的不同方面，应该放入不同的子系统中：

1. 控制引脚的电学特性（例如偏置和驱动强度）的寄存器（或寄存器字段）应通过pinctrl子系统公开为“引脚配置”设置
2. 从各种其他硬件块（如I2C、MMC或GPIO）中复用信号到针脚的寄存器（或寄存器字段）应作为复用函数通过pinctrl子系统公开。
3. 控制GPIO功能（例如设置GPIO输出值、读取GPIO输入值或设置GPIO针脚方向）的寄存器（或寄存器字段）应通过GPIO子系统公开，如果它们还支持中断功能，还应通过irqchip抽象公开。

根据确切的硬件寄存器设计，GPIO子系统公开的某些功能可能需要调用pinctrl子系统以协调跨硬件模块之间的寄存器设置。特别是，这可能适用于具有独立的GPIO和针脚控制器硬件模块的硬件，例如GPIO方向由针脚控制器硬件模块中的寄存器而非GPIO硬件模块决定的情况。

引脚的电学特性，如偏置和驱动强度，在所有情况下都可能放置在某个针脚特定寄存器中，或者特别是在(B)中作为GPIO寄存器的一部分。这并不意味着这些特性必然与Linux内核所称的“GPIO”相关。

例如：针脚通常复用为UART TX线路。但是在系统休眠期间，我们需要将此针脚设置为“GPIO模式”并接地。

如果为此针脚建立1：1映射到GPIO子系统，则可能开始考虑需要设计复杂的东西，即针脚必须同时用于UART TX和GPIO，需要抓取针脚控制句柄并将其设置为特定状态，以启用UART TX复用，然后将其切换到GPIO模式并使用gpio\_direction\_output()将其拉低以便在休眠期间使用，然后在唤醒后再将其复用到UART TX，甚至可以包括gpio\_request/gpio\_free作为此周期的一部分。这一切变得非常复杂。

解决方案是不要认为数据表中称为“GPIO模式”的东西必须由<linux/gpio.h>接口处理。相反，将其视为某个引脚配置设置。在例如<linux/pinctrl/pinconf-generic.h>中查找文档，您会发现以下内容:

**PIN\_CONFIG\_OUTPUT:**

这将配置输出引脚，使用参数1表示高电平，使用参数0表示低电平。

因此，可以完全将引脚推入“GPIO模式”，并将该线路驱动到低电平，作为通常的引脚控制映射的一部分。因此，例如您的UART驱动程序可能如下所示:

#include <linux/pinctrl/consumer.h>

struct pinctrl \*pinctrl;

struct pinctrl\_state \*pins\_default;

struct pinctrl\_state \*pins\_sleep;

pins\_default = pinctrl\_lookup\_state(uap->pinctrl, PINCTRL\_STATE\_DEFAULT);

pins\_sleep = pinctrl\_lookup\_state(uap->pinctrl, PINCTRL\_STATE\_SLEEP);

/\* Normal mode \*/

retval = pinctrl\_select\_state(pinctrl, pins\_default);

/\* Sleep mode \*/

retval = pinctrl\_select\_state(pinctrl, pins\_sleep);

### 您的机器配置可能如下所示:

static unsigned long uart\_default\_mode[] = {

PIN\_CONF\_PACKED(PIN\_CONFIG\_DRIVE\_PUSH\_PULL, 0),

};

static unsigned long uart\_sleep\_mode[] = {

PIN\_CONF\_PACKED(PIN\_CONFIG\_OUTPUT, 0),

};

static struct pinctrl\_map pinmap[] \_\_initdata = {

PIN\_MAP\_MUX\_GROUP("uart",PINCTRL\_STATE\_DEFAULT,"pinctrl-foo",

"u0\_group", "u0"),

PIN\_MAP\_CONFIGS\_PIN("uart",PINCTRL\_STATE\_DEFAULT,"pinctrl-foo",

"UART\_TX\_PIN", uart\_default\_mode),

PIN\_MAP\_MUX\_GROUP("uart", PINCTRL\_STATE\_SLEEP, "pinctrl-foo",

"u0\_group", "gpio-mode"),

PIN\_MAP\_CONFIGS\_PIN("uart",PINCTRL\_STATE\_SLEEP, "pinctrl-foo",

"UART\_TX\_PIN", uart\_sleep\_mode),

};

foo\_init(void) {

pinctrl\_register\_mappings(pinmap, ARRAY\_SIZE(pinmap));

}

这里我们要控制的引脚位于“u0\_group”中，有一个名为“u0”的函数可以在此引脚组上启用，然后一切都是正常的UART业务。但是也有一个名为“gpio-mode”的函数，可以映射到相同的引脚上，以将它们移动到GPIO模式。

这将在没有与GPIO子系统的任何虚假交互的情况下产生期望的效果。当该设备进入睡眠状态时，它只是电路配置，这可能意味着将引脚设置为数据表中称为“GPIO模式”的东西，但这并不是重点：它仍由该UART设备用于控制属于该UART驱动程序的引脚，将它们置于UART所需的模式中。在Linux内核意义上的GPIO只是一些1位线路，是不同的用例。

如何操作寄存器以获得推拉和输出低配置，以及“u0”或“gpio-mode”组的多路复用映射到这些引脚的方式是驱动程序的问题。

一些数据表将更有帮助性，并将“GPIO模式”称为“低功耗模式”，而不是与GPIO有关的任何内容。从电气角度来说，这通常意味着相同的事情，但在后一种情况下，软件工程师通常会迅速确定这是一些特定的多路复用或配置，而不是与GPIO API有关的任何内容。

## 板/机器配置

板和机器定义了某个完整运行系统的组合方式，包括如何多路复用GPIO和设备，如何约束调节器以及时钟树的外观。当然，引脚复用设置也是其中的一部分。

机器的引脚控制器配置看起来与简单的调节器配置非常相似，因此对于上面的示例数组，我们要在第二个函数映射上启用i2c和spi:

#include <linux/pinctrl/machine.h>

static const struct pinctrl\_map mapping[] \_\_initconst = {

{

.dev\_name = "foo-spi.0",

.name = PINCTRL\_STATE\_DEFAULT,

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.data.mux.function = "spi0",

},

{

.dev\_name = "foo-i2c.0",

.name = PINCTRL\_STATE\_DEFAULT,

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.data.mux.function = "i2c0",

},

{

.dev\_name = "foo-mmc.0",

.name = PINCTRL\_STATE\_DEFAULT,

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.data.mux.function = "mmc0",

},

};

这里的dev\_name与用于查找设备结构的唯一设备名称匹配（就像使用clockdev或调节器一样）。功能名称必须与处理此引脚范围的引脚复用驱动程序提供的功能匹配。

正如您可以看到的那样，我们可能在系统上有几个引脚控制器，因此需要指定哪一个包含我们希望映射的函数。

您通过以下方式将此引脚映射注册到引脚复用子系统:

ret = pinctrl\_register\_mappings(mapping, ARRAY\_SIZE(mapping));

由于上述结构非常常见，因此还有一个辅助宏，可以使其更加紧凑，该宏假定您要使用pinctrl-foo和位置0进行映射，例如:

static struct pinctrl\_map mapping[] \_\_initdata = {

PIN\_MAP\_MUX\_GROUP("foo-i2c.o", PINCTRL\_STATE\_DEFAULT,

"pinctrl-foo", NULL, "i2c0"),

};

映射表还可以包含引脚配置条目。每个引脚/组通常都有一些影响它的配置条目，因此，对于引用此项的配置表条目，配置表条目通常会引用一个配置参数和值的数组。以下是使用方便宏的示例:

static unsigned long i2c\_grp\_configs[] = {

FOO\_PIN\_DRIVEN,

FOO\_PIN\_PULLUP,

};

static unsigned long i2c\_pin\_configs[] = {

FOO\_OPEN\_COLLECTOR,

FOO\_SLEW\_RATE\_SLOW,

};

static struct pinctrl\_map mapping[] \_\_initdata = {

PIN\_MAP\_MUX\_GROUP("foo-i2c.0", PINCTRL\_STATE\_DEFAULT,

"pinctrl-foo", "i2c0", "i2c0"),

PIN\_MAP\_CONFIGS\_GROUP("foo-i2c.0",PINCTRL\_STATE\_DEFAULT,

"pinctrl-foo", "i2c0", i2c\_grp\_configs),

PIN\_MAP\_CONFIGS\_PIN("foo-i2c.0", PINCTRL\_STATE\_DEFAULT,

"pinctrl-foo", "i2c0scl", i2c\_pin\_configs),

PIN\_MAP\_CONFIGS\_PIN("foo-i2c.0", PINCTRL\_STATE\_DEFAULT,

"pinctrl-foo", "i2c0sda", i2c\_pin\_configs),

};

最后，有些设备希望映射表包含某些特定的命名状态。当在不需要任何引脚控制器配置的硬件上运行时，映射表仍必须包含这些命名状态，以明确指示提供了状态并打算为空。表项宏PIN\_MAP\_DUMMY\_STATE用于定义命名状态而不会导致任何引脚控制器被编程。

static struct pinctrl\_map mapping[] \_\_initdata = {

PIN\_MAP\_DUMMY\_STATE("foo-i2c.0",PINCTRL\_STATE\_DEFAULT),

};

## 复杂映射

由于可以将功能映射到不同的引脚组，所以可以指定可选的.group，如下所示:

...

{

.dev\_name = "foo-spi.0",

.name = "spi0-pos-A",

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "spi0",

.group = "spi0\_0\_grp",

},

{

.dev\_name = "foo-spi.0",

.name = "spi0-pos-B",

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "spi0",

.group = "spi0\_1\_grp",

},

...

这个示例映射用于在运行时在两个spi0位置之间切换，如下面的“运行时pinmuxing”标题所述。

进一步，可以使一个命名状态影响多个引脚组的复用，例如在上面的mmc0示例中，您可以将mmc0总线从2扩展到4，再扩展到8个引脚。如果要为总共2 + 2 + 4 = 8个引脚（与8位MMC总线一样）使用所有三个组，我们像这样定义映射:

...

{

.dev\_name = "foo-mmc.0",

.name = "2bit"

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "mmc0",

.group = "mmc0\_1\_grp",

},

{

.dev\_name = "foo-mmc.0",

.name = "4bit"

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "mmc0",

.group = "mmc0\_1\_grp",

},

{

.dev\_name = "foo-mmc.0",

.name = "4bit"

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "mmc0",

.group = "mmc0\_2\_grp",

},

{

.dev\_name = "foo-mmc.0",

.name = "8bit"

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "mmc0",

.group = "mmc0\_1\_grp",

},

{

.dev\_name = "foo-mmc.0",

.name = "8bit"

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "mmc0",

.group = "mmc0\_2\_grp",

},

{

.dev\_name = "foo-mmc.0",

.name = "8bit"

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "mmc0",

.group = "mmc0\_3\_grp",

},

...

从设备中获取此映射的结果类似于使用以下命令:

p = devm\_pinctrl\_get(dev);

s = pinctrl\_lookup\_state(p, "8bit");

ret = pinctrl\_select\_state(p, s);

或更简单地:

p = devm\_pinctrl\_get\_select(dev, "8bit");

将同时激活映射中的所有三个底部记录的结果。由于它们共享相同的名称、引脚控制器设备、功能和设备，并且我们允许多个组与单个设备匹配，它们都被选择，并且由pinmux核心同时启用和禁用。

## 驱动程序的引脚控制请求

当设备驱动程序要探测设备时，设备核心会自动尝试在这些设备上发出pinctrl\_get\_select\_default()。这样，驱动程序编写者就不需要添加下面找到的任何样板代码。但是，如果进行精细的状态选择并且不使用“默认”状态，则可能需要对pinctrl句柄和状态进行一些设备驱动程序处理。

因此，如果您只想将某个设备的引脚放入默认状态并完成操作，则除提供正确的映射表外，无需进行任何操作。设备核心将处理其余部分。

通常不建议让各个驱动程序获取和启用引脚控制。因此，如果可能，请在平台代码或其他可以访问所有受影响的struct device \*指针的地方处理引脚控制。在某些情况下，如果驱动程序需要在运行时切换不同的复用映射，这是不可能的。

例如，如果驱动程序需要在正常操作和进入睡眠状态之间切换引脚的偏置，从PINCTRL\_STATE\_DEFAULT移动到PINCTRL\_STATE\_SLEEP，则可能会出现这种情况，甚至重新偏置或重新复用引脚以在睡眠模式下节省电流。

驱动程序可以请求激活特定的控制状态，通常仅是默认状态，如下所示:

#include <linux/pinctrl/consumer.h>

struct foo\_state {

struct pinctrl \*p;

struct pinctrl\_state \*s;

...

};

foo\_probe()

{

/\* Allocate a state holder named "foo" etc \*/

struct foo\_state \*foo = ...;

foo->p = devm\_pinctrl\_get(&device);

if (IS\_ERR(foo->p)) {

/\* FIXME: clean up "foo" here \*/

return PTR\_ERR(foo->p);

}

foo->s = pinctrl\_lookup\_state(foo->p, PINCTRL\_STATE\_DEFAULT);

if (IS\_ERR(foo->s)) {

/\* FIXME: clean up "foo" here \*/

return PTR\_ERR(foo->s);

}

ret = pinctrl\_select\_state(foo->s);

if (ret < 0) {

/\* FIXME: clean up "foo" here \*/

return ret;

}

}

如果您不希望每个驱动程序都处理它，而且您知道总线上的安排，则同样可以由总线驱动程序处理此get / lookup / select / put序列。

pinctrl API的语义如下：

1. 在进程上下文中调用pinctrl\_get()，以获取给定客户端设备的所有pinctrl信息的句柄。它将从内核内存中分配一个结构体来保存pinmux状态。所有映射表解析或类似的慢操作都在此API中进行。
2. devm\_pinctrl\_get()是pinctrl\_get()的变体，它会在关联设备被移除时自动调用pinctrl\_put()释放检索到的指针。建议使用此函数而不是普通的pinctrl\_get()。
3. 在进程上下文中调用pinctrl\_lookup\_state()，以获取客户端设备的特定状态的句柄。该操作可能也很慢。
4. pinctrl\_select\_state()根据映射表中给出的状态定义，对于引脚控制器硬件进行编程。理论上，这是一种快速通道操作，因为它只涉及向硬件中一些寄存器写入设置。但是，注意有些引脚控制器的寄存器可能位于一个慢/基于IRQ的总线上，因此客户端设备不应假设它们可以从非阻塞上下文调用pinctrl\_select\_state()。
5. pinctrl\_put()释放与pinctrl句柄关联的所有信息。
6. devm\_pinctrl\_put()是pinctrl\_put()的变体，可用于显式销毁devm\_pinctrl\_get()返回的pinctrl对象。但是，由于即使不调用此函数也可以自动清理，因此很少使用此函数。

pinctrl\_get()必须与普通的pinctrl\_put()配对使用。pinctrl\_get()不能与devm\_pinctrl\_put()配对使用。devm\_pinctrl\_get()可以选择与devm\_pinctrl\_put()配对使用。devm\_pinctrl\_get()不能与普通的pinctrl\_put()配对使用。

通常，引脚控件核心负责处理get/put对并调用设备驱动程序的簿记操作，例如检查可用功能和相关联的引脚，而select\_state将其传递给引脚控制器驱动程序，后者通过快速 poking 几个寄存器来负责激活/停用mux设置。

当您发出devm\_pinctrl\_get()调用时，会为您的设备分配引脚，之后您应该能够在所有引脚的debugfs列表中看到这一点。

注意：如果pinctrl系统找不到请求的pinctrl句柄，例如pinctrl驱动程序尚未注册，则pinctrl系统将返回-EPROBE\_DEFER。因此，请确保您的驱动程序的错误路径正常清理并准备在启动过程中稍后重试探测。

## 需要pin控制和GPIO的驱动程序

同样，不推荐让驱动程序自行查找和选择pin控制状态，但有时这是不可避免的。

所以假设您的驱动程序是这样获取其资源的:

#include <linux/pinctrl/consumer.h>

#include <linux/gpio.h>

struct pinctrl \*pinctrl;

int gpio;

pinctrl = devm\_pinctrl\_get\_select\_default(&dev);

gpio = devm\_gpio\_request(&dev, 14, "foo");

在这里，我们首先请求某个引脚状态，然后请求使用GPIO 14。如果您使用子系统像这样正交使用，您通常应该在请求GPIO之前获取您的pinctrl句柄并选择所需的pinctrl状态。这是一个语义约定，以避免可能会产生电气问题的情况，您肯定希望在GPIO子系统开始处理它们之前以某种方式对引脚进行mux和偏置。

上述可以隐藏起来：使用设备核心，pinctrl核心可以在设备探测之前正确设置端口配置和muxing，然而与GPIO子系统正交。

但是，在某些情况下，让GPIO子系统直接与pinctrl子系统通信并使用后者作为后端是有意义的。这是当GPIO驱动程序可能调用上面“引脚控制与GPIO子系统交互”部分中说明的函数时。这仅涉及每个引脚的复用，完全隐藏在gpio\_\*()函数命名空间之后。在这种情况下，驱动程序无需与引脚控制子系统交互。

如果引脚控制驱动程序和GPIO驱动程序正在处理相同的引脚且使用案例涉及复用，则必须将引脚控制器实现为GPIO驱动程序的后端，如下所示，除非硬件设计允许GPIO控制器通过硬件覆盖引脚控制器的复用状态，而无需与引脚控制系统交互。

## 系统引脚控制占用

当注册引脚控制器时，核可以占用pin控制映射表条目。这意味着在注册引脚控制设备后，核将尝试立即在其中调用pinctrl\_get()，lookup\_state()和select\_state()。

这发生在客户端设备名称等于引脚控制器设备名称，以及状态名称为PINCTRL\_STATE\_DEFAULT的映射表条目中：

{

.dev\_name = "pinctrl-foo",

.name = PINCTRL\_STATE\_DEFAULT,

.type = PIN\_MAP\_TYPE\_MUX\_GROUP,

.ctrl\_dev\_name = "pinctrl-foo",

.function = "power\_func",

},

由于请求核心在主要引脚控制器上独占一些始终适用的mux设置可能很常见，因此有一个方便的宏来实现:

PIN\_MAP\_MUX\_GROUP\_HOG\_DEFAULT("pinctrl-foo", NULL /\* group \*/,

"power\_func")

这与上面的构造完全相同。

## 运行时 pinmuxing

在运行时，可以将某个函数从一个 set 的引脚移到另一个 set 的引脚中进行 mux，例如将 SPI 端口从一组引脚移动到另一组引脚。例如，在上面的 spi0 示例中，我们为相同的功能公开了两个不同的引脚组，但在上面“高级映射”中不同的命名。因此，对于一个 SPI 设备，我们有两个状态，命名为“pos-A”和“pos-B”。

此片段首先初始化两组的状态对象（在 foo\_probe() 中），然后在由组 A 定义的引脚上进行函数 mux，最后在由组B 定义的引脚上进行 mux:

#include <linux/pinctrl/consumer.h>

struct pinctrl \*p;

struct pinctrl\_state \*s1, \*s2;

foo\_probe()

{

/\* Setup \*/

p = devm\_pinctrl\_get(&device);

if (IS\_ERR(p))

...

s1 = pinctrl\_lookup\_state(foo->p, "pos-A");

if (IS\_ERR(s1))

...

s2 = pinctrl\_lookup\_state(foo->p, "pos-B");

if (IS\_ERR(s2))

...

}

foo\_switch()

{

/\* Enable on position A \*/

ret = pinctrl\_select\_state(s1);

if (ret < 0)

...

...

/\* Enable on position B \*/

ret = pinctrl\_select\_state(s2);

if (ret < 0)

...

...

}

以上必须从进程上下文中进行。当状态被激活时，将保留引脚，因此在运行中的系统上可以使用不同的函数在不同的时间使用一个特定的引脚。

# 通用输入/输出(GPIO)

## 介绍

### GPIO 接口

此目录中的文件提供了有关如何在驱动程序中访问 GPIO 以及如何编写提供 GPIO 的设备的驱动程序的详细说明。

由于内核中 GPIO 接口的历史，有两种不同的方法可以获取和使用 GPIO：

1. 基于描述符的接口是操作 GPIO 的首选方式，并且由该目录中除 gpio-legacy.txt 之外的所有文件描述。
2. gpio-legacy.txt 中记录了被认为已弃用（但出于兼容性原因仍可用）的旧式基于整数的接口。

本文档的其余部分适用于新的基于描述符的接口。gpio-legacy.txt 包含应用于旧式整数接口的相同信息。

### 什么是 GPIO?

“通用输入/输出”(GPIO) 是一种灵活的软件可控的数字信号。它们由许多种芯片提供，对于使用嵌入式和定制硬件的 Linux 开发人员而言非常熟悉。每个 GPIO 表示连接到特定引脚或球阵列上的位。板子电路图显示外部硬件连接到哪些 GPIO。驱动程序可以编写通用，以便板子设置代码向驱动程序传递这样的引脚配置数据。

系统级芯片 (SOC) 处理器在很大程度上依赖 GPIO。在某些情况下，每个非专用引脚都可以配置为 GPIO；大多数芯片至少有几十个 GPIO。可编程逻辑设备 (如 FPGAs) 可以轻松地提供 GPIO；像电源管理器和音频编解码器这样的多功能芯片通常有几个这样的引脚以帮助在 SOC 上处理引脚短缺；还有连接使用 I2C 或 SPI 序列总线的“GPIO 扩展器”芯片。大多数 PC 南桥都有几十个 GPIO 可编程引脚 (只有 BIOS 固件知道它们如何使用)。

GPIO 的确切功能因系统而异。常见选项：

1. 输出值可写入 (高=1，低=0)。有些芯片也有关于如何驱动该值的选项，以便仅驱动一个值，支持“线或”和其他值的类似方案 (尤其是“开漏”信号)。
2. 输入值同样可读取 (1、0)。有些芯片支持配置为“输出”的引脚的读回，这在这种 “线或”情况下非常有用 (以支持双向信号)。GPIO 控制器可能具有输入去抖 / 去斑逻辑，有时支持软件控制。
3. 输入通常可以用作 IRQ 信号，通常是边缘触发的，但有时是电平触发的。这些 IRQ 可以配置为系统唤醒事件，以将系统从低功耗状态唤醒。
4. 通常一个 GPIO 可以根据不同的产品板需要配置为输入或输出；也存在单向 GPIO。
5. 大多数 GPIO 可以在保持自旋锁的情况下访问，但通过串行总线访问的 GPIO 通常无法访问。一些系统支持两种类型。

在给定的板子上，每个 GPIO 都用于一个特定的目的，例如监视 MMC / SD 卡插入/拔出、检测卡片写保护状态、驱动 LED、配置收发器、控制串行总线、触发硬件看门狗、检测开关等等。

### 常见 GPIO 属性

这些属性在 GPIO 接口的其他文件中都存在，了解它们非常有用，特别是如果您需要定义 GPIO 映射。

#### 高电平有效和低电平有效

当 GPIO 的输出信号为 1 ("高电平") 时，人们很自然地会认为它是 "有效" 的，并且当它为 0 ("低电平") 时为非活动状态。然而，在实践中，GPIO 的信号可能会在到达目的地之前被反转，或者设备可能会决定有关 "活动" 的含义有不同的约定。这些决策应该对设备驱动程序透明，因此可以将 GPIO 定义为活动高电平 ("1" 表示 "有效"，默认值) 或活动低电平 ("0" 表示 "有效")，这样驱动程序只需要关注逻辑信号，而不需要关心线路电平上发生了什么。

#### 开漏和开源

有时，共享信号需要使用 "开漏"(只有低电平信号实际被驱动) 或者 "开源"(只有高电平信号被驱动) 信号传输。该术语适用于 CMOS 晶体管；"开集电极" 用于 TTL。拉上或拉下电阻引起高或低信号电平。这有时被称为 "电线与"；或者更实际地，从负逻辑(低 = 真)的角度来看，这是一个 "电线或"。

一个常见的开漏信号例子是共享的活动低 IRQ 线。此外，双向数据总线信号有时使用开漏信号。

一些 GPIO 控制器直接支持开漏和开源输出；许多不支持。当您需要开漏信号传输，但您的硬件不直接支持它时，您可以使用常见的用法来模拟任何可用作输入或输出的 GPIO 引脚：

低：gpiod\_direction\_output(gpio, 0) ……这会驱动信号并覆盖上拉电阻。

高：gpiod\_direction\_input(gpio) ……这将关闭输出，所以上拉电阻(或其他某个设备)控制信号。

相同的逻辑可以应用于通过驱动高电平信号并将 GPIO 配置为低电平输入来模拟开源信号传输。这种开漏/开源模拟可以由 GPIO 框架透明地处理。

如果您正在 "驱动" 信号高，但 gpiod\_get\_value(gpio) 报告低值(经过适当的上升时间后)，则您知道其他组件正在将共享信号驱动到低值。这不一定是错误。一个常见的例子就是 I2C 时钟的拉伸：需要较慢时钟的从设备会延迟 SCK 的上升沿，并且 I2C 主设备会相应地调整其信号传输速率。

## GPIO 描述符驱动接口

本文档可作为 GPIO 芯片驱动编写者的指南。请注意，它描述了新的基于描述符的接口。有关已弃用的基于整数的 GPIO 接口的说明，请参阅 gpio-legacy.txt。

每个 GPIO 控制器驱动程序都需要包含以下头文件，该头文件定义用于定义 GPIO 驱动程序的结构:

#include <linux/gpio/driver.h>

### GPIO 的内部表示

在 GPIO 驱动程序内部，通过其硬件编号识别各个 GPIO，该编号是介于 0 和 n 之间的唯一数字，n 是由芯片管理的 GPIO 数量。该数字是纯粹的内部数字：特定 GPIO 描述符的硬件编号从未在驱动程序之外显示。

在此内部编号的基础上，每个 GPIO 线路还需要在整数 GPIO 命名空间中具有全局编号，以便与旧版 GPIO 接口一起使用。因此，每个芯片必须具有 "基本" 数字(可以自动分配)，每个 GPIO 线路的全局数字将为 (base + 硬件编号)。尽管整数表示已被视为弃用，但仍然拥有许多用户，因此需要维护。

例如，一个平台可以使用全局编号 32-159 来定义 GPIO，控制器在 32 的基础上定义了 128 个 GPIO，而另一个平台使用全局编号 0..63，其中一个 GPIO 控制器使用 64-79，而在一个特定的板上使用 80-95。遗留数字不需要连续；这两个平台都可以使用编号 2000-2063 来标识 I2C GPIO 扩展器的一个银行中的 GPIO 线路。

### 控制器驱动程序: gpio\_chip

在 gpiolib 框架中，每个 GPIO 控制器都打包为 "struct gpio\_chip" (请参见 <linux/gpio/driver.h> 完整定义)，其中的成员对于该类型的每个控制器都是通用的，这些应由驱动程序代码分配：

1. 用于确立 GPIO 线路方向的方法
2. 用于访问 GPIO 线路值的方法
3. 指定给定 GPIO 线路的电气配置的方法
4. 返回与给定 GPIO 线路相关联的 IRQ 编号的方法
5. 标志指示其方法的调用是否可能休眠
6. 可选的线路名称数组以识别线路
7. 可选的 debugfs 转储方法（显示额外的状态信息）
8. 可选的基础编号（如果省略，则将自动分配）
9. 用于诊断和使用平台数据进行 GPIO 芯片映射的标签

实现 gpio\_chip 的代码应支持控制器的多个实例，最好使用驱动程序模型。该代码将配置每个 gpio\_chip 并发出 gpiochip\_add()、gpiochip\_add\_data() 或 devm\_gpiochip\_add\_data()。移除 GPIO 控制器应该很少发生；当不可避免时，请使用 gpiochip\_remove()。

通常，gpio\_chip 是实例特定结构的一部分，具有 GPIO 接口未暴露的状态，例如寻址、电源管理等等。诸如音频编解码器之类的芯片将具有复杂的非 GPIO 状态。

任何 debugfs 转储方法通常应忽略未被请求的行。它们可以使用 gpiochip\_is\_requested()，该函数在请求 GPIO 行时返回 NULL 或与该行关联的标签。

RT\_FULL：如果预计要从 -RT 中的原子上下文调用 GPIO API（在硬中断处理程序和类似情况下内部调用），GPIO 驱动程序不应在其 gpio\_chip 实现（.get/.set 和方向控制回调）中使用 spinlock\_t 或任何可休眠的 API（如 PM runtime）。通常情况下，这不是必需的。

#### GPIO 电气配置

可以通过使用 .set\_config() 回调来将 GPIO 配置为几种电气工作模式。当前此 API 支持设置去抖动和单端模式（开漏/开源）。下面描述了这些设置。

.set\_config() 回调使用与通用 pin 控制驱动程序相同的枚举值和配置语义。这不是巧合：可以将 .set\_config() 分配给函数 gpiochip\_generic\_config()，这将导致调用 pinctrl\_gpio\_set\_config() 并最终结束于 GPIO 控制器“后面”的引脚控制后端，通常更靠近实际的引脚。这样引脚控制器就可以管理下面列出的 GPIO 配置。

如果使用引脚控制器后端，则 GPIO 控制器或硬件描述需要提供“GPIO 范围”，将 GPIO 行偏移量映射到引脚控制器上的引脚号，以便它们可以彼此正确交叉参照。

#### 具有去抖动支持的 GPIO

去抖动是设置为指示将其连接到机械开关或按钮或类似物的引脚。弹跳意味着出于机械原因，该线路被快速拉高/低，很短的时间间隔。这可能导致值不稳定或 irqs 反复触发，除非去抖动该线路。

实际上，去抖动涉及在线路上发生某些事情时设置定时器，等待一小段时间，然后再次采样该行，以查看其是否仍具有相同的值（低或高）。这也可以通过聪明的状态机重复，等待一条线变得稳定。无论哪种情况，都会设置一定数量的毫秒进行去抖动，或者仅为“打开/关闭”如果该时间不可配置。

#### 具有开漏/开源支持的 GPIO

开漏（CMOS）或开集合（TTL）意味着该线路没有主动驱动高电平：相反，您提供漏/集合作为输出，因此当晶体管未打开时，它将呈现高阻抗（三态）到外部总线:
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1. 电平转换：为了达到比输出所在的硅更高的逻辑电平。
2. 反向电线“或”在 I/O 线上，例如 GPIO 线，使得可以驱动该线的任何驱动阶段在其他输出同时驱动该线高时仍然将其驱动低。这是 I2C 总线的特例，它符合定义是一条电线“或”总线。

这两种用例都要求该线路配备上拉电阻。该电阻将使该线路倾向于高电平，除非总线上的任何晶体管主动将其下拉。

该线路上的电平将达到上拉电阻器上的 VDD 的高度，这可能高于晶体管支持的电平，从而实现到更高 VDD 的电平转换。

集成电子设备通常具有 CMOS “跷跷板”输出驱动器级别的输出驱动级别，其中一个 N-MOS 和一个 P-MOS 晶体管，其中一个驱动线路高，另一个驱动线路低。这称为推挽输出。如下所示:
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期望的输出信号（例如直接来自某些 GPIO 输出寄存器）到达 IN。名为“OD”和“OS”的开关通常关闭，创建一个推挽电路。

请考虑名为“OD”和“OS”的小“开关”，它们可以在输入分裂后启用/禁用P-MOS或N-MOS晶体管。如您所见，如果此开关打开，则任何晶体管都将完全失灵。此时，totem极性被减半且提供高阻抗，而不是主动地将线路带高或低。这通常是软件控制的开漏/开源的工作方式。

一些GPIO硬件以开漏/开源配置形式出现。有些是硬连线，无论如何都只支持开漏或开源：只有一个晶体管。一些是软件配置的：通过在寄存器中翻转一个位，可以将输出配置为开漏或开源，实际上是通过翻转图上标有“OD”和“OS”的开关来实现的。

通过禁用P-MOS晶体管，可以在GND和高阻抗之间（开漏）驱动输出，通过禁用N-MOS晶体管，可以在VDD和高阻抗之间（开源）驱动输出。在第一种情况下，需要在流出的导轨上使用上拉电阻器来完成电路，而在第二种情况下，需要在导轨上使用下拉电阻器。

支持开漏或开源或两者的硬件可以在gpio\_chip中实现特殊回调：.set\_config（），其中包含通用的pinconf打包值，告知是否将行配置为开漏、开源或推挽。这将发生在来自机器文件或其他硬件描述的GPIO\_OPEN\_DRAIN或GPIO\_OPEN\_SOURCE标志设置的响应中。

如果无法在硬件中配置此状态，即如果GPIO硬件不支持硬件开漏/开源，则GPIO库将使用一个技巧：当将线路设置为输出时，如果将该行标记为开漏并且IN输出值为低，则它将像通常一样被驱动为低电平。但是，如果将IN输出值设置为高，则它将不会被驱动高，而是会被切换到输入，因为输入模式是高阻抗，因此实现了某种“开放漏模拟”：电性行为将是相同的，除了在切换线路模式时可能会出现硬件故障。

对于开源配置，使用相同的原理，只是不是主动地将线路驱动到低电平，而是将其设置为输入。

### 提供IRQ的GPIO驱动程序

通常，GPIO驱动程序（GPIO芯片）也提供中断，通常是从父中断控制器级联，有些特殊情况下，GPIO逻辑与SoC的主要中断控制器结合使用。

GPIO块的IRQ部分使用irq\_chip实现，使用头文件<linux/irq.h>。因此，此组合驱动程序同时使用两个子系统：gpio和irq。

RT\_FULL：实时兼容的GPIO驱动程序不应将spinlock\_t或任何可睡眠的API（例如PM运行时）用作其irqchip实现的一部分。

1. spinlock\_t应该替换为raw\_spinlock\_t[1]。
2. 如果必须使用可睡眠的API，则可以从.irq\_bus\_lock（）和.irq\_bus\_unlock（）回调中执行这些操作，因为这些是irqchip上唯一的缓慢路径回调。如果需要，请创建回调[2]。

GPIO irqchips通常分为两类：

1. 链接的GPIO IRQCHIPS：这通常是嵌入在SoC上的类型。这意味着在GPIO的快速IRQ流处理器中有一个被父IRQ处理程序级联调用的IRQ流处理器，最常见的是系统中断控制器。这意味着GPIO irqchip处理程序将立即从父irqchip调用，同时保持IRQ禁用。然后，GPIO irqchip将在其中断处理程序中调用诸如以下序列之类的东西：

static irqreturn\_t foo\_gpio\_irq(int irq, void \*data)

chained\_irq\_enter(...);

generic\_handle\_irq(...);

chained\_irq\_exit(...);

链接的GPIO irqchips通常无法在struct gpio\_chip上设置.can\_sleep标志，因为所有内容都直接在回调中发生：不能使用I2C之类的缓慢总线流量。

RT\_FULL：请注意，链接的IRQ处理程序不会在-RT上被强制线程化。因此，链接的IRQ处理程序中不能使用spinlock\_t或任何可睡眠的API（例如PM运行时）。如果需要（如果无法转换为嵌套线程GPIO irqchip，请参见下文），则链接的IRQ处理程序可以转换为通用irq处理程序，从而在-RT上成为线程化IRQ处理程序，在非RT上成为硬IRQ处理程序（例如，请参见[3])。Know W/A：期望使用IRQ禁用的generic\_handle\_irq（）被调用，因此如果它从被迫线程的IRQ处理程序中调用，IRQ核心将出现问题。可以使用“假？”原始锁来解决这个问题:

raw\_spinlock\_t wa\_lock;

static irqreturn\_t omap\_gpio\_irq\_handler(int irq, void \*gpiobank)

unsigned long wa\_lock\_flags;

raw\_spin\_lock\_irqsave(&bank->wa\_lock, wa\_lock\_flags);

generic\_handle\_irq(irq\_find\_mapping(bank->chip.irq.domain, bit));

raw\_spin\_unlock\_irqrestore(&bank->wa\_lock, wa\_lock\_flags);

1. 通用链接GPIO IRQCHIPS：它们与“链接GPIO irqchips”相同，但不使用链接的IRQ处理程序。代之以使用通用IRQ处理程序进行GPIO IRQ分发，该处理程序使用request\_irq()进行配置。然后，GPIO irqchip将在其中断处理程序中调用类似于以下序列的内容:

static irqreturn\_t gpio\_rcar\_irq\_handler(int irq, void \*dev\_id)

for each detected GPIO IRQ

generic\_handle\_irq(...);

RT\_FULL：这种类型的处理程序将在-RT上强制形成线程，并且结果是IRQ核心会抱怨使用启用IRQ调用generic\_handle\_irq()，与“链接GPIO irqchips”一样，可以应用同样的解决方法。

1. 嵌套线程GPIO IRQCHIPS：这些是芯片外GPIO扩展器和任何其他GPIO irqchip，它们位于睡眠总线的另一侧。当然，这些需要慢速总线流量读取IRQ状态等的驱动程序，这可能会引起其他IRQs发生，因此不能通过禁用IRQ的快速IRQ处理程序处理。相反，它们需要生成一个线程，然后屏蔽父IRQ线路，直到驱动程序处理中断为止。这种驱动程序的标志是在其中断处理程序中调用以下内容:

static irqreturn\_t foo\_gpio\_irq(int irq, void \*data)

...

handle\_nested\_irq(irq);

线程GPIO irqchips的标志是将.can\_sleep标志设置为true on struct gpio\_chip，表示访问GPIO时此芯片可睡眠。

为了帮助处理GPIO irqchips的设置和管理以及相关的irqdomain和资源分配回调，gpiolib具有一些可通过选择GPIOLIB\_IRQCHIP Kconfig符号来启用的助手：

1. gpiochip\_irqchip\_add()：向gpiochip添加链接的irqchip。它将向所有IRQ回调传递struct gpio\_chip\*，因此回调需要将gpio\_chip嵌入其状态容器中，并使用container\_of()获取指向容器的指针。 （请参见Documentation/driver-model/design-patterns.txt
2. gpiochip\_irqchip\_add\_nested()：将嵌套的irqchip添加到gpiochip中。除此之外，它的工作方式完全与链接的irqchip相同。
3. gpiochip\_set\_chained\_irqchip()：为gpio\_chip设置链接的irq处理程序，从父IRQ传递struct gpio\_chip\*作为处理程序数据。（请注意处理程序数据，因为irqchip数据可能由父irqchip使用！）。
4. gpiochip\_set\_nested\_irqchip()：为gpio\_chip设置嵌套的irq处理程序，从父IRQ传递。由于父IRQ通常由驱动程序显式请求，在这种情况下，除了将所有子IRQ标记为具有其他IRQ作为父项之外，它几乎没有做更多的事情。

如果需要排除某些GPIO不包含在IRQ域中，则可以在调用gpiochip\_add\_data()之前设置gpiochip的.irq.need\_valid\_mask。这将分配一个具有与芯片中GPIO相同数量的位设置的.irq.valid\_mask。驱动程序可以通过清除此掩码中的位来排除GPIO。在调用gpiochip\_irqchip\_add()或gpiochip\_irqchip\_add\_nested()之前必须填充该掩码。

要使用助手，请考虑以下几点：

确保分配了struct gpio\_chip的所有相关成员，以便irqchip可以初始化。例如，.dev和.can\_sleep应正确设置。

在设置调用中将所有处理程序名义设置为handle\_bad\_irq()，并在gpiochip\_irqchip\_add()中将handle\_bad\_irq()作为流处理程序参数传递，如果预计GPIO驱动程序需要调用irqchip .set\_type()回调才能使用/启用GPIO IRQ。然后，在irqchip .set\_type()回调中将处理程序设置为handle\_level\_irq()和/或handle\_edge\_irq()，具体取决于控制器支持什么。

任何IRQ使用者都可以请求来自任何irqchip的IRQ，无论是合并的GPIO+IRQ驱动程序还是什么。基本前提是gpio\_chip和irq\_chip是正交的，并且独立于彼此提供其服务。

gpiod\_to\_irq()只是一个方便函数，用于找出某个GPIO线的IRQ，并且不应依赖它在使用IRQ之前已被调用。

因此，请始终在来自GPIO和irqchip API的各个回调中准备好硬件并准备好进行操作。不要依赖于gpiod\_to\_irq()已经被调用。

这种正交性导致了我们需要解决的歧义：如果子系统内部存在资源使用的竞争（例如某个GPIO线路和寄存器），则需要拒绝某些操作并在gpiolib子系统内部跟踪使用情况。这就是下面的API存在的原因。

#### 锁定IRQ使用

输入GPIO可以用作IRQ信号。发生这种情况时，会请求驱动程序将GPIO标记为正在用作IRQ:

int gpiochip\_lock\_as\_irq(struct gpio\_chip \*chip, unsigned int offset)

这将防止在GPIO IRQ锁定被释放之前使用非IRQ相关的GPIO APIs:

void gpiochip\_unlock\_as\_irq(struct gpio\_chip \*chip, unsigned int offset)

当在GPIO驱动程序中实现irqchip时，应该在irqchip的.startup（）和.shutdown（）回调中通常调用这两个函数。

当使用gpiolib irqchip助手时，这些回调会自动分配。

#### GPIO IRQ芯片的实时合规性

IRQ芯片的任何提供者都需要仔细地量身定制，以支持实时抢占。所有GPIO子系统中的irqchips应该注意这一点，并进行适当的测试，以确保它们启用了实时。因此，请注意上面的“RT\_FULL：”备注。

以下是准备驱动程序进行实时合规性时应遵循的检查清单：

1. 确保spinlock\_t未用作part irq\_chip实现的一部分
2. 确保不使用可睡眠的API作为part irq\_chip实现。如果必须使用可睡眠的API，则可以从.irq\_bus\_lock（）和.irq\_bus\_unlock（）回调中执行这些操作
3. 链接的GPIO irqchips：确保不使用spinlock\_t或任何可睡眠的API从链接的IRQ处理程序中
4. 通用链接的GPIO irqchips：注意generic\_handle\_irq（）调用并应用相应的解决方法
5. 链接的GPIO irqchips：尽可能摆脱链接的IRQ处理程序并使用通用IRQ处理程序
6. regmap\_mmio：可以通过设置.disable\_locking在GPIO驱动程序中处理锁定来禁用regmap中的内部锁定
7. 使用适当的内核实时测试用例测试驱动程序，用于级别和边缘IRQ

#### 请求自己拥有GPIO引脚

有时允许GPIO芯片驱动程序通过gpiolib API请求其自己的GPIO描述符是有用的。 GPIO驱动程序可以使用以下函数请求和释放描述符:

struct gpio\_desc \*gpiochip\_request\_own\_desc(struct gpio\_desc \*desc,

const char \*label)

void gpiochip\_free\_own\_desc(struct gpio\_desc \*desc)

使用gpiochip\_request\_own\_desc（）请求的描述符必须使用gpiochip\_free\_own\_desc（）释放。

由于这些函数不影响模块使用计数，因此必须谨慎使用这些函数。不要使用这些函数请求调用驱动程序不拥有的gpio描述符。

1. <http://www.spinics.net/lists/linux-omap/msg120425.html>
2. <https://lkml.org/lkml/2015/9/25/494>
3. [https://lkml.org/lkml/2015/9/25/49](https://lore.kernel.org/r/1443209283-20781-3-git-send-email-grygorii.strashko@ti.com)5

## GPIO 描述符消费者接口

本文档描述了GPIO框架的消费者接口。请注意，它描述了基于新描述符的接口。有关弃用的基于整数的GPIO界面的描述，请参阅gpio-legacy.txt。

### GPIO消费者指南

没有标准GPIO调用无法工作的驱动程序应具有依赖于GPIOLIB或选择GPIOLIB的Kconfig条目。允许驱动程序获取和使用GPIO的函数可通过包括以下文件获得:

#include <linux/gpio/consumer.h>

在禁用GPIOLIB的情况下，标头文件中所有函数都有静态内联存根。当调用这些存根时，它们将发出警告。这些桩用于两种用例：

使用例如COMPILE\_TEST的简单编译覆盖范围——当前平台是否启用或选择了GPIOLIB并不重要，因为我们不会执行系统。

真正可选的GPIOLIB支持-在某些编译时配置下，驱动程序确实没有使用某些系统上GPIO，但是将在其他编译时配置下使用它。在这种情况下，使用者必须确保不要调用这些函数，否则用户将遇到可能被视为令人生畏的控制台警告。

所有与描述符-based GPIO界面一起工作的函数都以gpiod\_为前缀。 gpio\_前缀用于传统接口。内核中没有其他函数应使用这些前缀。强烈不建议使用传统函数，新代码应仅使用<linux/gpio/consumer.h>和描述符。

### 获取和处理GPIO

使用基于描述符的接口，GPIO使用不可伪造的不透明处理程序进行标识，该处理程序必须通过对gpiod\_get（）函数之一的调用获取。与许多其他内核子系统一样，gpiod\_get（）接受将使用GPIO的设备和所请求的GPIO应执行的函数:

struct gpio\_desc \*gpiod\_get(struct device \*dev, const char \*con\_id,

enum gpiod\_flags flags)

如果使用多个GPIO一起实现某个函数（例如，显示数字的简单LED设备），则可以指定附加的索引参数:

struct gpio\_desc \*gpiod\_get\_index(struct device \*dev,

const char \*con\_id, unsigned int idx,

enum gpiod\_flags flags)

有关DeviceTree情况下con\_id参数的详细说明，请参见GPIO映射

flags参数可用于选择性地指定GPIO的方向和初始值。值可以为：

1. GPIOD\_ASIS或0，表示不初始化GPIO。必须使用专用函数之一稍后设置方向。
2. GPIOD\_IN以初始化GPIO作为输入。
3. GPIOD\_OUT\_LOW初始化GPIO为输出，值为0。
4. GPIOD\_OUT\_HIGH初始化GPIO为输出，值为1。
5. GPIOD\_OUT\_LOW\_OPEN\_DRAIN与GPIOD\_OUT\_LOW相同，但还强制使用开漏线路。
6. GPIOD\_OUT\_HIGH\_OPEN\_DRAIN与GPIOD\_OUT\_HIGH相同，但还强制使用开漏线路。

最后的两个标志用于必须使用开漏的用例，例如I2C：如果该行在映射中尚未配置为开漏，则无论如何都将强制使用开漏，并且将打印警告，需要更新板配置以匹配用例。

两个函数都返回有效的GPIO描述符或可使用IS\_ERR()检查的错误代码（它们不会返回空指针）。如果尚未将GPIO分配给设备/函数/索引三元组，则将返回-ENOENT；如果已分配GPIO但在尝试获取时发生错误，则使用其他错误代码。这对于区分纯粹的错误和可选GPIO参数的GPIO是否存在非常有用。对于GPIO是可选的常见模式，可以使用gpiod\_get\_optional()和gpiod\_get\_index\_optional()函数。如果尚未将GPIO分配给请求的函数，则这些函数返回NULL而不是-ENOENT:

struct gpio\_desc \*gpiod\_get\_optional(struct device \*dev,

const char \*con\_id,

enum gpiod\_flags flags)

struct gpio\_desc \*gpiod\_get\_index\_optional(struct device \*dev,

const char \*con\_id,

unsigned int index,

enum gpiod\_flags flags)

请注意，与gpiolib API的其余部分不同，gpio\_get \* \_optional()函数（及其管理的变体）还返回NULL，即当gpiolib支持被禁用时。这对于驱动程序作者有帮助，因为他们不需要特殊处理-ENOSYS返回代码。但是，系统集成商应谨慎，以在需要gpiolib的系统上启用gpiolib。

对于使用多个GPIO的函数，可以通过一次调用获取所有GPIO:

struct gpio\_descs \*gpiod\_get\_array(struct device \*dev,

const char \*con\_id,

enum gpiod\_flags flags)

此函数返回一个包含描述符数组的struct gpio\_descs:

struct gpio\_descs {

unsigned int ndescs;

struct gpio\_desc \*desc[];

}

如果未将GPIO分配给请求的函数，则返回NULL而不是-ENOENT:

struct gpio\_descs \*gpiod\_get\_array\_optional(struct device \*dev,

const char \*con\_id,

enum gpiod\_flags flags)

这些函数的设备管理变体也已定义:

struct gpio\_desc \*devm\_gpiod\_get(struct device \*dev, const char \*con\_id,

enum gpiod\_flags flags)

struct gpio\_desc \*devm\_gpiod\_get\_index(struct device \*dev,

const char \*con\_id,

unsigned int idx,

enum gpiod\_flags flags)

struct gpio\_desc \*devm\_gpiod\_get\_optional(struct device \*dev,

const char \*con\_id,

enum gpiod\_flags flags)

struct gpio\_desc \*devm\_gpiod\_get\_index\_optional(struct device \*dev,

const char \*con\_id,

unsigned int index,

enum gpiod\_flags flags)

struct gpio\_descs \*devm\_gpiod\_get\_array(struct device \*dev,

const char \*con\_id,

enum gpiod\_flags flags)

struct gpio\_descs \*devm\_gpiod\_get\_array\_optional(struct device \*dev,

const char \*con\_id,

enum gpiod\_flags flags)

可以使用gpiod\_put()函数处理GPIO描述符:

void gpiod\_put(struct gpio\_desc \*desc)

对于GPIO数组，可以使用此函数:

void gpiod\_put\_array(struct gpio\_descs \*descs)

在这些函数之后禁止使用描述符，禁止从使用gpiod\_get\_array()获取的数组中个别释放描述符（使用gpiod\_put()）。设备管理的变体是:

void devm\_gpiod\_put(struct device \*dev, struct gpio\_desc \*desc)

void devm\_gpiod\_put\_array(struct device \*dev, struct gpio\_descs \*descs)

### 使用GPIO

#### 设置方向

驱动程序必须使用GPIO的第一件事是设置方向。如果未向gpiod\_get\*（）提供方向设置标志，则通过调用gpiod\_direction\_\*（）函数之一来完成此操作:

int gpiod\_direction\_input(struct gpio\_desc \*desc)

int gpiod\_direction\_output(struct gpio\_desc \*desc, int value)

返回为零表示成功，否则为负errno。应检查它，因为获取/设置调用不返回错误，并且可能存在误配置。您通常应该从任务上下文发出这些调用。但是，对于自旋锁安全的GPIO，在任务启用之前使用它们作为早期板设置的一部分是可以的。

对于输出GPIO，提供的值将成为初始输出值。这有助于避免系统启动期间的信号故障。

驱动程序还可以查询GPIO的当前方向:

int gpiod\_get\_direction(const struct gpio\_desc \*desc)

此函数返回0表示输出，1表示输入，或错误代码（如果出现错误）。

请注意，GPIO没有默认方向。因此，在未设置其方向之前使用GPIO是不合法的，将导致未定义的行为！

#### 自旋锁安全的GPIO访问

大多数GPIO控制器可以使用内存读/写指令进行访问。它们不需要休眠，并且可以从硬件（非线程化）IRQ处理程序和类似的上下文中安全地完成。

使用以下调用从原子上下文访问GPIO:

int gpiod\_get\_value(const struct gpio\_desc \*desc);

void gpiod\_set\_value(struct gpio\_desc \*desc, int value);

值是布尔值，低为零，非零为高。读取输出引脚的值时，返回的值应该是引脚上看到的。由于包括开放式驱动信号和输出延迟等问题，这并不总是与指定的输出值相匹配。

获取/设置调用不会返回错误，因为“无效的GPIO”应该已经从gpiod\_direction\_\*（）报告了。但是，请注意，并非所有平台都可以读取输出引脚的值；不能安全访问的GPIO应始终返回零。此外，对于不能安全地访问的GPIO，使用这些调用是错误的（请参见下文）。

#### 可能会睡眠的GPIO访问

有些GPIO控制器必须使用像I2C或SPI这样的基于消息的总线进行访问。读写那些GPIO值的命令需要等待到达队列的头部以传输命令并获得其响应。这需要睡眠，无法从IRQ处理程序内部完成。

支持此类型GPIO的平台通过从此调用返回非零值来将它们与其他GPIO区分开来:

int gpiod\_cansleep(const struct gpio\_desc \*desc)

要访问这样的GPIO，定义了一组不同的访问器:

int gpiod\_get\_value\_cansleep(const struct gpio\_desc \*desc)

void gpiod\_set\_value\_cansleep(struct gpio\_desc \*desc, int value)

访问此类GPIO需要一个可能会睡眠的上下文，例如线程化的IRQ处理程序，并且必须使用具有cansleep（）名称后缀但不安全的自旋锁访问器。

除了这些访问器可能会睡眠，并且可以在无法从hardIRQ处理程序访问的GPIO上工作之外，这些调用的行为与自旋锁安全的调用相同。

#### 低活动和开漏语义

作为消费者不必关心物理线路级别，所有gpiod\_set\_value\_xxx（）或gpiod\_set\_array\_value\_xxx（）函数都使用逻辑值进行操作。因此，它们考虑了低活动属性。这意味着它们检查GPIO是否配置为低活动，如果是，则在驱动物理线路电平之前操作传递的值。

同样适用于开放式漏斗管或开放式源输出线：它们不会主动将其输出高（开放式漏斗管）或低（开放式源），它们只是将其输出切换到高阻抗值。消费者不应该关心。（有关GPIO驱动程序接口中的开放式漏斗管的详细信息，请阅读。）

因此，所有gpiod\_set\_（array）\_value\_xxx（）函数都将参数“value”解释为“断言”（“1”）或“未断言”（“0”）。将驱动物理线路电平。

例如，如果设置专用GPIO的低活动属性，并且gpiod\_set\_（array）\_value\_xxx（）通过“asserted”（“1”）传递，则会将物理线路电平降低。

总而言之:

Function (example) line property physical line

gpiod\_set\_raw\_value(desc, 0); don't care low

gpiod\_set\_raw\_value(desc, 1); don't care high

gpiod\_set\_value(desc, 0); default (active high) low

gpiod\_set\_value(desc, 1); default (active high) high

gpiod\_set\_value(desc, 0); active low high

gpiod\_set\_value(desc, 1); active low low

gpiod\_set\_value(desc, 0); open drain low

gpiod\_set\_value(desc, 1); open drain high impedance

gpiod\_set\_value(desc, 0); open source high impedance

gpiod\_set\_value(desc, 1); open source high

可以使用set\_raw / get\_raw函数覆盖这些语义，但应尽量避免，特别是由系统不可知的驱动程序应该不需要关心实际的物理线路水平，而应该担心逻辑值。

#### 访问原始GPIO值

存在需要管理GPIO线路的逻辑状态（即其设备将实际接收到的值）的消费者。以下一组调用无视GPIO的低活动或开漏属性，并使用原始线值进行操作:

int gpiod\_get\_raw\_value(const struct gpio\_desc \*desc)

void gpiod\_set\_raw\_value(struct gpio\_desc \*desc, int value)

int gpiod\_get\_raw\_value\_cansleep(const struct gpio\_desc \*desc)

void gpiod\_set\_raw\_value\_cansleep(struct gpio\_desc \*desc, int value)

int gpiod\_direction\_output\_raw(struct gpio\_desc \*desc, int value)

可以使用以下调用查询和切换GPIO的主动低电平状态:

int gpiod\_is\_active\_low(const struct gpio\_desc \*desc)

注意这些函数应该谨慎使用；驱动程序不应该关心物理线路电平或开漏语义。

#### 使用单个函数调用访问多个GPIO

以下函数获取或设置GPIO数组的值:

int gpiod\_get\_array\_value(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array);

int gpiod\_get\_raw\_array\_value(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array);

int gpiod\_get\_array\_value\_cansleep(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array);

int gpiod\_get\_raw\_array\_value\_cansleep(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array);

void gpiod\_set\_array\_value(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array)

void gpiod\_set\_raw\_array\_value(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array)

void gpiod\_set\_array\_value\_cansleep(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array)

void gpiod\_set\_raw\_array\_value\_cansleep(unsigned int array\_size,

struct gpio\_desc \*\*desc\_array,

int \*value\_array)

该数组可以是任意一组GPIO。如果对应芯片驱动程序支持，函数将同时尝试访问同一个银行或芯片的GPIO。在这种情况下，可以期望显着改善性能。如果无法同时访问，GPIO将按顺序访问。

函数使用四个参数：

array\_size-数组元素数量

desc\_array-GPIO描述符数组

value\_array-用于存储GPIO值（获取）的数组或要分配给GPIO的值数组（设置）

可以使用gpiod\_get\_array()函数或其变体之一来获取描述符数组。如果该函数返回的描述符组与所需的GPIO组匹配，则可以通过仅使用gpiod\_get\_array()返回的struct gpio\_descs来访问这些GPIO:

struct gpio\_descs \*my\_gpio\_descs = gpiod\_get\_array(...);

gpiod\_set\_array\_value(my\_gpio\_descs->ndescs, my\_gpio\_descs->desc,

my\_gpio\_values);

也可以访问完全任意的描述符数组。可以使用任何组合的gpiod\_get()和gpiod\_get\_array()来获取描述符。之后，必须手动设置描述符数组，然后才能将其传递给上述函数之一。在这种情况下，应将array\_info设置为NULL。

注意，为了获得最佳性能，属于同一芯片的GPIO应该在描述符数组内是连续的。

gpiod\_get\_array\_value()及其变体的返回成功为0或错误为负数。请注意与gpiod\_get\_value()不同，后者在成功时返回0或1以传递GPIO值。使用数组函数时，GPIO值存储在value\_array中而不是作为返回传递回来。

#### GPIO映射到IRQ

GPIO线通常可以用作IRQ。可以使用以下调用获取与给定GPIO对应的IRQ号：

int gpiod\_to\_irq(const struct gpio\_desc \*desc)

如果无法进行映射，它将返回一个IRQ号或一个负的errno代码（最可能是因为该特定GPIO无法用作IRQ）。使用gpiod\_direction\_input()设置为输入时使用未设置为输入的GPIO或使用并非来自gpiod\_to\_irq()的IRQ号是未经检查的错误。不允许gpiod\_to\_irq()睡眠。

从gpiod\_to\_irq()返回的非错误值可以传递给request\_irq()或free\_irq()。它们通常会通过特定于板的初始化代码存储到平台设备的IRQ资源中。请注意，IRQ触发选项是IRQ接口的一部分，例如IRQF\_TRIGGER\_FALLING，系统唤醒功能也是如此。

### GPIO和ACPI

在ACPI系统上，GPIO由设备的\_CRS配置对象列出的GpioIo（）/ GpioInt（）资源描述。这些资源不为GPIO提供连接ID（名称），因此需要使用其他机制来实现此目的。

符合ACPI 5.1或更高版本的系统可以提供\_DSD配置对象，该对象可以用于为\_CRS中的GpioIo（）/ GpioInt（）资源描述的特定GPIO提供连接ID等内容。如果是这种情况，它将由GPIO子系统自动处理。但是，如果不存在\_DSD，则需要由设备驱动程序提供GpioIo（）/ GpioInt（）资源和GPIO连接ID之间的映射。

有关详细信息，请参见Documentation/acpi/gpio-properties.txt

### 与遗留GPIO子系统交互

许多内核子系统和驱动程序仍然使用基于整数的遗留接口处理GPIO。强烈建议将它们更新为新的gpiod接口。对于需要同时使用两个接口的情况，以下两个函数允许将GPIO描述符转换为GPIO整数命名空间，反之亦然：

int desc\_to\_gpio(const struct gpio\_desc \*desc)

struct gpio\_desc \*gpio\_to\_desc(unsigned gpio)

由desc\_to\_gpio()返回的GPIO编号只要GPIO描述符未被释放，就可以安全使用。同样地，传递给gpio\_to\_desc()的GPIO编号必须已经正确获取，且只有在释放了GPIO编号后才能使用返回的GPIO描述符。

使用一个API获取的GPIO，再使用另一个API释放是禁止的且未经检查的错误。

## GPIO 映射

本文档说明GPIO如何分配给给定的设备和功能。请注意，它仅适用于新的基于描述符的接口。关于废弃的整数型GPIO接口的描述，请参考Legacy GPIO接口（实际上，旧接口无法进行真正的映射；只是从某处获取整数，然后请求相应的GPIO）。

所有平台均可启用GPIO库，但如果平台严格要求存在GPIO功能，则需要从其 Kconfig 中选择GPIOLIB。然后，GPIO如何映射取决于平台用于描述其硬件布局的内容。目前，可以通过设备树、ACPI和平台数据定义映射。

### 设备树

GPIO可以很容易地映射到设备和函数上。实际上的映射方式取决于提供GPIO的GPIO控制器，请参阅控制器的设备树绑定。

GPIO映射定义在使用者设备节点中的名为<function>-gpios的属性中，<function> 是驱动程序将通过gpiod\_get()请求的功能。例如:

foo\_device {

compatible = "acme,foo";

...

led-gpios = <&gpio 15 GPIO\_ACTIVE\_HIGH>, /\* red \*/

<&gpio 16 GPIO\_ACTIVE\_HIGH>, /\* green \*/

<&gpio 17 GPIO\_ACTIVE\_HIGH>; /\* blue \*/

power-gpios = <&gpio 1 GPIO\_ACTIVE\_LOW>;

};

名为<function>-gpio的属性也被认为是有效的，旧版本的绑定使用它，但仅出于兼容性原因而受支持，不应用于新版本的绑定中，因为它已被弃用。

此属性将使GPIO 15、16和17在“led”功能下对驱动程序可用，GPIO 1作为“电源”GPIO:

struct gpio\_desc \*red, \*green, \*blue, \*power;

red = gpiod\_get\_index(dev, "led", 0, GPIOD\_OUT\_HIGH);

green = gpiod\_get\_index(dev, "led", 1, GPIOD\_OUT\_HIGH);

blue = gpiod\_get\_index(dev, "led", 2, GPIOD\_OUT\_HIGH);

power = gpiod\_get(dev, "power", GPIOD\_OUT\_HIGH);

led GPIO为高电平有效，而电源GPIO将为低电平有效（即gpiod\_is\_active\_low（power）将为真）。

gpiod\_get()函数的第二个参数，con\_id字符串，必须是设备树中使用的GPIO后缀（“gpios”或“gpio”），它的<function>-前缀。以以上“led-gpios”示例为例，将前缀作为con\_id参数而不带“ - ”：“led”。

在内部，GPIO子系统将<function>-前缀与字符串（“gpios”或“gpio”）相结合，以获取所需的字符串（snprintf（...“％s-％s”，con\_id，gpio\_suffixes[]）。

### ACPI

ACPI也支持类似于DT的GPIO函数名。可以通过ACPI 5.1引入的\_DSD（设备特定数据）将上述DT示例转换为等效的ACPI描述:

Device (FOO) {

Name (\_CRS, ResourceTemplate () {

GpioIo (Exclusive, PullUp, 0, 0, IoRestrictionOutputOnly,

"\\\_SB.GPI0", 0, ResourceConsumer) { 15 } // red

GpioIo (Exclusive, PullUp, 0, 0, IoRestrictionOutputOnly,

"\\\_SB.GPI0", 0, ResourceConsumer) { 16 } // green

GpioIo (Exclusive, PullUp, 0, 0, IoRestrictionOutputOnly,

"\\\_SB.GPI0", 0, ResourceConsumer) { 17 } // blue

GpioIo (Exclusive, PullNone, 0, 0, IoRestrictionOutputOnly,

"\\\_SB.GPI0", 0, ResourceConsumer) { 1 } // power

})

Name (\_DSD, Package () {

ToUUID("daffd814-6eba-4d8c-8a91-bc9bbf4aa301"),

Package () {

Package () {

"led-gpios",

Package () {

^FOO, 0, 0, 1,

^FOO, 1, 0, 1,

^FOO, 2, 0, 1,

}

},

Package () {

"power-gpios",

Package () { ^FOO, 3, 0, 0 }

},

}

})

}

有关ACPI GPIO绑定的更多信息，请参阅与GPIO相关的\_DSD设备属性。

### 平台数据

最后，GPIO可以使用平台数据绑定到设备和功能。希望这样做的板文件需要包含以下标头：

#include <linux/gpio/machine.h>

通过查找表的方式，将GPIO映射到gpiod\_lookup结构的实例中。定义了两个宏以帮助声明这样的映射:

GPIO\_LOOKUP(chip\_label, chip\_hwnum, con\_id, flags)

GPIO\_LOOKUP\_IDX(chip\_label, chip\_hwnum, con\_id, idx, flags)

其中

1. chip\_label是提供GPIO的gpiod\_chip实例的标签
2. chip\_hwnum是芯片内 GPIO 的硬件编号
3. con\_id是来自设备的GPIO功能名称，它可以为NULL，在这种情况下，它将匹配任何功能。
4. idx是功能内的GPIO的索引。
5. flags被定义为指定以下属性：

GPIO\_ACTIVE\_HIGH - GPIO线为高电平有效

GPIO\_ACTIVE\_LOW - GPIO线为低电平有效

GPIO\_OPEN\_DRAIN - GPIO线设置为开漏

GPIO\_OPEN\_SOURCE - GPIO线设置为开源

GPIO\_PERSISTENT - GPIO线在挂起/恢复过程中保持持久并保持其值。

GPIO\_TRANSITORY - GPIO线是短暂的，可能会在挂起/恢复期间失去其电气状态。

将来，这些标志可能会扩展以支持更多属性。

请注意：GPIO\_LOOKUP（）只是GPIO\_LOOKUP\_IDX（）（其中idx = 0）的快捷方式。

可以定义查找表如下，并使用空条目定义其末尾。表的“dev\_id”字段是将使用这些GPIO的设备的标识符。它可以为NULL，在这种情况下，将使用NULL设备来匹配对gpiod\_get（）的调用。

struct gpiod\_lookup\_table gpios\_table = {

.dev\_id = "foo.0",

.table = {

GPIO\_LOOKUP\_IDX("gpio.0", 15, "led", 0, GPIO\_ACTIVE\_HIGH),

GPIO\_LOOKUP\_IDX("gpio.0", 16, "led", 1, GPIO\_ACTIVE\_HIGH),

GPIO\_LOOKUP\_IDX("gpio.0", 17, "led", 2, GPIO\_ACTIVE\_HIGH),

GPIO\_LOOKUP("gpio.0", 1, "power", GPIO\_ACTIVE\_LOW),

{ },

},

};

可以通过以下方式将表添加到板代码中:

gpiod\_add\_lookup\_table(&gpios\_table);

然后控制“foo.0”的驱动程序将能够获取其GPIO，如下所示:

struct gpio\_desc \*red, \*green, \*blue, \*power;

red = gpiod\_get\_index(dev, "led", 0, GPIOD\_OUT\_HIGH);

green = gpiod\_get\_index(dev, "led", 1, GPIOD\_OUT\_HIGH);

blue = gpiod\_get\_index(dev, "led", 2, GPIOD\_OUT\_HIGH);

power = gpiod\_get(dev, "power", GPIOD\_OUT\_HIGH);

由于“led” GPIO被映射为高电平有效，因此该示例将将其信号切换为1，即启用LED。对于“power” GPIO，它被映射为Active-Low，其实际信号在此代码后将为0。与遗留的整数GPIO接口不同，Active-Low属性在映射期间处理，因此对GPIO消费者透明。

一组函数（如gpiod\_set\_value（））可用于使用新的描述符导向界面。

使用平台数据的板还可以通过定义GPIO hog表来占用GPIO线。

struct gpiod\_hog gpio\_hog\_table[] = {

GPIO\_HOG("gpio.0", 10, "foo", GPIO\_ACTIVE\_LOW, GPIOD\_OUT\_HIGH),

{ }

};

可以将表添加到板代码中，如下所示:

gpiod\_add\_hogs(gpio\_hog\_table);

当gpiochip被创建或（如果芯片早先被创建）当hog表被注册时，该线将被占用。

## 使用GPIO的子系统驱动程序

请注意，常见GPIO任务的标准内核驱动程序已经存在，并且将为工作提供正确的内核和用户空间API / ABI，并且这些驱动程序可以很容易地使用硬件描述（如设备树或ACPI）与其他内核子系统进行互连：

leds-gpio：drivers / leds / leds-gpio.c将处理连接到GPIO线的LED，为您提供LED sysfs界面

ledtrig-gpio：drivers / leds / trigger / ledtrig-gpio.c将提供LED触发器，即LED将根据GPIO行的高低点亮/熄灭（并且该LED可以像上面那样使用leds-gpio）。

gpio-keys：drivers / input / keyboard / gpio\_keys.c用于当GPIO线可以响应按键时生成中断。还支持去抖动。

gpio-keys-polled：drivers / input / keyboard / gpio\_keys\_polled.c用于当GPIO线无法生成中断时（因此需要定期轮询计时器来检查）。

gpio\_mouse：drivers / input / mouse / gpio\_mouse.c用于仅使用GPIO和没有鼠标端口提供高达三个按钮的鼠标。您可以剪断鼠标电缆并将电线连接到GPIO线，或者将鼠标连接器焊接到属于这种类型的线上以获得更永久的解决方案。

gpio-beeper：drivers / input / misc / gpio-beeper.c用于通过连接到GPIO线上的外部扬声器提供蜂鸣声。

extcon-gpio：drivers / extcon / extcon-gpio.c用于在需要读取外部连接器状态（例如音频驱动程序或HDMI连接器的耳机线）时使用。它将提供比GPIO更好的用户空间sysfs界面。

restart-gpio：drivers / power / reset / gpio-restart.c用于通过拉动GPIO线重启/重启系统，并将注册重启处理程序，因此用户空间可以发出正确的系统调用来重新启动系统。

poweroff-gpio：drivers / power / reset / gpio-poweroff.c用于通过拉动GPIO线将系统关闭，并注册pm\_power\_off（）回调，以便用户空间可以发出正确的系统调用以关闭系统。

gpio-gate-clock：drivers / clk / clk-gpio.c用于控制使用GPIO的门控时钟（关闭/打开），并与时钟子系统集成。

i2c-gpio：drivers / i2c / busses / i2c-gpio.c用于通过敲两个GPIO线（双线SDA和SCL）来驱动I2C总线。它将出现在系统中，并使其可以像任何其他I2C总线驱动程序一样连接I2C设备的驱动程序。

spi\_gpio: drivers/spi/spi-gpio.c 用于通过 GPIO 接口（bitbang) 驱动一个 SPI 总线(可变数量的线，至少 SCK 线和可选的 MISO、MOSI 和晶片选择线)。它将出现在系统中任何其他 SPI 总线的地方，并可用于与总线上的 SPI 设备驱动程序连接。例如，使用 MMC/SD 卡子系统中的 mmc\_spi 主机，可以将任何 MMC/SD 卡连接到该 SPI 上。

w1-gpio: drivers/w1/masters/w1-gpio.c 用于使用 GPIO 线驱动单线总线，与 W1 子系统集成并像任何其他 W1 设备一样处理总线上的设备。

gpio-fan: drivers/hwmon/gpio-fan.c 用于控制通过 GPIO 线连接的风扇以冷却系统（可选择 GPIO 报警线），为您提供内核和 sysfs 接口。

gpio-regulator: drivers/regulator/gpio-regulator.c 用于通过拉动 GPIO 线控制提供某个电压的稳压器，与稳压器子系统集成并为您提供所有正确的接口。

gpio-wdt: drivers/watchdog/gpio\_wdt.c 用于提供一个看门狗定时器，周期性地对连接到 GPIO 线的硬件进行“ping”（1到0到1的切换）。如果该硬件未定期收到“ping”信号，则会重置系统。

gpio-nand: drivers/mtd/nand/raw/gpio.c 用于通过一组简单的 GPIO 线（RDY、NCE、ALE、CLE、NWP）连接 NAND 闪存芯片。它与 NAND 闪存 MTD 子系统互动，并提供与任何其他 NAND 驱动硬件一样的芯片访问和分区解析。

ps2-gpio: drivers/input/serio/ps2-gpio.c 用于通过 bit banging 两个 GPIO 线驱动 PS/2（IBM）serio 总线，数据和时钟线。它将出现在系统中任何其他 serio 总线的位置，并可用于连接基于 PS/2 协议的设备驱动程序，例如键盘和其他 PS/2 执行的设备。

cec-gpio: drivers/media/platform/cec-gpio/ 仅使用 GPIO 与 CEC 消费电子控制总线进行交互。它用于与 HDMI 总线上的设备通信。

除此之外，还有一些特殊的 GPIO 驱动程序，例如 MMC/SD 中用于读取卡片检测和写保护 GPIO 线的驱动程序，以及 TTY 串行子系统中使用两个 GPIO 线模拟 MCTRL（调制解调器控制）信号 CTS/RTS 的驱动程序。MTD NOR 闪存也有额外的 GPIO 线附加组件，尽管通常地址总线直接连接到闪存上。

使用这些驱动程序而不是直接从用户空间与 GPIO 进行通信，将更好地集成内核框架。毫无疑问，仅使用适当的内核驱动程序将简化和加速您的嵌入式编程，特别是在提供现成组件的情况下。

## 传统 GPIO 接口

这提供了有关 Linux 上 GPIO 访问约定的概述。

这些调用使用 gpio\_\* 命名前缀。其他调用不应使用该前缀或相关的 \_\_gpio\_\* 前缀。

### 什么是 GPIO？

“通用输入/输出”（GPIO）是一种灵活的由软件控制的数字信号。它们来自许多种芯片，并为与嵌入式和定制硬件一起工作的 Linux 开发人员所熟悉。每个 GPIO 代表连接到特定引脚或 BGA 包上的特定 pin 或“ball”的比特位。板子原理图显示了哪些外部硬件连接到哪些 GPIO。驱动程序可以编写通用程序，以便板子设置代码将这种 pin 配置数据传递给驱动程序。

系统级芯片 (SOC) 处理器严重依赖 GPIO。在某些情况下，每个非专用引脚都可以配置为 GPIO。大多数芯片至少有几十个这样的引脚。可编程逻辑设备 (如 FPGA) 可轻松提供 GPIO；像电源管理器和音频编解码器这样的多功能芯片通常具有一些这样的引脚，帮助处理 SOCs 上的引脚不足问题；还有通过 I2C 或 SPI 串行总线连接的“GPIO 扩展器”芯片。大多数 PC 南桥芯片拥有几十个 GPIO 可能引脚（只有 BIOS 固件知道它们如何使用）。

GPIO 的确切能力因系统而异。常见选项：

1. 可写输出值（高= 1，低= 0）。某些芯片还具有有关如何驱动该值的选项，因此可能仅驱动一个值来支持其他值的 “或” 电线和类似的方案（特别是，“开漏”信号）
2. 同样，输入值也是可读的（1, 0）。某些芯片支持将配置为“输出”的引脚的读取反馈，这在这种“或”线路的情况下非常有用（以支持双向信号）。GPIO 控制器可以具有输入去抖动/去弹跳逻辑，有时带有软件控件。
3. 输入经常被用作IRQ信号，通常是边沿触发，但有时也是电平触发。这些IRQ可以配置为系统唤醒事件，以从低功耗状态唤醒系统。
4. 通常，GPIO可根据不同产品板的需要配置为输入或输出；也存在单方向的GPIO。
5. 大多数GPIO在持有自旋锁的同时可访问，但通过串行总线访问的GPIO通常无法访问。一些系统同时支持这两种类型。

在给定的板上，每个GPIO都用于一个特定的目的，如监视MMC/SD卡的插入/移除、检测卡的写保护状态、驱动LED、配置收发器、bitbanging串行总线、戳硬件看门狗、感应开关等等。

### GPIO约定

请注意，这称为“约定”，因为你不需要按照这种方式操作，如果你不这样做也不会犯罪。有些情况下，可移植性并不是主要问题；GPIO通常用于特定于板的胶合逻辑，甚至可能在板上的不同修订版之间发生变化，并且不能在不同的连线板上使用。只有最低公共功能可以非常可移植。其他功能是平台特定的，这对于胶合逻辑非常重要。

此外，这并不需要任何实现框架，只需要一个接口。一个平台可能通过简单的内联函数访问芯片寄存器来实现它；另一个平台可能通过抽象来委托实现几种非常不同类型的GPIO控制器。 (本文档后面描述支持这种实现策略的一些可选代码，但作为GPIO接口的客户端的驱动程序不必关心它是如何实现的。)

也就是说，如果约定在其平台上得到支持，驱动程序应尽可能使用它。如果GPIO功能是严格必需的，则平台必须选择GPIOLIB。不能在没有标准GPIO调用的情况下工作的驱动程序应具有依赖于GPIOLIB的Kconfig条目。当驱动程序使用以下包含文件时，GPIO调用可用，作为“真实代码”或优化掉的存根:

#include <linux/gpio.h>

如果你坚持遵循这个约定，那么其他开发人员更容易看出你的代码在做什么，并帮助维护它。

请注意，这些操作包括在需要使用它们的平台上的I/O障碍；驱动程序不需要显式添加它们。

#### 识别GPIO

GPIO由范围为0..MAX\_INT的无符号整数标识。这保留了“负”数字用于其他用途，如将信号标记为“在此板上不可用”或指示故障。不触摸底层硬件的代码将这些整数视为不透明的cookie。

平台定义它们如何使用这些整数，并通常#define符号用于GPIO线，以便特定于板的设置代码直接对应于相关原理图。相比之下，驱动程序应该只使用从该设置代码传递给它们的GPIO编号，并使用platform\_data保存特定于板的引脚配置数据（以及它们需要的其他特定于板的数据）。这可以避免可移植性问题。

例如，一个平台使用32-159个GPIO；而另一个使用0..63个数字，其中一个GPIO控制器使用64-79个数字，另一个特定的板使用80-95个数字与FPGA。这些数字不需要连续；这些平台中的任何一个还可以使用2000-2063个数字，以标识I2C GPIO扩展器银行中的GPIO。

如果你想用一个无效的GPIO编号来初始化一个结构，请使用一些负数（例如“-EINVAL”）；这将永远不会有效。要测试来自这样一个结构的这样一个数字是否可以引用一个GPIO，你可以使用这个谓词:

int gpio\_is\_valid(int number);

那些无效的数字将被调用拒绝或释放GPIO时拒绝或释放（见下文）。其他数字也可能被拒绝；例如，一个数字可能是有效的，但在给定的板上暂时没有使用。

是否支持多个GPIO控制器是一个特定于平台的实现问题，这样的支持是否可以在GPIO数字空间中留下“空洞”，以及是否可以在运行时添加新的控制器。这些问题可能会影响是否相邻的GPIO编号都有效。

#### 使用GPIO

系统应该使用gpio\_request()调用分配一个GPIO的第一件事；请看后面。

使用GPIO的下一件事，通常是在设置平台设备时（使用GPIO时）在板设置代码中标记其方向:

/\* set as input or output, returning 0 or negative errno \*/

int gpio\_direction\_input(unsigned gpio);

int gpio\_direction\_output(unsigned gpio, int value);

返回为成功时为零，否则为负数 errno。应该检查返回，因为get/set调用没有错误返回，并且可能会发生错误配置。通常应该在任务上下文中发出这些调用。然而，对于自旋锁安全的GPIO，可以在启用任务之前使用它们作为早期板卡设置的一部分。

对于输出GPIO，提供的值成为初始输出值。这有助于在系统启动期间避免信号抖动。

为了与GPIO的传统接口兼容，隐式设置GPIO方向请求该GPIO（见下文），如果该GPIO尚未被请求。这种兼容性正在被可选的gpiolib框架移除。

如果GPIO编号无效或无法在该模式下使用特定GPIO，则设置方向可能失败。通常依靠引导固件正确设置方向是一个不好的主意，因为它可能没有经过验证，仅仅是对Linux进行了引导。 （类似地，该板卡设置代码可能需要将该引脚复用为GPIO，并适当地配置上拉/下拉。）

#### 自旋锁安全的GPIO访问

大多数GPIO控制器可以使用内存读/写指令访问。它们不需要睡眠，并且可以安全地从硬件（非线程）IRQ处理程序和类似上下文中执行。

使用以下调用以访问这些GPIO，对于 gpio\_cansleep() 将始终返回false的GPIO（参见下文）:

/\* GPIO INPUT: return zero or nonzero \*/

int gpio\_get\_value(unsigned gpio);

/\* GPIO OUTPUT \*/

void gpio\_set\_value(unsigned gpio, int value);

这些值是布尔值，零表示低电平，非零表示高电平。当读取输出引脚的值时，返回的值应该是看到的值 ... 由于存在开漏信号和输出延迟等问题，这不总是与指定的输出值匹配。

由于“无效GPIO”应该已经从gpio\_direction\_\*()中报告，所以这些get/set调用没有错误返回。但是，请注意，并非所有平台都可以读取输出引脚的值；不能读取值的那些应该总是返回零。此外，对于无法安全访问而需要睡眠的GPIO使用这些调用是错误的。

鼓励平台特定的实现优化两个调用，以访问GPIO值在GPIO编号（以及输出，值）是恒定的情况下。在这种情况下，它们通常只需要几个指令（读取或写入硬件寄存器），并且不需要自旋锁。这些优化的调用可以使比特带应用程序比在子程序调用上花费数十个指令更有效（在空间和时间上）。

#### 可能休眠的GPIO访问

一些GPIO控制器必须使用消息传递总线（如I2C或SPI）访问。读取或写入这些GPIO值的命令需要等待进入队列的队列以传输命令并获取其响应。这需要睡眠，无法从IRQ处理程序内执行。

支持此类型的GPIO的平台通过从该调用返回非零来将它们与其他GPIO区分开（它需要有效的GPIO编号，这应该已经分配给 gpio\_request之前）:

int gpio\_cansleep(unsigned gpio);

为了访问这些GPIO，定义了不同的访问器集:

/\* GPIO INPUT: return zero or nonzero, might sleep \*/

int gpio\_get\_value\_cansleep(unsigned gpio);

/\* GPIO OUTPUT, might sleep \*/

void gpio\_set\_value\_cansleep(unsigned gpio, int value);

访问这些GPIO需要可能休眠的上下文，例如线程中断处理程序，这些访问器必须使用带有cansleep()名称后缀的自旋锁安全访问器。

除了这些访问器可能会休眠，而且将在无法从hardIRQ handler中访问的GPIO上工作以外，这些调用与自旋锁安全调用相同。

要设置和配置此类GPIO，必须从可能休眠的上下文中进行调用，因为它们可能需要访问GPIO控制器芯片（这些设置调用通常是从板卡设置或驱动程序探测/拆卸代码中进行的，因此这是一个简单的限制）:

gpio\_direction\_input()

gpio\_direction\_output()

gpio\_request()

## gpio\_request\_one()

## gpio\_request\_array()

## gpio\_free\_array()

gpio\_free()

gpio\_set\_debounce()

#### 声明和释放GPIO

为了帮助捕捉系统配置错误，定义了两个调用:

/\* request GPIO, returning 0 or negative errno.

\* non-null labels may be useful for diagnostics.

\*/

int gpio\_request(unsigned gpio, const char \*label);

/\* release previously-claimed GPIO \*/

void gpio\_free(unsigned gpio);

将无效的GPIO编号传递给 gpio\_request() 将失败，就像请求已经使用该调用声明的GPIO一样。必须检查 gpio\_request() 的返回。通常应该在任务上下文中发出这些调用。然而，对于自旋锁安全的GPIO，可以在启用任务之前请求GPIO，作为早期板卡设置的一部分。

这些调用有两个基本目的。一是标记实际使用的信号作为GPIO，以便进行更好的诊断。系统可能有几百个潜在的GPIO，但通常在任何给定的板上只使用十几个。另一个目的是捕获冲突，当（a）两个或多个驱动程序错误地认为它们独占该信号，或者（b）有些东西错误地认为安全地移除了管理处于活动使用状态的信号所需的驱动程序时，识别错误。也就是说，请求GPIO可以作为一种锁。

一些平台还可以使用活动的GPIO的知识来进行电源管理，例如通过关闭未使用的芯片区域以及更容易地关闭未使用的时钟。

对于使用已知pinctrl子系统引脚的GPIO，应该通知该子系统它们的使用； gpiolib驱动程序的.request（）操作可以调用pinctrl\_gpio\_request（），gpiolib驱动程序的.free（）操作可以调用pinctrl\_gpio\_free（）。 pinctrl子系统允许pinctrl\_gpio\_request（）同时成功地拥有设备用于引脚复用的引脚或pingroup。

必要的引脚复用硬件编程，将GPIO信号路由到适当的引脚，应该发生在GPIO驱动程序的.direction\_input（）或.direction\_output（）操作内，并在设置输出GPIO的值之后发生。这允许从引脚的特殊功能到GPIO的无故障迁移。在使用非GPIO HW块通常驱动的信号上实现解决方法时，有时需要这样做。一些平台允许将一些或全部GPIO信号路由到不同的引脚。同样，GPIO或引脚的其他方面也可能需要配置，例如上拉/下拉。平台软件应安排在调用gpio\_request（）之前配置任何此类细节，例如使用pinctrl子系统的映射表，以便GPIO用户无需知道这些细节。

还要注意，您有责任在释放GPIO之前停止使用它。

考虑到大多数情况下GPIO实际上是在它们被声明后立即配置的，还定义了三个额外的调用:

/\* request a single GPIO, with initial configuration specified by

\* 'flags', identical to gpio\_request() wrt other arguments and

\* return value

\*/

int gpio\_request\_one(unsigned gpio, unsigned long flags, const char \*label);

/\* request multiple GPIOs in a single call

\*/

int gpio\_request\_array(struct gpio \*array, size\_t num);

/\* release multiple GPIOs in a single call

\*/

void gpio\_free\_array(struct gpio \*array, size\_t num);

当前定义“标志”以指定以下属性的位置：

GPIOF\_DIR\_IN-将方向配置为输入

GPIOF\_DIR\_OUT-将方向配置为输出

GPIOF\_INIT\_LOW-作为输出，将初始电平设置为低

GPIOF\_INIT\_HIGH-作为输出，将初始电平设置为高

GPIOF\_OPEN\_DRAIN-GPIO引脚为开漏类型。

GPIOF\_OPEN\_SOURCE-GPIO引脚为开源类型。

GPIOF\_EXPORT\_DIR\_FIXED-将GPIO导出到sysfs，保留方向

GPIOF\_EXPORT\_DIR\_CHANGEABLE-还要导出，允许更改方向

由于当配置为输出时，GPIOF\_INIT\_\*有效，因此将适当的组合分组为：

GPIOF\_IN-配置为输入

GPIOF\_OUT\_INIT\_LOW-配置为输出，初始电平为低

GPIOF\_OUT\_INIT\_HIGH-配置为输出，初始电平为高

当将标志设置为GPIOF\_OPEN\_DRAIN时，它将假定引脚为开漏类型。这些引脚在输出模式下不会被驱动到1。在这些引脚上需要连接上拉电阻。通过启用此标志，gpio lib会在以输出模式设置值为1时将方向设置为输入，以使引脚为高电平。通过在输出模式中驱动值0将引脚设为低电平。

当将标志设置为GPIOF\_OPEN\_SOURCE时，它将假定引脚为开源类型。这些引脚在输出模式下不会被驱动到0.在这些引脚上需要连接下拉电阻。通过启用此标志，gpio lib会在以输出模式设置值为0时将方向设置为输入，以使引脚LOW。通过在输出模式中驱动值为1使引脚HIGH。

在未来，这些标志可以扩展以支持更多属性。

此外，为了方便声明/释放多个GPIO，引入了“struct gpio”以封装所有三个字段:

struct gpio {

unsigned gpio;

unsigned long flags;

const char \*label;

};

一个典型的用法示例:

static struct gpio leds\_gpios[] = {

{ 32, GPIOF\_OUT\_INIT\_HIGH, "Power LED" }, /\* default to ON \*/

{ 33, GPIOF\_OUT\_INIT\_LOW, "Green LED" }, /\* default to OFF \*/

{ 34, GPIOF\_OUT\_INIT\_LOW, "Red LED" }, /\* default to OFF \*/

{ 35, GPIOF\_OUT\_INIT\_LOW, "Blue LED" }, /\* default to OFF \*/

{ ... },

};

err = gpio\_request\_one(31, GPIOF\_IN, "Reset Button");

if (err)

...

err = gpio\_request\_array(leds\_gpios, ARRAY\_SIZE(leds\_gpios));

if (err)

...

gpio\_free\_array(leds\_gpios, ARRAY\_SIZE(leds\_gpios));

#### GPIO 映射到 IRQ

GPIO 号和 IRQ 号都是无符号整数。它们构成两个逻辑上不同的名称空间（GPIO 0 不必使用 IRQ 0）。您可以使用如下调用来映射它们:

/\* map GPIO numbers to IRQ numbers \*/

int gpio\_to\_irq(unsigned gpio);

/\* map IRQ numbers to GPIO numbers (avoid using this) \*/

int irq\_to\_gpio(unsigned irq);

这些调用返回另一个名称空间中的相应数字，否则返回负的错误码（例如，有些 GPIO 不能用作 IRQ）。使用未经设置为输入的 GPIO 数字（即 gpio\_direction\_input()），或使用未经 gpio\_to\_irq() 原始输出的 IRQ 数字，都是未检查的错误。

gpio\_to\_irq() 返回的非错误值可以传递给 request\_irq() 或 free\_irq()。它们经常被存储到平台设备的 IRQ 资源中，由特定于板子的初始化代码完成。请注意，IRQ 触发选项是 IRQ 接口的一部分，例如 IRQF\_TRIGGER\_FALLING，系统唤醒功能也是。

irq\_to\_gpio() 返回的非错误值通常与 gpio\_get\_value() 一起使用，例如，在 IRQ 边缘触发时初始化或更新驱动程序状态。请注意，某些平台不支持此反向映射，应避免使用它。

#### 模拟开漏信号

有时，共享信号需要使用“开漏”信号传输，仅低电平实际上被驱动。这个术语适用于 CMOS 晶体管；TTL 则使用“开集合器”。上拉电阻引起高电平。这有时被称为“线与”；或者更实际地，从负逻辑（低=true）的角度来看，这是“线或”。

一个常见的开漏信号示例是共享的主动低电平 IRQ 线。此外，双向数据总线信号有时使用开漏信号传输。

一些 GPIO 控制器直接支持开漏输出；许多不支持。当您需要开漏信号传输，但硬件不直接支持它时，您可以使用一种常用的方法来模拟任何既可以用作输入又可以用作输出的 GPIO 引脚：

低：gpio\_direction\_output(gpio, 0) … 这驱动信号并覆盖上拉电阻。

高：gpio\_direction\_input(gpio) … 这关掉输出，所以上拉电阻（或其他设备）控制信号。

如果您“驱动”信号高，但 gpio\_get\_value(gpio) 报告低值（经过适当的上升时间后），则知道某些其他组件将共享信号驱动为低电平。这不一定是错误。作为一个常见的例子，这是 I2C 时钟被拉伸的方式：需要较慢时钟的从设备延迟 SCK 上升沿，I2C 主机调整其信号速率。

#### GPIO 控制器和 pinctrl 子系统

SOC 上的 GPIO 控制器可能与 pinctrl 子系统紧密耦合，因为使用 pin 组件功能的其他函数可以一起使用 pin。我们已经讨论了例如 GPIO 控制器需要通过以下任何调用来保留引脚或设置引脚方向的情况:

pinctrl\_gpio\_request()

pinctrl\_gpio\_free()

pinctrl\_gpio\_direction\_input()

pinctrl\_gpio\_direction\_output()

但是，引脚控制子系统如何将 GPIO 数字（这是全局业务）与特定 pin 控制器上的某个引脚相互关联？

这是通过注册“范围”来实现的，它们本质上是交叉参考表。这些在 PINCTRL（PIN CONTROL）子系统中有描述。

虽然引脚分配完全由 pinctrl 子系统管理，但 gpio（在 gpiolib 下）仍由 gpio 驱动程序维护。在 SOC 中，可能有不同的引脚范围由不同的 gpio 驱动程序管理。

将每个引脚范围公告给引脚控制子系统后，才会调用 ‘pinctrl\_gpio\_request’ 来请求 pinctrl 子系统在任何 gpio 使用之前准备相应的引脚。对此，GPIO 控制器可以向 pinctrl 子系统注册其 pin 范围。目前有两种方法可以实现这一点：具有 DT 或无 DT 的支持。

有关具有 DT 支持的信息，请参阅 Documentation/devicetree/bindings/gpio/gpio.txt。

对于无 DT 支持，用户可以调用 gpiochip\_add\_pin\_range() 并传递适当的参数，以在 pinctrl 驱动程序中注册一个 gpio 引脚范围。对于这个确切的名字字符串，pinctrl 设备必须作为该例程的参数之一传递过去。

### 这些约定忽略了什么？

这些约定中最大的问题之一是引脚复用，因为这是高度特定于芯片并且不可移植的。一个平台可能不需要显式的复用；另一个可能只有两个选项来使用任何给定的引脚。另一个可能每个引脚有八个选项；另一个可能能够将给定的 GPIO 路由到多个引脚中的任何一个。 （是的，这些示例都来自今天运行 Linux 的系统。）

与复用相关的是一些平台上集成的上拉或下拉的配置和启用。并非所有平台都支持它们，或以相同方式支持它们；任何给定的板可能使用外部上拉（或下拉），因此不能使用芯片上的上拉或下拉。（当电路需要5千欧姆时，芯片上的100千欧姆电阻器无法完成。）同样，驱动强度（2毫安比和20毫安比）和电压（1.8V和3.3V）是平台特定的问题，像（不）具有可配置引脚和GPIO之间的一对一对应关系等模型也是如此。

其他的系统特定机制不在这里说明，例如上述输入去抖动和写入OR输出的选项。硬件可能支持以组的形式读取或写入GPIO，但通常与配置相关联：对于共享同一银行的GPIO。 （GPIO通常以16个或32个的银行分组，具有几个这样的银行的特定SOC。）某些系统可以从输出GPIO触发IRQ，或从未管理为GPIO的引脚读取值。依赖此类机制的代码必然是不可移植的。

动态定义GPIO目前不是标准的；例如，通过配置带有一些GPIO扩展器的附加板来实现。

### GPIO实现者的框架（可选）

如前所述，有一个可选的实现框架，使得平台能够使用相同的编程接口支持不同类型的GPIO控制器。该框架称为“gpiolib”。

作为调试辅助工具，如果可用debugfs，则可以在那里找到/sys/kernel/debug/gpio文件。那将列出通过此框架注册的所有控制器，以及当前使用的GPIO的状态。

#### 控制器驱动程序：gpio\_chip

在该框架中，每个GPIO控制器都打包为一个“struct gpio\_chip”，其中包含该类型的每个控制器的常见信息：

建立GPIO方向的方法

用于访问GPIO值的方法

标志说是否可以让其方法睡眠

可选的debugfs转储方法（显示额外状态，如上拉配置）

诊断标签

还有每个实例数据，可能来自device.platform\_data：其第一个GPIO的编号以及它公开的GPIO数量。

实现gpio\_chip的代码应支持控制器的多个实例，可能使用驱动程序模型。该代码将配置每个gpio\_chip并发出gpiochip\_add（）。删除GPIO控制器应该很少见；不可避免地使用gpiochip\_remove（）。

通常，gpio\_chip是实例特定结构的一部分，其状态不会通过GPIO接口公开，例如寻址、电源管理等等。像编解码器这样的芯片将具有复杂的非GPIO状态。

任何debugfs转储方法通常应忽略未被请求为GPIO的信号。它们可以使用gpiochip\_is\_requested（），它会在GPIO请求时返回NULL或与该GPIO相关联的标签。

#### 平台支持

为了强制启用此框架，平台的Kconfig将“选择”GPIOLIB，否则用户要自己配置GPIO的支持。

它还可以提供自定义值ARCH\_NR\_GPIO，以使其更好地反映该平台上实际使用的GPIO数量，而不浪费静态表空间。 （它应将内置/SoC GPIO和也反映在GPIO扩展器上。

如果没有选择这些选项，则平台不支持通过GPIO-lib进行GPIO，代码无法由用户启用。

这些函数的微不足道的实现可以直接使用框架代码，该代码始终通过gpio\_chip分派:

#define gpio\_get\_value \_\_gpio\_get\_value

#define gpio\_set\_value \_\_gpio\_set\_value

#define gpio\_cansleep \_\_gpio\_cansleep

更华丽的实现可以将这些定义为内联函数，以具有优化访问特定基于SOC的GPIO的逻辑。例如，如果引用的GPIO是常量“12”，则获取或设置其值的成本可能只有两到三个指令，永远不会睡眠。当这种优化不可能时，这些调用必须委托给框架代码，成本至少为几十个指令。对于位倒腾I / O，这样的指令节省可能非常显着。

对于SOC，平台特定的代码为每个芯片上GPIO的银行定义并注册gpio\_chip实例。这些GPIO应该按照芯片供应商的文档进行编号/标记，并直接匹配板子的原理图。它们可能从零开始，直到特定于平台的限制。这些GPIO通常被集成到平台初始化中，以使它们始终可用，从arch\_initcall（）或更早版本开始；它们经常充当IRQ。

#### Board 支持

对于外部 GPIO 控制器——例如 I2C 或 SPI 扩展器、ASIC、多功能设备、FPGA 或 CPLD——最常见的是特定于电路板的代码处理注册控制器设备，并确保它们的驱动程序知道要使用 gpiochip\_add() 的 GPIO 编号。它们的编号通常紧接在特定于平台的 GPIO 之后。

例如，板子设置代码可以创建结构体，确定芯片将公开的GPIO范围，并使用platform\_data将它们传递给每个GPIO扩展芯片。然后，芯片驱动程序的probe（）函数可以将那些数据传递给gpiochip\_add（）。

初始化顺序可能很重要。例如，当设备依赖于基于I2C的GPIO时，它的probe（）例程应该在那个GPIO可用后才调用。这可能意味着在那个GPIO可以工作之前不应该注册该设备。解决这种依赖关系的一种方法是，让这些gpio\_chip控制器提供设置（setup（））和卸载（teardown（））回调给板子特定的代码。这些板子特定的回调将在所有必要的资源可用时注册设备，并在GPIO控制器设备不可用时稍后删除它们。

### 用户空间的Sysfs接口（可选）

使用“gpiolib”实现者框架的平台可以选择配置sysfs用户界面以控制GPIO。这与debugfs接口不同，因为它提供了对GPIO方向和值的控制，而不仅仅是显示gpio状态摘要。此外，它可以在生产系统中存在而不需要调试支持。

根据系统的适当硬件文档，用户空间可以知道例如GPIO＃23控制用于保护闪存存储器中的引导加载程序段的写保护线路。系统升级程序可能需要临时删除该保护，首先导入GPIO，然后更改其输出状态，然后更新代码，然后重新启用写保护。在正常使用中，GPIO＃23将永远不会被触及，内核也不需要知道它。

再次取决于适当的硬件文档，在一些系统上，用户空间GPIO可以用于确定标准内核不知道的系统配置数据。并且对于某些任务，简单的用户空间GPIO驱动程序可能是系统实际所需的全部。

请注意，常见的“LED和按钮” GPIO任务有标准内核驱动程序：“leds-gpio”和“gpio\_keys”。使用它们而不是直接与GPIO通信；它们与内核框架集成得比您的用户空间代码好。

#### Sysfs中的路径

在/sys/class/gpio中有三种条目：

1. 控制接口：用于让用户空间控制GPIO
2. GPIO本身
3. GPIO控制器（“gpio\_chip”实例）

这些是“device”符号链接等标准文件的补充

控制接口是只写的:

/sys/class/gpio/

export”…用户空间可以通过将其数字写入此文件来请求内核将GPIO的控制权导出到用户空间。

示例：“echo 19> export”将为GPIO＃19创建一个“gpio19”节点，如果内核代码没有请求该节点。

“unexport”…撤销将GPIO导出到用户空间的效果。

示例：“echo 19> unexport”将删除使用“export”文件导出的“gpio19”节点。

GPIO信号的路径如/sys/class/gpio/gpio42/（对于GPIO＃42），并具有以下读/写属性:

/sys/class/gpio/gpioN/

“方向”…读取为“in”或“out”。通常可以写此值。将“out”写入会将该值初始化为低值。为确保无故障操作，值“低”和“高”可以写入以配置GPIO作为具有该初始值的输出。

请注意，如果内核不支持更改GPIO的方向，或者它是由内核代码导出的，没有明确允许用户空间重新配置该GPIO的方向，则不会存在此属性。

“值”…读取为0（低）或1（高）。如果将GPIO配置为输出，则可以写入此值；任何非零值都将被视为高电平。

如果可以将引脚配置为产生中断，则可以在该文件上进行poll（2），并且只要触发中断，poll（2）就会返回。如果使用poll（2），请将事件设置为POLLPRI。如果使用select（2），请将文件描述符设置为exceptfds。在poll（2）返回后，要么将lseek（2）指向sysfs文件的开头并读取新值，要么关闭该文件并重新打开它以读取该值。

“edge”…读取为“none”、“rising”、“falling”或“both”。将这些字符串写入以选择将在“value”文件上进行poll（2）返回的信号边缘。

该文件仅存在如果可以将引脚配置为产生中断输入引脚。

“active\_low”…读取为0（false）或1（true）。写入任何非零值以反转读取和写入的值属性。现有和随后的poll（2）支持配置通过“rising”和“falling”边缘的edge属性将遵循此设置。

GPIO控制器的路径如/sys/class/gpio/gpiochip42/（对于实现从＃42开始的GPIO的控制器），并具有以下只读属性:

/sys/class/gpio/gpiochipN/

“base”...与N相同，由该芯片管理的第一个GPIO

“label”...用于诊断（不总是唯一的）

“ngpio”...这个由该芯片管理的GPIO数量（从N到N + ngpio-1）

在大多数情况下，板子文档应该涵盖哪些GPIO用于什么目的。但是，这些编号并不总是稳定的；插在子卡上的GPIO可能会因使用的基板或堆叠中的其他卡而有所不同。在这种情况下，您可能需要使用gpiochip节点（可能结合框图）来确定要用于给定信号的正确GPIO编号。

#### 从内核代码导出

内核代码可以明确管理已经使用gpio\_request()请求的GPIO的导出:

/\* export the GPIO to userspace \*/

int gpio\_export(unsigned gpio, bool direction\_may\_change);

/\* reverse gpio\_export() \*/

void gpio\_unexport();

/\* create a sysfs link to an exported GPIO node \*/

int gpio\_export\_link(struct device \*dev, const char \*name, unsigned gpio)

内核驱动程序请求GPIO后，只能通过gpio\_export()将其在sysfs接口中提供。驱动程序可以控制信号方向是否可以更改。这有助于驱动程序防止用户空间代码无意中破坏重要系统状态。

这种显式的导出可以帮助调试（通过使某些类型的实验变得更容易），或者可以提供一个适合作为板支持包的一部分文档的始终可用的接口。

GPIO已经被导出后，gpio\_export\_link()允许从sysfs中的其他位置创建符号链接到GPIO sysfs节点。驱动程序可以使用这个来在sysfs中的自己的设备下提供具有描述性名称的接口。

### API参考

本节中列出的函数已弃用。应在新代码中使用基于GPIO描述符的API。

#### int gpio\_request\_one(unsigned gpio, unsigned long flags, const char \*label)

请求单个GPIO并进行初始配置

**参数**

unsigned gpio

GPIO编号

unsigned long flags

GPIO配置，由GPIOF\_\*指定

const char \*label

此GPIO的文字说明字符串

#### int gpio\_request\_array(const struct gpio \*array, size\_t num)

在单个调用中请求多个GPIO

**参数**

const struct gpio \*array

“struct gpio”的数组

size\_t num

数组中有多少个GPIO

#### void gpio\_free\_array(const struct gpio \*array, size\_t num)

在单个调用中释放多个GPIO

**参数**

const struct gpio \*array

“struct gpio”的数组

size\_t num

数组中有多少个GPIO

## 核心

### struct gpio\_irq\_chip

#### GPIO中断控制器定义

struct gpio\_irq\_chip {

struct irq\_chip \*chip;

struct irq\_domain \*domain;

const struct irq\_domain\_ops \*domain\_ops;

irq\_flow\_handler\_t handler;

unsigned int default\_type;

struct lock\_class\_key \*lock\_key;

struct lock\_class\_key \*request\_key;

irq\_flow\_handler\_t parent\_handler;

void \*parent\_handler\_data;

unsigned int num\_parents;

unsigned int parent\_irq;

unsigned int \*parents;

unsigned int \*map;

bool threaded;

bool need\_valid\_mask;

unsigned long \*valid\_mask;

unsigned int first;

};

#### 成员

chip

GPIO IRQ芯片实现，由GPIO驱动程序提供

domain

中断转换域；负责在GPIO hwirq数字和Linux IRQ数字之间进行映射

domain\_ops

为此IRQ芯片提供的中断域操作表

handler

要使用的IRQ处理程序（通常是预定义的IRQ内核函数），由GPIO驱动程序提供

default\_type

在GPIO驱动程序初始化期间应用的默认IRQ触发类型，由GPIO驱动程序提供

lock\_key

每个GPIO IRQ芯片lockdep类。

parent\_handler

GPIO芯片的父中断的中断处理程序，如果父中断是嵌套而不是级联，则可以为空。

parent\_handler\_data

与父中断的处理程序相关联并传递给它的数据。

num\_parents

GPIO芯片的中断父级的数量。

parent\_irq

供gpiochip\_set\_cascaded\_irqchip()使用

parents

一个GPIO芯片的中断父级列表。它归驱动程序所有，因此核心仅引用此列表，而不修改它

map

每个GPIO芯片的每一行的中断父级的列表

threaded

如果设置了中断处理，则返回True使用嵌套线程

need\_valid\_mask

如果设置，core将使用完全设置为1的valid\_mask进行分配

valid\_mask

如果不为NULL，则保持可包含在芯片的IRQ域中的GPIO的位掩码

first

对于静态IRQ分配是必需的。如果设置，irq\_domain\_add\_simple()将在初始化期间分配和映射所有IRQ

### struct gpio\_chip

抽象一个GPIO控制器

#### 定义

struct gpio\_chip {

const char \*label;

struct gpio\_device \*gpiodev;

struct device \*parent;

struct module \*owner;

int (\*request)(struct gpio\_chip \*chip, unsigned offset);

void (\*free)(struct gpio\_chip \*chip, unsigned offset);

int (\*get\_direction)(struct gpio\_chip \*chip, unsigned offset);

int (\*direction\_input)(struct gpio\_chip \*chip, unsigned offset);

int (\*direction\_output)(struct gpio\_chip \*chip, unsigned offset, int value);

int (\*get)(struct gpio\_chip \*chip, unsigned offset);

int (\*get\_multiple)(struct gpio\_chip \*chip,unsigned long \*mask, unsigned long \*bits);

void (\*set)(struct gpio\_chip \*chip, unsigned offset, int value);

void (\*set\_multiple)(struct gpio\_chip \*chip,unsigned long \*mask, unsigned long \*bits);

int (\*set\_config)(struct gpio\_chip \*chip,unsigned offset, unsigned long config);

int (\*to\_irq)(struct gpio\_chip \*chip, unsigned offset);

void (\*dbg\_show)(struct seq\_file \*s, struct gpio\_chip \*chip);

int base;

u16 ngpio;

const char \*const \*names;

bool can\_sleep;

#if IS\_ENABLED(CONFIG\_GPIO\_GENERIC);

unsigned long (\*read\_reg)(void \_\_iomem \*reg);

void (\*write\_reg)(void \_\_iomem \*reg, unsigned long data);

bool be\_bits;

void \_\_iomem \*reg\_dat;

void \_\_iomem \*reg\_set;

void \_\_iomem \*reg\_clr;

void \_\_iomem \*reg\_dir;

bool bgpio\_dir\_inverted;

int bgpio\_bits;

spinlock\_t bgpio\_lock;

unsigned long bgpio\_data;

unsigned long bgpio\_dir;

#endif;

#ifdef CONFIG\_GPIOLIB\_IRQCHIP;

struct gpio\_irq\_chip irq;

#endif;

bool need\_valid\_mask;

unsigned long \*valid\_mask;

#if defined(CONFIG\_OF\_GPIO);

struct device\_node \*of\_node;

unsigned int of\_gpio\_n\_cells;

int (\*of\_xlate)(struct gpio\_chip \*gc, const struct of\_phandle\_args \*gpiospec, u32 \*flags);

#endif;

};

#### 成员

label

GPIO 设备的功能名称，例如零件号或实现它的 SoC IP-block 的名称。

gpiodev

内部状态持有者，不透明结构

parent

可选的提供 GPIO 的上级设备

owner

有助于防止导出活动 GPIO 的模块被移除。

request

可选的钩子用于芯片特定的激活，例如启用模块电源和时钟；可能会睡眠。

free

可选的钩子用于芯片特定的停用，例如禁用模块电源和时钟；可能会睡眠。

get\_direction

返回信号“偏移”的方向，0=输出，1=输入（与 GPIOF\_DIR\_XXX 相同），或负错误。

direction\_input

将信号“偏移”配置为输入，或返回错误。

direction\_output

将信号“偏移”配置为输出，或返回错误。

get

返回信号“偏移”的值，0=低，1=高，或负错误。

get\_multiple

读取由“mask”定义的多个信号的值并将它们存储在“bits”中，在成功时返回0或负错误。

set

为信号“偏移”分配输出值

set\_multiple

为由“mask”定义的多个信号分配输出值

set\_config

所有类型的设置的可选钩子。使用与通用 pinconf 相同的打包配置格式。

to\_irq

支持非静态 gpio\_to\_irq() 映射的可选钩子；实现可能睡眠。

dbg\_show

可选的调试文件系统中显示内容的例程；当省略时将使用默认代码，但自定义代码可以显示额外状态（例如上拉/下拉配置）。

base

标识此芯片处理的第一个 GPIO 编号；或者，在注册期间为负时，请求动态 ID 分配。已弃用：提供任何非负值并钉住 GPIO 芯片的基本偏移量已被弃用。请将 -1 传递为基准，以便 gpiolib 在所有可能的情况下选择芯片基准。我们希望长远来说摆脱静态 GPIO 编号空间。

ngpio

此控制器处理的 GPIO 数量；最后一个受理的 GPIO 是（base + ngpio - 1）。

names

如果设置，必须是字符串数组，用作此芯片中 GPIO 的替代名称。数组中的任何条目都可以为空，如果 GPIO 没有别名，则数组必须具有 ngpio 个条目。名称可以包括一个无符号整数的单个 printk 格式说明符。它由 gpio 的实际编号替换。

can\_sleep

当通过 I2C 或 SPI 访问 GPIO 扩展器芯片时，必须设置 flag，以便 get()/set()方法睡眠。这意味着，如果芯片支持 IRQ，这些 IRQ 需要线程化，因为当读取 IRQ 状态寄存器时，芯片访问可能会睡眠。

read\_reg

通用 GPIO 的 reader 函数

write\_reg

通用 GPIO 的 writer 函数

be\_bits

如果通用 GPIO 具有大端位顺序（位 31 表示线 0，位 30 表示线 1 ... 位 0 表示线 31），则通过通用 GPIO 核心将其设置为 true。它仅用于内部事务处理。

reg\_dat

通用 GPIO 的数据（输入）寄存器

reg\_set

通用 GPIO 的输出设置寄存器（out=高）

reg\_clr

通用 GPIO 的输出清除寄存器（out=低）

reg\_dir

通用 GPIO 的方向设置寄存器

bgpio\_dir\_inverted

指示方向寄存器是否反转（gpiolib 私有状态变量）。

bgpio\_bits

用于通用 GPIO 的注册位数，即 <寄存器宽度> \* 8

bgpio\_lock

用于锁定 chip->bgpio\_data。此外，这需要将影子和实际数据寄存器写在一起。

bgpio\_data

通用GPIO的影子数据寄存器，以安全地清除/设置位。

bgpio\_dir

通用GPIO的影子方向寄存器，以安全地清除/设置方向。

irq

将中断芯片功能与 GPIO 芯片集成。可用于处理大多数实际情况的 IRQ。

need\_valid\_mask

如果 core 分配了所有位设置为 1 的 valid\_mask。

valid\_mask

如果不为 NULL，则持有可从芯片使用的 GPIO 的位掩码。

of\_node

指向表示此 GPIO 控制器的设备树节点的指针。

of\_gpio\_n\_cells

用于构成GPIO specifier的单元格数。

of\_xlate

将设备树GPIO specifier翻译成芯片相关的GPIO编号和标志的回调函数

#### 说明

gpio\_chip可以帮助平台将各种GPIO源抽象化，以便它们可以通过一个通用的编程接口进行访问。示例源包括SOC控制器、FPGA、多功能芯片、专用GPIO扩展器等等。

每个芯片控制一些信号，在方法调用中由范围0..(ngpio-1)中的"offset"值标识。当这些信号通过调用gpio\_get\_value(gpio)进行引用时，通过从gpio编号中减去基数来计算偏移量。

### gpiochip\_add\_data

gpiochip\_add\_data (chip, data)

注册 gpio\_chip

#### 参数

chip

待注册的芯片，已初始化chip->base。

data

与该芯片相关联的驱动程序专用数据

#### 上下文

潜在地在irqs之前工作

#### 说明

当在引导期间非常早期调用gpiochip\_add\_data()使得GPIO可以自由使用时，必须在gpio框架的arch\_initcall()之前注册gc->parent设备。否则，GPIO的sysfs初始化将会失效。

gpiochip\_add\_data()只能在gpiolib初始化后才能调用，即在core\_initcall()之后。

如果gc->base是负数，则请求动态分配一系列有效的GPIO。

#### 返回

如果无法注册芯片，则返回负的errno，例如因为gc->base无效或已与不同的芯片关联。否则它将返回成功代码零。

### struct gpio\_pin\_range

由GPIO芯片控制的引脚范围

#### 定义

struct gpio\_pin\_range {

struct list\_head node;

struct pinctrl\_dev \*pctldev;

struct pinctrl\_gpio\_range range;

};

#### 成员

node

用于维护一组引脚范围的列表，仅在内部使用

pctldev

处理相应引脚的pinctrl设备

range

由GPIO控制器控制的实际引脚范围

### struct gpio\_desc \*gpio\_to\_desc(unsigned gpio)

将GPIO编号转换为其描述符

#### 参数

unsigned gpio

全局GPIO编号

#### 返回

与给定GPIO相关联的GPIO描述符；如果没有系统中具有给定编号的GPIO，则返回NULL。

### int desc\_to\_gpio(const struct gpio\_desc \*desc)

将GPIO描述符转换为整数命名空间

#### 参数

const struct gpio\_desc \*desc

GPIO描述符

#### 说明

未来应该会消失，但由于我们仍然为错误消息和sysfs节点使用GPIO编号，因此仍然需要它。

#### 返回

由其描述符指定的GPIO的全局编号。

### struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*gpiod\_to\_chip(const struct gpio\_desc \*desc)

返回GPIO描述符所属的GPIO芯片

#### 参数

const struct gpio\_desc \*desc

返回芯片的描述符

### int gpiod\_get\_direction(struct gpio\_desc \*desc)

返回GPIO的当前方向

#### 参数

struct gpio\_desc \*desc

GPIO获取方向

#### 说明

返回输出的0，输入的1，或者在出现错误的情况下返回错误代码。

如果gpiod\_cansleep()为真，则此函数可能会休眠。

### void \*gpiochip\_get\_data(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip)

获取芯片的每个子驱动程序数据

#### 参数

struct gpio\_chip \*gc

GPIO 芯片

#### 返回

芯片的每个子驱动程序数据

### void gpiochip\_remove(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip)

注销gpio\_chip

#### 参数

struct gpio\_chip \*gc

要注销的芯片

#### 说明

仍然请求任何GPIO的gpio\_chip可能无法移除

### int devm\_gpiochip\_add\_data(struct [device](https://www.kernel.org/doc/html/v4.19/driver-api/infrastructure.html" \l "c.device" \o "device) \* dev, struct [gpio\_chip](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \* chip, void \* data)

资源管理器 [gpiochip\_add\_data()](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/index.html" \l "c.gpiochip_add_data" \o "gpiochip_add_data)

#### 参数

struct device \* dev

irq\_chip所属的设备指针。

struct gpio\_chip \*chip

待注册的芯片，已初始化chip->base。

void \*data

与该芯片相关联的驱动程序专用数据。

#### 上下文

潜在地在irqs之前工作

#### 说明

当设备未绑定时，gpio芯片会自动释放。

#### 返回

如果无法注册芯片，则返回负的errno，例如因为chip->base无效或已与不同的芯片关联。否则它将返回成功代码零。

### void devm\_gpiochip\_remove(struct [device](https://www.kernel.org/doc/html/v4.19/driver-api/infrastructure.html" \l "c.device" \o "device) \* dev, struct [gpio\_chip](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \* chip)

[gpiochip\_remove()](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/index.html" \l "c.gpiochip_remove" \o "gpiochip_remove)的资源管理器

#### 参数

struct device \* dev

为其分配资源的设备。

struct gpio\_chip \*chip

要删除的芯片

#### 说明

仍然请求任何GPIO的gpio\_chip可能无法移除。

### struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*gpiochip\_find(void \*data, int (\*match)(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, void \*data))

iterator for locating a specific gpio\_chip

#### 参数

void \*data

传递给匹配函数的数据

int (\*match)(struct gpio\_chip \*chip, void \*data)

检查gpio\_chip的回调函数

#### 说明

类似于bus\_find\_device。它返回用户提供的匹配回调确定的gpio\_chip的引用。如果回调返回0，则设备不匹配，如果回调返回非零，则此函数将返回给调用者，并且不会遍历更多的gpio\_chip。

### void gpiochip\_set\_chained\_irqchip(struct [gpio\_chip](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \* gpiochip, struct [irq\_chip](https://www.kernel.org/doc/html/v4.19/core-api/genericirq.html" \l "c.irq_chip" \o "irq_chip) \* irqchip, unsigned int parent\_irq, irq\_flow\_handler\_t parent\_handler)

将链接的irqchip连接到gpiochip

#### 参数

struct gpio\_chip \*gpiochip

要设置irqchip链的gpiochip

struct irq\_chip \* irqchip

连接到gpiochip的中断芯片

unsigned int parent\_irq

相应于级联irqchip的父级IRQ的中断号

irq\_flow\_handler\_t parent\_handler

来自gpiochip的累积IRQ的父中断处理程序。如果中断是嵌套的而不是级联的，则在此处理程序参数中传递NULL

### void gpiochip\_set\_nested\_irqchip(struct [gpio\_chip](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \* gpiochip, struct [irq\_chip](https://www.kernel.org/doc/html/v4.19/core-api/genericirq.html" \l "c.irq_chip" \o "irq_chip) \* irqchip, unsigned int parent\_irq)

将嵌套irqchip连接到gpiochip

#### 参数

struct gpio\_chip \* gpiochip

要将irqchip嵌套处理程序设置为的gpiochip

struct irq\_chip \* irqchip

要嵌套到gpiochip的irqchip

unsigned int parent\_irq

相应于此嵌套irqchip的父级IRQ的中断号

### int gpiochip\_irq\_map(struct irq\_domain \*d, unsigned int irq, irq\_hw\_number\_t hwirq)

将IRQ映射到GPIO irqchip

#### 参数

struct irq\_domain \*d

此irqchip使用的irqdomain

unsigned int irq

该GPIO irqchip IRQ使用的全局irq号

irq\_hw\_number\_t hwirq

本gpiochip上的本地IRQ / GPIO行偏移量

#### 说明

此函数将通过将gpiochip分配为芯片数据并使用存储在gpiochip内部的irqchip来设置gpiochip上某个IRQ线的映射。

### int gpiochip\_irqchip\_add\_key(struct [gpio\_chip](https://www.kernel.org/doc/html/v4.19/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \* gpiochip, struct [irq\_chip](https://www.kernel.org/doc/html/v4.19/core-api/genericirq.html" \l "c.irq_chip" \o "irq_chip) \* irqchip, unsigned int first\_irq, irq\_flow\_handler\_t handler, unsigned int type, bool threaded, struct lock\_class\_key \* lock\_key, struct lock\_class\_key \* request\_key)

将irqchip添加到gpiochip

#### 参数

struct gpio\_chip \* gpiochip

要向其添加irqchip的gpiochip

struct irq\_chip \* irqchip

要添加到gpiochip的irqchip

unsigned int first\_irq

如果未动态分配，则分配gpiochip irqs的基础（第一个）IRQ

irq\_flow\_handler\_t handler

要使用的irq处理程序（通常是预定义的irq核心函数）

unsigned int type

用于此irqchip上的IRQ的默认类型，传递IRQ\_TYPE\_NONE以使核心避免在硬件中设置任何默认类型。

bool threaded

此irqchip是否使用嵌套线程处理程序

struct lock\_class\_key \* lock\_key

IRQ锁的lockdep类

struct lock\_class\_key \* request\_key

IRQ请求的lockdep类

#### 说明

此函数将某个irqchip密切关联到某个gpiochip，提供irq域以将本地IRQ转换为gpiolib核心中的全局IRQ，并确保将gpiochip传递为与所有相关函数相关的芯片数据。驱动程序回调需要使用gpiochip\_get\_data（）从传递为芯片数据的gpiochip中获取其本地状态容器。 gpiochip中将存储一个irqdomain，该irqdomain将由驱动程序用于处理IRQ编号转换。在调用此函数之前，需要初始化和注册gpiochip。

此函数将处理两个单元格：简单IRQs，并假定gpiochip上的所有引脚都可以生成唯一的IRQ。其他一切需要进行开放编码。

### int gpiochip\_generic\_request(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, unsigned int offset)

请求引脚的gpio功能

#### 参数

struct gpio\_chip \*chip

拥有GPIO的gpiochip

unsigned int offset

要请求GPIO功能的GPIO的偏移量

### void gpiochip\_generic\_free(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, unsigned int offset)

从引脚释放gpio功能

#### 参数

struct gpio\_chip \*chip

要请求的gpio功能的gpiochip

unsigned int offset

要从GPIO功能中释放的GPIO的偏移量

### int gpiochip\_generic\_config(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, unsigned int offset, unsigned long config)

应用引脚的配置

#### 参数

struct gpio\_chip \*chip

拥有GPIO的gpiochip

unsigned int offset

要应用配置的GPIO的偏移量

unsigned long config

要应用的配置

### int gpiochip\_add\_pingroup\_range(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, struct pinctrl\_dev \*pctldev, unsigned int gpio\_offset, const char \*pin\_group)

为GPIO <->引脚映射添加范围

#### 参数

struct gpio\_chip \*chip

要添加范围的gpiochip

struct pinctrl\_dev \*pctldev

要映射到的引脚控制器

unsigned int gpio\_offset

在当前gpio\_chip编号空间中的起始偏移量

const char \*pin\_group

引脚控制器内部针脚组的名称

#### 说明

从支持设备树的pinctrl驱动程序直接调用此函数是不推荐的。请参阅Documentation / devicetree / bindings / gpio / gpio.txt第2.1节，了解如何通过“ gpio-ranges”属性将pinctrl和gpio驱动程序绑定。

### int gpiochip\_add\_pin\_range(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, const char \*pinctl\_name, unsigned int gpio\_offset, unsigned int pin\_offset, unsigned int npins)

为GPIO <->引脚映射添加范围

#### 参数

struct gpio\_chip \*chip

要添加范围的gpiochip

const char \*pinctl\_name

要映射到的引脚控制器的dev\_name（）

unsigned int gpio\_offset

在当前gpio\_chip编号空间中的起始偏移量

unsigned int pin\_offset

引脚控制器编号空间中的起始偏移量

unsigned int npins

每个引脚空间偏移量（GPIO和引脚控制器）的引脚数目累积到该范围中

#### 返回

成功时返回0，失败时返回负错误代码。

直接从支持设备树的pinctrl驱动程序调用此函数是不推荐的。请参见Documentation/devicetree/bindings/gpio/gpio.txt的第2.1节，了解如何通过“gpio-ranges”属性绑定pinctrl和gpio驱动程序。

### void gpiochip\_remove\_pin\_ranges(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip)

删除所有GPIO<->引脚映射。

#### 参数

struct gpio\_chip \*chip

要删除所有映射的芯片

### const char \*gpiochip\_is\_requested(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, unsigned int offset)

仅返回字符串，如果信号已被请求

#### 参数

struct gpio\_chip \*chip

控制信号的控制器

unsigned int offset

控制器中信号的范围为0..（ngpio - 1）

#### 说明

如果GPIO当前未被请求，则返回NULL，否则返回一个字符串。返回的字符串是传递给gpio\_request（）的标签；如果没有传递标签，则它是一个无意义的非空常量。

此函数供GPIO控制器驱动程序使用。标签可以帮助诊断，并且知道信号被用作GPIO可以帮助避免意外地将其多路复用到另一个控制器。

### struct gpio\_desc \*gpiochip\_request\_own\_desc(struct [gpio\_chip](https://www.kernel.org/doc/html/latest/driver-api/gpio/index.html" \l "c.gpio_chip" \o "gpio_chip) \*chip, u16 hwnum, const char \*label)

允许GPIO芯片请求其自己的说明符

#### 参数

struct gpio\_chip \*chip

GPIO芯片

unsigned int hwnum

要请求说明符的GPIO的硬件编号

const char \*label

GPIO的标签

#### 说明

函数允许GPIO芯片驱动程序通过gpiolib API请求和使用其自己的GPIO说明符。与gpiod\_request（）的区别在于，此函数不会增加GPIO芯片模块的引用计数。这使得可以根据需要卸载GPIO芯片模块（我们假设GPIO芯片驱动程序处理了其已请求的GPIO的释放）。

#### 返回

指向GPIO说明符的指针，或者编码为ERR\_PTR（）的负错误代码。

### void gpiochip\_free\_own\_desc(struct gpio\_desc \*desc)

释放芯片驱动程序请求的GPIO

#### 参数

struct gpio\_desc \*desc

要释放的GPIO说明符

#### 说明

函数释放先前使用gpiochip\_request\_own\_desc（）请求的给定GPIO。

### int gpiod\_direction\_input(struct gpio\_desc \*desc)

释放芯片驱动程序请求的GPIO

#### 参数

struct gpio\_desc \*desc

要释放的GPIO说明符

#### 说明

函数释放先前使用gpiochip\_request\_own\_desc（）请求的给定GPIO。

### int gpiod\_direction\_output\_raw(struct gpio\_desc \*desc, int value)

将GPIO方向设置为输出

#### 参数

struct gpio\_desc \*desc

要设置为输出的GPIO

int value

GPIO的初始输出值

#### 说明

将传递的GPIO方向设置为输出，例如可以安全地在其上调用gpiod\_set\_value（）。必须指定输出的初始值作为物理线上的原始值，而不考虑ACTIVE\_LOW状态。

返回0表示成功，否则表示错误代码。

### int gpiod\_direction\_output(struct gpio\_desc \*desc, int value)

将GPIO方向设置为输出

#### 参数

struct gpio\_desc \*desc

要设置为输出的GPIO

int value

GPIO的初始输出值

#### 说明

将传递的GPIO方向设置为输出，例如可以安全地在其上调用gpiod\_set\_value（）。必须将输出的初始值指定为GPIO的逻辑值，即考虑其ACTIVE\_LOW状态。

返回0表示成功，否则表示错误代码。

### int gpiod\_set\_debounce(struct gpio\_desc \*desc, unsigned int debounce)

设置GPIO的抖动时间

#### 参数

struct gpio\_desc \*desc

要设置抖动时间的GPIO的说明符

unsigned int debounce

微秒的抖动时间

#### 返回

在成功时返回0，在控制器不支持设置抖动时间时返回-ENOTSUPP。

### int gpiod\_set\_transitory(struct gpio\_desc \*desc, bool transitory)

在挂起或重置时丢失或保留GPIO状态

#### 参数

struct gpio\_desc \*desc

要为其配置持久性的GPIO的说明符

bool transitory

True表示在挂起或重置时丢失状态，false表示保持不变

#### 返回

在成功时返回0，否则返回负错误代码。

### int gpiod\_is\_active\_low(const struct gpio\_desc \*desc)

测试GPIO是否为低电平活动

#### 参数

const struct gpio\_desc \*desc

要测试的gpio说明符

#### 说明

如果GPIO为低电平活动，则返回1，否则返回0。

### int gpiod\_get\_raw\_value(const struct gpio\_desc \*desc)

返回GPIO的原始值

#### 参数

const struct gpio\_desc \*desc

要返回其值的gpio

#### 说明

返回GPIO的原始值，即忽略其ACTIVE\_LOW状态的物理线的值，或者返回负的errno表示失败。

此函数可以从我们无法睡眠的上下文中调用，并且如果GPIO芯片函数可能睡眠，它将发出投诉。

### int gpiod\_get\_value(const struct gpio\_desc \*desc)

返回GPIO的值

#### 参数

const struct gpio\_desc \*desc

要返回其值的gpio

#### 说明

返回GPIO的逻辑值，即考虑ACTIVE\_LOW状态，否则返回负的errno表示失败。

此功能可以从无法睡眠的上下文中调用，并且如果GPIO芯片函数可能睡眠，则会发出投诉。

### int gpiod\_get\_raw\_array\_value(unsigned int array\_size, struct gpio\_desc \*\*desc\_array, int \*value\_array)

从一组GPIO中读取原始值

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要读取值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

读取GPIO的原始值，即物理行的值，不考虑其ACTIVE\_LOW状态。成功时返回0，否则返回错误代码。

此功能可以从无法睡眠的上下文中调用，如果GPIO芯片函数可能睡眠，则会发出投诉。

### int gpiod\_get\_array\_value(unsigned int array\_size, struct gpio\_desc \*\*desc\_array, int \*value\_array)

从一组GPIO中读取值

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要读取值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

读取GPIO的逻辑值，即考虑其ACTIVE\_LOW状态。成功时返回0，否则返回错误代码。

此功能可以从无法睡眠的上下文中调用，如果GPIO芯片函数可能睡眠，则会发出投诉。

### void gpiod\_set\_raw\_value(struct gpio\_desc \*desc, int value)

分配gpio的原始值

#### 参数

struct gpio\_desc \* desc

要分配值的gpio

int value

要分配的值

#### 说明

设置GPIO的原始值，即其物理线的值，而不考虑其ACTIVE\_LOW状态。

此功能可以从无法睡眠的上下文中调用，并且如果GPIO芯片函数可能睡眠，则会发出投诉。

### void gpiod\_set\_value（struct gpio\_desc \* desc，int value）

分配gpio的值

#### 参数

struct gpio\_desc \* desc

要分配值的gpio

int value

要分配的值

#### 说明

设置GPIO的逻辑值，即考虑其ACTIVE\_LOW，OPEN\_DRAIN和OPEN\_SOURCE标志。

此功能可以从无法睡眠的上下文中调用，并且如果GPIO芯片函数可能睡眠，则会发出投诉。

### int gpiod\_set\_raw\_array\_value（unsigned int array\_size，struct gpio\_desc \*\* desc\_array，int \* value\_array）

将值分配给一组GPIO

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要分配值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

设置GPIO的原始值，即物理线的值，而不考虑其ACTIVE\_LOW状态。

此功能可以从无法睡眠的上下文中调用，并且如果GPIO芯片函数可能睡眠，则会发出投诉。

### void gpiod\_set\_array\_value（unsigned int array\_size，struct gpio\_desc \*\* desc\_array，int \* value\_array）

将值分配给一组GPIO

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要分配值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

设置GPIO的逻辑值，即考虑其ACTIVE\_LOW状态。成功时返回0，否则返回错误代码。

此功能可以从无法睡眠的上下文中调用，如果GPIO芯片函数可能睡眠，则会发出投诉。

### int gpiod\_cansleep（const struct gpio\_desc \* desc）

报告gpio值访问可能会睡眠

#### 参数

const struct gpio\_desc \* desc

要检查的gpio

### void gpiod\_set\_consumer\_name（struct gpio\_desc \* desc，const char \* name）

为说明符设置消费者名称

#### 参数

struct gpio\_desc \* desc

要在其上设置消费者名称的gpio

const char \* name

新的消费者名称

### int gpiod\_to\_irq（const struct gpio\_desc \* desc）

返回与GPIO对应的IRQ

#### 参数

const struct gpio\_desc \* desc

要返回其IRQ的gpio（已请求）

#### 说明

返回与传递的GPIO对应的IRQ，或在出现错误时返回错误代码。

### int gpiochip\_lock\_as\_irq（struct gpio\_chip \* chip，unsigned int offset）

将GPIO锁定为用于IRQ

#### 参数

struct gpio\_chip \* chip

要锁定GPIO所属的芯片

unsigned int offset

要锁定为IRQ的GPIO的偏移量

#### 说明

这是由希望将某个GPIO行锁定为IRQ的GPIO驱动程序直接使用的。

### void gpiochip\_unlock\_as\_irq（struct gpio\_chip \* chip，unsigned int offset）

解锁用作IRQ的GPIO

#### 参数

struct gpio\_chip \* gc

要锁定GPIO所属的芯片

unsigned int offset

要锁定为IRQ的GPIO的偏移量

#### 说明

这是由希望指示某个GPIO不再仅用于IRQ的GPIO驱动程序直接使用的。

### int gpiod\_get\_raw\_value\_cansleep（const struct gpio\_desc \* desc）

返回GPIO的原始值

#### 参数

const struct gpio\_desc \*desc

要返回其值的GPIO

说明

返回GPIO的原始值，即物理线路的值而不考虑其ACTIVE\_LOW状态，或失败的负错误代码。

此函数应从可以睡眠的上下文中调用。

### int gpiod\_get\_value\_cansleep（const struct gpio\_desc \*desc）

返回GPIO的值

#### 参数

const struct gpio\_desc \*desc

要返回其值的GPIO

#### 说明

返回GPIO的逻辑值，即考虑ACTIVE\_LOW状态，或失败的负错误代码。

此函数应从可以睡眠的上下文中调用。

### int gpiod\_get\_raw\_array\_value\_cansleep（unsigned int array\_size，struct gpio\_desc \*\* desc\_array，int \* value\_array）

从GPIO数组中读取原始值

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要读取其值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

读取GPIO的原始值，即物理线路的值，而不考虑其ACTIVE\_LOW状态。成功返回0，否则返回错误代码。

此函数应从可以睡眠的上下文中调用。

### int gpiod\_get\_array\_value\_cansleep（unsigned int array\_size，struct gpio\_desc \*\* desc\_array，int \* value\_array）

从GPIO数组中读取值

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要读取其值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

读取GPIO的逻辑值，即考虑其ACTIVE\_LOW状态。成功返回0，否则返回错误代码。

此函数应从可以睡眠的上下文中调用。

### void gpiod\_set\_raw\_value\_cansleep（struct gpio\_desc \* desc，int value）

分配GPIO的原始值

#### 参数

struct gpio\_desc \* desc

要分配其值的GPIO

int value

要分配的值

#### 说明

设置GPIO的原始值，即其物理线路的值，而不考虑其ACTIVE\_LOW状态。

此函数应从可以睡眠的上下文中调用。

### void gpiod\_set\_value\_cansleep（struct gpio\_desc \* desc，int value）

分配GPIO的值

#### 参数

struct gpio\_desc \* desc

要分配其值的GPIO

int value

要分配的值

#### 说明

设置GPIO的逻辑值，即考虑其ACTIVE\_LOW状态。

此函数应从可以睡眠的上下文中调用。

### int gpiod\_set\_raw\_array\_value\_cansleep（unsigned int array\_size，struct gpio\_desc \*\* desc\_array，int \* value\_array）

分配数组的值到GPIO

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要分配其值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

设置GPIO的原始值，即其物理线路的值，而不考虑其ACTIVE\_LOW状态。

此函数应从可以睡眠的上下文中调用。

### int gpiod\_set\_array\_value\_cansleep（unsigned int array\_size，struct gpio\_desc \*\* desc\_array，int \* value\_array）

分配数组的值到GPIO

#### 参数

unsigned int array\_size

说明符数组/值位图中的元素数量

struct gpio\_desc \*\* desc\_array

要分配其值的GPIO说明符数组

int \* value\_array

用于存储读取值的数组

#### 说明

设置GPIO的逻辑值，即考虑其ACTIVE\_LOW状态。

此函数应从可以睡眠的上下文中调用。

### void gpiod\_add\_lookup\_table（struct gpiod\_lookup\_table \*表）

注册GPIO设备消费者

#### 参数

struct gpiod\_lookup\_table \* table

要注册的消费者表

### void gpiod\_remove\_lookup\_table（struct gpiod\_lookup\_table \*表）

注销GPIO设备消费者

#### 参数

struct gpiod\_lookup\_table \* table

要注销的消费者表

### void gpiod\_add\_hogs（struct gpiod\_hog \* hog）

从机器代码注册一组GPIO hog

#### 参数

struct gpiod\_hog \* hogs

gpio hog条目的表，末尾为零

### int gpiod\_count（struct device \* dev，const char \* con\_id）

返回与设备/功能关联的GPIO数量，如果没有将GPIO分配给请求的功能，则返回-ENOENT

#### 参数

struct device \* dev

GPIO消费者，可以为系统全局GPIO为NULL

const char \* con\_id

GPIO消费者中的功能

### struct gpio\_desc \* gpiod\_get（struct device \* dev，const char \* con\_id，enum gpiod\_flags flags）

获取给定GPIO功能的GPIO

#### 参数

struct device \* dev

GPIO消费者，可以为系统全局GPIO为NULL

const char \* con\_id

GPIO消费者中的功能

enum gpiod\_flags flags

可选GPIO初始化标志

#### 说明

返回与设备dev中的con\_id功能对应的GPIO说明符，如果没有将GPIO分配给请求的功能，则返回-ENOENT，或者如果在尝试获取GPIO时发生错误，则返回另一个IS\_ERR（）代码。

### struct gpio\_desc \* gpiod\_get\_optional（struct device \* dev，const char \* con\_id，enum gpiod\_flags flags）

为给定的GPIO功能获取一个可选的GPIO

#### 参数

struct device \* dev

GPIO消费者，可以为NULL以表示全局系统GPIO

const char \* con\_id

GPIO消费者内的功能

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

这等同于gpiod\_get()，除了当没有GPIO分配给请求的函数时将返回NULL。这对于需要处理可选GPIO的驱动程序非常方便。

### struct gpio\_desc \* gpiod\_get\_index(struct device \* dev，const char \* con\_id，unsigned int idx，enum gpiod\_flags flags)

从多索引GPIO函数获取GPIO

#### 参数

struct device \* dev

GPIO消费者，可以为NULL以表示全局系统GPIO

const char \* con\_id

GPIO消费者内的功能

unsigned int idx

要在消费者中获取的GPIO的索引

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

此gpiod\_get()的变体允许访问定义了多个GPIO的函数的第一个之外的GPIO。

返回一个有效的GPIO说明符， -ENOENT如果未为请求的函数和/或索引分配GPIO，则返回，或者如果在尝试获取GPIO时发生错误，则返回另一个IS\_ERR()代码。

### struct gpio\_desc \* gpiod\_get\_from\_of\_node(struct device\_node \* node，const char \* propname，int index，enum gpiod\_flags dflags，const char \* label)

从OF节点获取GPIO

#### 参数

struct device\_node \* node

OF节点的处理

const char \* propname

表示GPIO的DT属性的名称

int index

要为使用者获取的GPIO的索引

enum gpiod\_flags dflags

GPIO初始化标志

const char \* label

附加到请求的GPIO的标签

#### 返回

在成功请求时，GPIO引脚将按照提供的dflags进行配置。如果节点没有所请求的GPIO属性，则返回NULL。

在错误的情况下，返回ERR\_PTR()。

### struct gpio\_desc \* fwnode\_get\_named\_gpiod(struct fwnode\_handle \* fwnode，const char \* propname，int index，enum gpiod\_flags dflags，const char \* label)

从固件节点获取GPIO

#### 参数

struct fwnode\_handle \* fwnode

固件节点的处理

const char \* propname

表示GPIO的固件属性的名称

int index

要为使用者获取的GPIO的索引

enum gpiod\_flags dflags

GPIO初始化标志

const char \* label

附加到请求的GPIO的标签

#### 说明

此功能可用于从不透明固件获取其配置的驱动程序。

该函数正确使用底层固件接口查找相应的GPIO，然后确保在将其返回给调用者之前请求GPIO说明符。

#### 返回

在成功请求时，GPIO引脚将按照提供的dflags进行配置。

在错误的情况下，返回ERR\_PTR()。

### struct gpio\_desc \* gpiod\_get\_index\_optional(struct device \* dev，const char \* con\_id，unsigned int index，enum gpiod\_flags flags)

从多索引GPIO函数获取可选GPIO

#### 参数

struct device \* dev

GPIO消费者，可以为NULL以表示全局系统GPIO

const char \* con\_id

GPIO消费者内的功能

unsigned int index

要在消费者中获取的GPIO的索引

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

这等同于gpiod\_get\_index()，但是当没有分配带有指定索引的GPIO时，将返回NULL。这对于需要处理可选GPIO的驱动程序非常方便。

### struct gpio\_descs \* gpiod\_get\_array(struct device \* dev，const char \* con\_id，enum gpiod\_flags flags)

从多索引GPIO函数获取多个GPIO

#### 参数

struct device \* dev

GPIO消费者，可以为NULL以表示全局系统GPIO

const char \* con\_id

GPIO消费者内的功能

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

此函数获取给定功能下定义的所有GPIO。

返回一个包含说明符数组的struct gpio\_descs，如果未为请求的函数分配GPIO，则为-ENOENT，或者如果在获取GPIO时发生错误，则为另一个IS\_ERR()代码。

### struct gpio\_descs \* gpiod\_get\_array\_optional(struct device \* dev，const char \* con\_id，enum gpiod\_flags flags)

从多索引GPIO函数获取多个GPIO

#### 参数

struct device \* dev

GPIO消费者，可以为NULL以表示全局系统GPIO

const char \* con\_id

GPIO消费者内的功能

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

这等同于gpiod\_get\_array()，但是当没有分配给请求的函数时将返回NULL的GPIO。

### void gpiod\_put(struct gpio\_desc \* desc)

处理GPIO说明符

#### 参数

struct gpio\_desc \* desc

要处理的GPIO说明符

#### 说明

在调用gpiod\_put()之后，无法使用任何说明符。

### void gpiod\_put\_array(struct gpio\_descs \* descs)

处理多个GPIO说明符

#### 参数

struct gpio\_descs \* descs

包含说明符数组的struct gpio\_descs

## ACPI支持

void acpi\_gpiochip\_request\_interrupts(struct gpio\_chip \* chip)

为gpio芯片ACPI事件注册isr

#### 参数

struct gpio\_chip \* chip

GPIO芯片

#### 说明

ACPI5平台可以使用GPIO信号的ACPI事件。这些GPIO中断由需要从GPIO芯片的中断处理程序调用的ACPI事件方法处理。acpi\_gpiochip\_request\_interrupts查找哪些gpio引脚具有acpi事件方法，并分配中断处理程序来调用这些引脚的acpi事件方法。

### void acpi\_gpiochip\_free\_interrupts（struct gpio\_chip \* chip）

释放GPIO ACPI事件中断。

#### 参数

结构体gpio\_chip \* chip

GPIO芯片

#### 说明

释放与给定GPIO芯片的GPIO ACPI事件方法相关联的中断。

### int acpi\_dev\_gpio\_irq\_get（struct acpi\_device \* adev，int index）

查找GpioInt并将其转换为Linux IRQ号码

#### 参数

structacpi\_device \* adev

指向要从中获取IRQ的ACPI设备的指针

int index

GpioInt资源的索引（从0开始）

#### 说明

如果设备具有一个或多个GpioInt资源，则可以使用此函数将资源中的GPIO偏移量转换为Linux IRQ号码。

该函数是幂等的，虽然每次运行它都会根据GpioInt资源中的标志配置GPIO引脚方向。

#### 返回

成功时为Linux IRQ号码（> 0），失败时为负的errno。

## 设备树支持

### int of\_gpio\_simple\_xlate（struct gpio\_chip \* gc，const struct of\_phandle\_args \* gpiospec，u32 \* flags）

将gpiospec转换为GPIO编号和标志

#### 参数

struct gpio\_chip \* gc

指向gpio\_chip结构的指针

const struct of\_phandle\_args \* gpiospec

在设备树中找到的GPIO指示符

u32 \* flags

要填写的标志指针

#### 说明

这是一个简单的翻译函数，适用于大多数1：1映射的GPIO芯片。此函数仅执行一个正确性检查：GPIO是否小于ngpios（在gpio\_chip中指定）。

### int of\_mm\_gpiochip\_add\_data（struct device\_node \* np，struct of\_mm\_gpio\_chip \* mm\_gc，void \* data）

添加内存映射GPIO芯片（bank）

#### 参数

struct device\_node \* np

GPIO芯片的设备节点

struct of\_mm\_gpio\_chip \* mm\_gc

指向of\_mm\_gpio\_chip分配结构的指针

void \* data

要存储在struct gpio\_chip中的驱动程序数据

#### 说明

要使用此函数，您应该分配并填充mm\_gc：

在gpio\_chip结构中：-所有回调-of\_gpio\_n\_cells-of\_xlate回调（可选）

在of\_mm\_gpio\_chip结构中：-save\_regs回调（可选）

如果成功，此函数将映射银行的内存，并为您执行所有必要的工作。然后，您可以使用。回调来从.reg中管理GPIO。

### void of\_mm\_gpiochip\_remove（struct of\_mm\_gpio\_chip \* mm\_gc）

删除内存映射GPIO芯片（bank）

#### 参数

struct of\_mm\_gpio\_chip \* mm\_gc

指向of\_mm\_gpio\_chip分配结构的指针

## 设备管理API

结构体gpio\_desc \* devm\_gpiod\_get（struct device \* dev，const char \* con\_id，enum gpiod\_flags flags）

资源管理gpiod\_get（）

#### 参数

struct device \* dev

GPIO消费者

const char \* con\_id

GPIO消费者内的函数

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

gpiod\_get（）返回的GPIO说明符会在驱动程序分离时自动处理。从此函数返回的GPIO说明符也会自动处理。有关行为和返回的详细信息，请参见gpiod\_get（）。

### struct gpio\_desc \* devm\_gpiod\_get\_optional（struct device \* dev，const char \* con\_id，enum gpiod\_flags flags）

资源管理的gpiod\_get\_optional（）

#### 参数

struct device \* dev

GPIO消费者

const char \* con\_id

GPIO消费者内的函数

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

gpiod\_get\_optional（）的管理。从此函数返回的GPIO说明符也会自动处理。有关行为和返回的详细信息，请参见gpiod\_get\_optional（）。

### struct gpio\_desc \* devm\_gpiod\_get\_index（struct device \* dev，const char \* con\_id，unsigned int idx，enum gpiod\_flags flags）

资源管理gpiod\_get\_index（）

#### 参数

struct device \* dev

GPIO消费者

const char \* con\_id

GPIO消费者内的函数

unsigned int idx

要在消费者中获取的GPIO的索引

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

管理gpiod\_get\_index（）。从此函数返回的GPIO说明符也会自动处理。有关行为和返回的详细信息，请参见gpiod\_get\_index（）。

### struct gpio\_desc \* devm\_gpiod\_get\_from\_of\_node（struct device \* dev，const struct device\_node \* node，const char \* propname，int index，enum gpiod\_flags dflags，const char \* label）

从OF节点获取GPIO

#### 参数

struct device \* dev

用于生命周期管理的设备

const struct device\_node \* node

OF节点的句柄

const char \* propname

表示GPIO的DT属性的名称

int index

要获取的GPIO在消费者中的索引

enum gpiod\_flags dflags

GPIO初始化标志

const char \* label

附加到请求的GPIO的标签

#### 返回

在成功请求时，GPIO引脚会根据提供的dflags进行配置。

发生错误时，ERR\_PTR（）会返回。

### struct gpio\_desc \* devm\_fwnode\_get\_index\_gpiod\_from\_child（struct device \* dev，const char \* con\_id，int index，struct fwnode\_handle \* child，enum gpiod\_flags flags，const char \* label）

从设备的子节点获取GPIO说明符

#### 参数

struct device \* dev

GPIO消费者

const char \* con\_id

GPIO消费者内的函数

int index

要在消费者中获取的GPIO的索引

struct fwnode\_handle \* child

固件节点（dev的子节点）

enum gpiod\_flags flags

GPIO初始化标志

const char \*label

附加到所请求的GPIO上的标签

#### 说明

此函数返回的GPIO说明符会在驱动程序分离时自动处理。

成功请求后，GPIO引脚将按照提供的标志进行配置。

### struct gpio\_desc \*devm\_gpiod\_get\_index\_optional(struct device \*dev，const char \*con\_id，unsigned int index，enum gpiod\_flags flags)

受资源管理的gpiod\_get\_index\_optional()

#### 参数

struct device \*dev

GPIO使用者

const char \*con\_id

GPIO使用者内部的函数

unsigned int index

在使用者中获取GPIO的索引

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

管理的gpiod\_get\_index\_optional()。此函数返回的GPIO说明符会在驱动程序分离时自动处理。有关行为和返回的详细信息，请参见gpiod\_get\_index\_optional()。

### struct gpio\_descs \*devm\_gpiod\_get\_array(struct device \*dev，const char \*con\_id，enum gpiod\_flags flags)

受资源管理的gpiod\_get\_array()

#### 参数

struct device \*dev

GPIO使用者

const char \*con\_id

GPIO使用者内部的函数

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

管理的gpiod\_get\_array()。此函数返回的GPIO说明符会在驱动程序分离时自动处理。有关行为和返回的详细信息，请参见gpiod\_get\_array()。

### struct gpio\_descs \*devm\_gpiod\_get\_array\_optional(struct device \*dev，const char \*con\_id，enum gpiod\_flags flags)

受资源管理的gpiod\_get\_array\_optional()

#### 参数

struct device \*dev

GPIO使用者

const char \*con\_id

GPIO使用者内部的函数

enum gpiod\_flags flags

可选的GPIO初始化标志

#### 说明

受资源管理的gpiod\_get\_array\_optional()。此函数返回的GPIO说明符会在驱动程序分离时自动处理。有关行为和返回的详细信息，请参见gpiod\_get\_array\_optional()。

### void devm\_gpiod\_put(struct device \*dev，struct gpio\_desc \*desc)

受资源管理的gpiod\_put()

#### 参数

struct device \*dev

GPIO使用者

struct gpio\_desc \*desc

要处理的GPIO说明符

#### 说明

处理使用devm\_gpiod\_get()或devm\_gpiod\_get\_index()获取的GPIO说明符。通常不会调用此函数，因为GPIO将由资源管理代码处理。

### void devm\_gpiod\_put\_array(struct device \*dev，struct gpio\_descs \*descs)

受资源管理的gpiod\_put\_array()

#### 参数

struct device \*dev

GPIO使用者

struct gpio\_descs \*descs

要处理的GPIO说明符数组

#### 说明

处理使用devm\_gpiod\_get\_array()获取的GPIO说明符数组。通常不会调用此函数，因为GPIO将由资源管理代码处理。

### int devm\_gpio\_request(struct device \*dev，unsigned gpio，const char \*label)

为受管理的设备请求GPIO

#### 参数

struct device \*dev

要请求GPIO的设备

unsigned gpio

要分配的GPIO

const char \*label

所请求的GPIO的名称

除了额外的dev参数外，此函数与gpio\_request()使用相同的参数并执行相同的功能。使用此函数请求的GPIO将在驱动程序分离时自动释放。

### int devm\_gpio\_request\_one(struct device \*dev，unsigned gpio，unsigned long flags，const char \*label)

请求初始化设置的单个GPIO

#### 参数

struct device \*dev

要请求的设备

unsigned gpio

GPIO编号

unsigned long flags

由GPIOF\_\*指定的GPIO配置

const char \*label

此GPIO的文字说明字符串

### void devm\_gpio\_free(struct device \*dev，unsigned int gpio)

释放GPIO

#### 参数

struct device \*dev

要为其释放GPIO的设备

unsigned int gpio

要释放的GPIO

#### 说明

除了额外的dev参数外，此函数与gpio\_free()使用相同的参数并执行相同的功能。与gpio\_free()相比，应使用此函数手动释放使用devm\_gpio\_request()分配的GPIO。

## sysfs助手

### int gpiod\_export(struct gpio\_desc \*desc，bool direction\_may\_change)

通过sysfs导出GPIO

#### 参数

struct gpio\_desc \*desc

要使其可用的GPIO，已请求

bool direction\_may\_change

如果用户空间可以更改GPIO方向，则为true

#### 上下文

arch\_initcall或更高

#### 说明

当驱动程序想在已请求的GPIO之后使其对用户空间可访问（例如在调试期间或作为其公共接口的一部分）时，可以使用此例程。如果GPIO可以更改方向（有些不能），并且调用者允许，则用户空间将看到“direction”sysfs属性，该属性可用于更改gpio的方向。始终提供“value”属性。

成功时返回零，否则返回错误。

### int gpiod\_export\_link(struct device \*dev，const char \*name，struct gpio\_desc \*desc)

创建到已导出GPIO节点的sysfs链接

#### 参数

struct device \*dev

要在其下创建符号链接的设备

const char \*name

符号链接的名称

struct gpio\_desc \*desc

要创建符号链接的GPIO，已导出

#### 说明

设置一个符号链接从/sys/…/dev/name到/sys/class/gpio/gpioN节点。调用者负责取消链接。

成功时返回零，否则返回错误。

### void gpiod**\_**unexport(struct gpio\_desc \*desc)

撤销gpiod\_export()的效果

#### 参数

struct gpio\_desc \*desc

要使其不可用的GPIO

#### 说明

这对于gpiod\_free()是隐含的。

# 其他设备

## int misc\_register(struct miscdevice \*misc)

注册杂项设备

#### 参数

struct miscdevice \*misc

设备结构

#### 说明

在内核中注册一个杂项设备。如果次要号设置为MISC\_DYNAMIC\_MINOR，则会分配并将次要号放入结构体的次要字段中。对于其他情况，将使用请求的次要号。

传递的结构与内核链接，在注销之前不能被销毁。默认情况下，对设备的open()系统调用将file->private\_data设置为指向该结构。驱动程序不需要在fops中使用open()。

成功返回零，失败返回负数的错误代码。

## void misc\_deregister(struct miscdevice \*misc)

注销一个杂项设备

#### 参数

struct miscdevice \*misc

要注销的设备

#### 说明

注销先前已成功注册的杂项设备misc\_register()。

# DMAEngine文档

DMAEngine文档提供了有关DMAEngine框架各个方面的文档。

## DMAEngine文档

本书介绍了DMAEngine内部API和DMAEngine设备驱动程序编写指南。.

### DMAengine 控制器文档

#### 硬件介绍

大多数从设备DMA控制器都有相同的操作原则。

它们有一定数量的可用于DMA传输的通道和请求线。

请求和通道几乎是正交的。通道可以用于为多个请求提供服务。为简化起见，通道是将进行复制的实体，而请求是涉及的端点。

请求数字实际上对应于从DMA可用设备到控制器本身的物理线路。每当设备想要启动传输时，它将通过断言请求线来断言DMA请求(DRQ)。

非常简单的DMA控制器只会考虑一个参数：传输大小。在每个时钟周期，它将从一个缓冲区传输一个字节的数据到另一个缓冲区，直到达到传输大小为止。

这在现实世界中不起作用，因为从设备可能需要在单个周期内传输特定数量的位。例如，我们可能希望在执行简单的内存复制操作时传输尽可能多的数据以最大化性能，但我们的音频设备可能有一个需要一次性写入精确的16或24位数据的较窄FIFO。这就是为什么大多数如果不是所有的DMA控制器都可以使用调整这个参数，这个参数叫做传输宽度。

此外，一些DMA控制器无论何时使用RAM作为源或目的地，都可以将内存中的读取或写入分组成缓冲区，因此您将获得多个大型传输，而不是许多小型内存访问，这不是非常高效的。这是使用一个称为burst size的参数完成的，该参数定义了在控制器将传输拆分成更小的子传输之前允许进行多少个单独的读取/写入。

我们的理论DMA控制器将只能进行涉及单个连续数据块的传输。然而，我们通常进行的一些传输并非如此，并希望将数据从非连续的缓冲区复制到连续的缓冲区，这称为分散-聚集。

至少对于mem2dev传输，DMAEngine需要支持分散-聚集。因此，在这里我们留下了两种情况：要么我们有一个非常简单的DMA控制器，不支持它，我们将不得不在软件中实现它，要么我们有一个更高级的DMA控制器，它以硬件方式实现分散-聚集。

后者通常是使用一组用于传输的块编程的，每当传输开始时，控制器将在该集合中进行，执行我们在那里编程的任何操作。

此集合通常是一个表或链接列表。然后，您将将表的地址及其元素数量或列表的第一个项推送到DMA控制器的一个通道中，每当DRQ被断言时，它将通过该集合以知道从何处获取数据。

无论哪种方式，这个集合的格式完全取决于您的硬件。每个DMA控制器都需要不同的结构，但是它们都需要至少为每个块提供源和目标地址，无论是否应该增加这些地址，以及前面看到的三个参数：burst size、transfer width和transfer size。

最后一件事通常是，从设备不会默认发出DRQ，您必须首先在从设备驱动程序中启用它，每当您愿意使用DMA时。

这些仅是一般的内存到内存(mem2mem)或内存到设备(mem2dev)传输。大多数设备通常支持DMAEngine支持的其他传输或内存操作，这将在本文档的后面详细说明。

#### Linux中的DMA支持

历史上，DMA控制器驱动程序使用异步TX API来实现，以卸载内存复制、XOR、加密等操作，基本上是任何内存到内存操作。

随着时间的推移，内存到设备传输的需求出现了，dmaengine得到了扩展。现在，异步TX API被编写为dmaengine上部的一层，并充当客户端。尽管如此，在某些情况下，dmaengine仍然可以容纳该API，并做出一些设计选择，以确保其保持兼容。

有关异步TX API的更多信息，请查看异步传输/变换API中的相关文档文件。

#### DMAEngine APIs

**结构体dma\_device 初始化**

与任何其他内核框架一样，整个DMAEngine注册都依赖于驱动程序填充一个结构并针对该框架进行注册。在我们的情况下，该结构是dma\_device。

您在驱动程序中需要做的第一件事是分配此结构。任何通常的内存分配器都可以使用，但您还需要在其中初始化一些字段：

1）通道channels：应使用INIT\_LIST\_HEAD宏初始化为列表

src\_addr\_widths：应包含支持的源传输宽度的位掩码

dst\_addr\_widths：应包含支持的目标传输宽度的位掩码

方向directions：应包含支持的从属方向的位掩码（即不包括mem2mem传输）  
余数粒度residue\_granularity：dma\_set\_residue报告传输剩余物的粒度。这可以是：

1. 描述符Descriptor：您的设备不支持任何种类的残留物报告。框架只会知道特定事务描述符已完成。
2. 段Segment：您的设备能够报告已传输的块
3. 突发Burst：您的设备能够报告已传输的突发

dev：应持有与您当前驱动程序实例关联的struct device指针。

#### 支持的事务类型

接下来，您需要设置设备（和驱动程序）支持的事务类型。

我们的dma\_device结构具有一个称为cap\_mask的字段，该字段保存支持的各种事务类型，您需要使用dma\_cap\_set函数修改此掩码，并根据您支持的事务类型使用各种标志作为参数。

所有这些功能都在dma\_transaction\_type枚举中定义，包括/include/linux/dmaengine.h  
目前可用的类型为：

DMA\_MEMCPY

设备能够执行内存到内存复制

DMA\_XOR

设备能够在内存区域上执行XOR操作

用于加速XOR密集任务，例如RAID5

DMA\_XOR\_VAL

设备能够使用XOR算法针对内存缓冲区执行奇偶校验

DMA\_PQ

设备能够执行RAID6 P+Q计算，其中P是简单的XOR，而Q是Reed-Solomon算法

DMA\_PQ\_VAL

设备能够使用RAID6 P+Q算法针对内存缓冲区执行奇偶校验

DMA\_INTERRUPT

设备能够触发将生成周期性中断的虚拟传输。

客户端驱动程序使用此功能在DMA控制器中断期间定期调用回调

DMA\_PRIVATE

该设备仅支持从属传输，并且因此不可用于异步传输

DMA\_ASYNC\_TX

设备不得设置，并且将在需要时由框架设置

待办事项：关于什么？

DMA\_SLAVE

设备可以处理设备到内存传输，包括散裂传输

在mem2mem情况下，我们有两种不同的类型来处理单个要复制的块或其中的集合，在这里，我们只有一种单一的事务类型，应该处理两者。

如果要传输单个连续的内存缓冲区，只需构建仅包含一个项目的散布列表

DMA\_CYCLIC

设备可以处理循环传输

循环传输是一种块集合将循环自己，最后一项指向第一项的传输

通常用于音频传输，其中您想要操作单个环形缓冲区，您将使用它来填充音频数据

DMA\_INTERLEAVE

该设备支持交错传输

这些传输可以将数据从非连续缓冲区传输到非连续缓冲区，而DMA\_SLAVE可以将数据从非连续数据集传输到连续目标缓冲区

通常用于2D内容转移，这种情况下，您希望直接将未压缩的数据部分传输到显示器以打印

这些不同的类型也会影响源和目的地地址随时间变化的方式

指向RAM的地址通常会在每次传输之后增加（或减小）。在环形缓冲区的情况下，它们可能会循环（DMA\_CYCLIC）。指向设备寄存器（例如FIFO）的地址通常是固定的。

**设备操作**

我们的dma\_device结构还需要一些函数指针，以实现实际逻辑，现在我们已经描述了我们能够执行的操作。

我们必须在那里填充的功能，因此必须实现，显然取决于您报告为支持的交易类型。

device\_alloc\_chan\_resources

device\_free\_chan\_resources

1. 每当驱动程序在与该驱动程序关联的通道上第一次/最后一次调用dma\_request\_channel或dma\_release\_channel时，这些函数都将被调用
2. 他们负责分配/释放所有需要的资源，以使该通道对您的驱动程序有用
3. 这些功能可能会休眠。

device\_prep\_dma\_\*

1. 这些功能与您先前注册的功能相匹配。
2. 这些功能都采用与所准备传输相关的缓冲区或分散列表，并应从中创建硬件描述符或硬件描述符列表
3. 这些功能可以从中断上下文中调用
4. 您可能进行的任何分配都应使用GFP\_NOWAIT标志，以避免潜在休眠，但同时不耗尽紧急池
5. 驱动程序应尝试预分配可能需要的任何内存，以避免在探测时对立即分配器施加过多压力
6. 它应返回dma\_async\_tx\_descriptor结构的唯一实例，该结构进一步表示特定的传输。
7. 可以使用函数dma\_async\_tx\_descriptor\_init初始化此结构。
8. 您还需要在此结构中设置两个字段：

flags：待定：驱动程序本身是否可以修改它，还是应始终传递的标志

tx\_submit：指向您必须实现的函数的指针，该函数应将当前事务描述符推送到等待发出的挂起队列中。

1. 在此结构中，可以通过初始化函数指针callback\_result来通知提交者事务已完成。在早期的代码中，已使用函数指针callback。但是它不提供交易状态，并且将被弃用。传递给回调结果的定义为dmaengine\_result的结果结构具有两个字段：

result：提供dmaengine\_tx\_result定义的传输结果。成功或某些错误情况。

残留residue：为那些支持残余的传输提供残余字节。

device\_issue\_pending

1. 获取挂起队列中的第一个事务描述符，并开始传输。每当该传输完成时，它都应移动到列表中的下一个事务
2. 该函数可以在中断上下文中调用

device\_tx\_status

1. 应报告要在给定通道上继续进行的字节数
2. 只应关注作为参数传递的事务描述符，而不是给定通道上当前活动的事务描述符
3. tx\_state参数可能为NULL
4. 应使用dma\_set\_residue报告它
5. 在循环传输的情况下，它只应考虑循环缓冲区的总大小。
6. 如果设备不支持有序完成，并且正在按顺序完成操作，则应返回DMA\_OUT\_OF\_ORDER。
7. 此函数可以在中断上下文中调用。

device\_config

1. 使用作为参数给出的配置重新配置通道
2. 此命令不应同步执行，也不应在任何当前排队传输上执行，而仅应在随后的传输中执行
3. 在这种情况下，函数将作为参数接收一个dma\_slave\_config结构指针，该结构将详细说明要使用的配置。
4. 即使该结构包含方向字段，该字段也已弃用，而应优先使用prep\_\*函数中给定的方向参数
5. 此调用仅适用于从设备操作。对于memcpy操作，不应设置此项，也不应期望设置此项。如果驱动程序支持两者，则应仅将此调用用于从机操作，而不用于memcpy操作。

device\_pause

1. 暂停通道上的传输
2. 此命令应在通道上同步运行，立即暂停给定通道的工作

device\_resume

1. 在通道上恢复传输
2. 此命令应在通道上同步运行，并立即恢复给定通道的工作。

device\_terminate\_all

1. 中止通道上所有待处理和正在进行的传输。
2. 对于已中止的传输，不应调用完整的回调函数。
3. 可以从原子上下文或描述符的完整回调函数中调用。不得休眠。驱动程序必须能够正确处理此操作。
4. 终止可能是异步的。驱动程序不必等待当前激活的传输完全停止。请参阅device\_synchronize。

device\_synchronize

1. 必须将通道的终止与当前上下文同步。
2. 必须确保DMA控制器不再访问先前提交的描述符的内存。
3. 必须确保所有先前提交的描述符的完整回调已经运行完成，且没有计划要运行。
4. 可以休眠。

#### 其它注意事项

（应该记录的内容，但不知道该放在哪里）

1. dma\_run\_dependencies

应在异步TX传输结束时调用，在从设备传输的情况下可以忽略。

确保在标记为完成之前运行相关的操作。

1. dma\_cookie\_t

是一个DMA事务ID，会随时间递增。

自从引入了抽象事务的virt-dma之后，这不再重要。

1. DMA\_CTRL\_ACK

如果清除，提供者不能重新使用描述符，直到客户端确认接收到消息，即有机会建立任何依赖关系链

可以通过调用async\_tx\_ack()来确认

如果设置，则不意味着可以重复使用描述符

1. DMA\_CTRL\_REUSE

如果设置，则在完成后可以重复使用描述符。如果设置了此标志，提供者不应释放描述符。

应通过调用dmaengine\_desc\_set\_reuse()准备重用描述符，这将设置DMA\_CTRL\_REUSE。

dmaengine\_desc\_set\_reuse()只有在通道支持可重复使用的描述符的情况下才会成功。

因此，如果设备驱动程序想跳过2个传输之间的dma\_map\_sg()和dma\_unmap\_sg()，因为DMA的数据没有被使用，它可以在完成后立即重新提交传输。

描述符可以通过以下几种方式释放：

1. 通过调用dmaengine\_desc\_clear\_reuse()清除DMA\_CTRL\_REUSE，并提交到最后一个事务
2. 显式调用dmaengine\_desc\_free()，只有当DMA\_CTRL\_REUSE已经设置时才能成功
3. 终止通道
4. DMA\_PREP\_CMD

如果设置，客户端驱动程序告诉DMA控制器传递给DMA API的数据是命令数据。

命令数据的解释是DMA控制器特定的。它可用于发出指令到其他外围设备/寄存器读取/寄存器写入，其描述符应与正常数据描述符的格式不同。

#### 一般设计说明

你会看到大多数DMAEngine驱动程序基于类似的设计，处理处理程序中的传输结束中断，但延迟大多数工作到任务处理程序中，包括在前一个传输结束后启动新传输。

然而，这是一种相当低效的设计，因为跨传输的延迟不仅是中断延迟，还包括任务处理程序的调度延迟，在两者之间留下通道空闲，降低了全局传输速率。

你应该避免这种做法，而不是在任务处理程序中选举一个新的传输，将该部分移动到中断处理程序中，以便具有更短的空闲窗口（无论如何我们无法避免）。

#### 词汇表

突发Burst：在刷新到内存之前，可以将多个连续的读取或写入操作排队到缓冲区的操作数。

块Chunk：一组连续的突发

传输Transfer：一组块（无论是连续的还是不连续的）

## DMAEngine客户端文档

本书是一个指南，介绍了如何使用DMAEngine的Slave-DMA API编写设备驱动程序。这仅适用于Slave DMA使用情况。

### [DMA Engine API 指](https://www.kernel.org/doc/html/latest/driver-api/dmaengine/client.html)南

Vinod Koul <vinod dot koul at intel.com>

**注**

有关在async\_tx中使用DMA Engine的信息，请参见：Documentation/crypto/async-tx-api.rst

以下是指南，介绍如何使用DMA Engine的Slave-DMA API编写设备驱动程序。这仅适用于Slave DMA使用情况。

#### DMA 用法

从属DMA使用包括以下步骤：

1. 分配DMA从设备的通道
2. 设置从设备和控制器特定的参数
3. 获取事务的描述符
4. 提交事务
5. 发出待处理请求并等待回调通知

这些操作的详细信息如下：

1）分配DMA从设备的通道

在Slave DMA上下文中，通道分配略有不同，客户端驱动程序通常仅需要来自特定DMA控制器的通道，在某些情况下，需要特定的通道。要请求通道，请使用dma\_request\_chan（）API。

接口:

struct dma\_chan \*dma\_request\_chan(struct device \*dev, const char \*name);

它将查找并返回与“dev”设备相关联的名称DMA通道。通过DT、ACPI或基于板文件的dma\_slave\_map匹配表完成关联。

通过该接口分配的通道对调用者是独占的，直到调用dma\_release\_channel()为止。

2）设置从设备和控制器特定参数

下一步总是将一些特定信息传递给DMA驱动程序。大多数从设备DMA可使用的通用信息都在struct dma\_slave\_config中。这允许客户端为外围设备指定DMA方向、DMA地址、总线宽度、DMA突发长度等。

如果某些DMA控制器有更多要发送的参数，则应尝试将struct dma\_slave\_config嵌入其控制器特定结构中。如果需要，客户端就可以传递更多参数。

接口:

int dmaengine\_slave\_config(struct dma\_chan \*chan,

struct dma\_slave\_config \*config)

请参见dmaengine.h中的dma\_slave\_config结构定义，以获取有关结构成员的详细说明。请注意，“方向”成员将消失，因为它重复了在准备调用中给出的方向。

3）获取事务的描述符

对于从设备使用，DMA引擎支持的各种从设备传输模式为：

slave\_sg：从/到外围设备DMA散列表

dma\_cyclic：从/到外围设备执行周期性DMA操作，直到显式停止操作。

interleaved\_dma：这对从设备和M2M客户端都是通用的。对于外围设备，设备FIFO的地址可能已经为驱动程序所知。可以通过将适当的值设置为“dma\_interleaved\_template”成员来表达各种类型的操作。如果通道支持，则可以通过设置DMA\_PREP\_REPEAT传输标志来执行循环交错DMA传输。

此传输API的非NULL返回表示给定事务的“描述符”。

接口:

struct dma\_async\_tx\_descriptor \*dmaengine\_prep\_slave\_sg(

struct dma\_chan \*chan, struct scatterlist \*sgl,

unsigned int sg\_len, enum dma\_data\_direction direction,

unsigned long flags);

struct dma\_async\_tx\_descriptor \*dmaengine\_prep\_dma\_cyclic(

struct dma\_chan \*chan, dma\_addr\_t buf\_addr, size\_t buf\_len,

size\_t period\_len, enum dma\_data\_direction direction);

struct dma\_async\_tx\_descriptor \*dmaengine\_prep\_interleaved\_dma(

struct dma\_chan \*chan, struct dma\_interleaved\_template \*xt,

unsigned long flags);

在调用dmaengine\_prep\_slave\_sg()之前，期望外围驱动程序已将散列表映射为DMA操作，并且必须保持直到DMA操作完成。散列表必须使用DMA struct device进行映射。如果需要稍后同步映射，则必须使用DMA struct device调用dma\_sync\_\*\_for\_\*()。因此，正常设置应如下所示:

nr\_sg = dma\_map\_sg(chan->device->dev, sgl, sg\_len);

if (nr\_sg == 0)

/\* error \*/

desc = dmaengine\_prep\_slave\_sg(chan, sgl, nr\_sg, direction, flags);

一旦获得描述符并添加了回调信息，就必须提交描述符。一些DMA引擎驱动程序可能在成功准备和提交之间保持自旋锁，因此这两个操作非常重要。

**注**

尽管async\_tx API指定完成回调例程不能提交任何新操作，但对于从设备/循环DMA而言，情况并非如此。

对于从设备DMA，后续事务可能在回调函数被调用之前无法提交，因此允许从设备DMA回调准备并提交新事务。

对于循环DMA，回调函数可能希望通过dmaengine\_terminate\_async()终止DMA。

因此，在调用回调函数可能导致死锁之前，DMA引擎驱动程序放弃任何锁是很重要的。

请注意，回调将始终从DMA引擎tasklet调用，而不是从中断上下文调用。

4）提交事务

一旦准备了描述符并添加了回调信息，就必须将其放在DMA引擎驱动程序的挂起队列中。

接口:

dma\_cookie\_t dmaengine\_submit(struct dma\_async\_tx\_descriptor \*desc)

这返回一个可用于通过本文档未涉及的其他DMA引擎调用检查DMA引擎活动进度的cookie。

dmaengine\_submit()不会启动DMA操作，它只是将它添加到挂起队列中。有关此操作，请参见第5步，dma\_async\_issue\_pending。

5）发出挂起的DMA请求并等待回调通知

通过调用issue\_pending API可以激活排队的事务。如果通道空闲，则启动队列中的第一个事务并排队其余事务。

在每个DMA操作完成后，会启动队列中的下一个，并触发一个tasklet。如果设置了，则任务会调用客户端驱动程序完成回调例程进行通知。

接口:

void dma\_async\_issue\_pending(struct dma\_chan \*chan);

#### 更多APIs

**终止APIs**

int dmaengine\_terminate\_sync(struct dma\_chan \*chan)

int dmaengine\_terminate\_async(struct dma\_chan \*chan)

int dmaengine\_terminate\_all(struct dma\_chan \*chan) /\* DEPRECATED \*/

这会导致DMA通道的所有活动都停止，并且可能会丢弃尚未完全传输的DMA FIFO中的数据。任何不完整的传输都不会调用回调函数。

此函数有两个变体可用。

dmaengine\_terminate\_async() 可能不会等待 DMA 完全停止或任何正在运行的完成回调结束。但可以从原子上下文或完整回调内调用 dmaengine\_terminate\_async()。dmaengine\_synchronize() 必须在释放 DMA 传输访问的内存或释放在完整回调中访问的资源之前调用才是安全的。

dmaengine\_terminate\_sync() 将等待传输和任何正在运行的完成回调完成，然后才返回。但是，不能从原子上下文或完整回调内调用该函数。

dmaengine\_terminate\_all() 已过时，新代码中不应使用。

**暂停 API**

int dmaengine\_pause(struct dma\_chan \*chan)

这会暂停 DMA 通道上的活动而不丢失数据。

**恢复API**

int dmaengine\_resume(struct dma\_chan \*chan)

恢复之前暂停的 DMA 通道。不允许恢复当前未暂停的通道。

**检查 Txn 完成**

enum dma\_status dma\_async\_is\_tx\_complete(struct dma\_chan \*chan,

dma\_cookie\_t cookie, dma\_cookie\_t \*last, dma\_cookie\_t \*used)

可以用来检查通道的状态。有关此 API 的更完整的描述，请参见 include/linux/dmaengine.h 中的文档。

可以与 dmaengine\_submit() 返回的 cookie 和 dma\_async\_is\_complete() 一起使用，以检查特定 DMA 事务的完成情况。

**注**

并非所有 DMA 引擎驱动程序都能为运行中的 DMA 通道返回可靠信息。建议 DMA 引擎用户在使用此 API 之前暂停或停止（通过 dmaengine\_terminate\_all()）该通道。

**同步终止API**

void dmaengine\_synchronize(struct dma\_chan \*chan)

将 DMA 通道的终止与当前上下文同步。

该函数应在 dmaengine\_terminate\_async() 之后使用以将 DMA 通道的终止与当前上下文同步。该函数将等待传输和任何正在运行的完成回调完成后才返回。

如果使用 dmaengine\_terminate\_async() 停止 DMA 通道，则必须在安全释放先前提交的描述符访问的内存或在先前提交的描述符的完成回调中访问的任何资源之前调用此函数。

如果在 dmaengine\_terminate\_async() 和此函数之间调用了 dma\_async\_issue\_pending()，则此函数的行为未定义。

## DMA 测试文档

本书介绍如何使用 dmatest 模块测试 DMA 驱动程序。

### [DMA 测](https://www.kernel.org/doc/html/latest/driver-api/dmaengine/dmatest.html)试指南

Andy Shevchenko <[andriy.shevchenko@linux.intel.com](mailto:andriy.shevchenko@linux.intel.com)>

本小文档介绍了如何使用 dmatest 模块测试 DMA 驱动程序。

注

测试套件仅适用于至少具有以下一种能力的通道：DMA\_MEMCPY（内存到内存），DMA\_MEMSET（const 到内存或内存到内存，在仿真情况下），DMA\_XOR，DMA\_PQ。

#### 第 1 部分-如何构建测试模块

菜单包含一个选项，可以按以下路径找到：

设备驱动程序-> DMA 引擎支持-> DMA 测试客户端

在配置文件中，名为 CONFIG\_DMATEST 的选项。 dmatest 可以构建为模块或内核内部。让我们考虑这些情况。

#### 第 2 部分-当 dmatest 构建为模块时

用法实例:

% modprobe dmatest timeout=2000 iterations=1 channel=dma0chan0 run=1

或:

% modprobe dmatest

% echo dma0chan0 > /sys/module/dmatest/parameters/channel

% echo 2000 > /sys/module/dmatest/parameters/timeout

% echo 1 > /sys/module/dmatest/parameters/iterations

% echo 1 > /sys/module/dmatest/parameters/run

或在内核命令行上:

dmatest.channel=dma0chan0 dmatest.timeout=2000 dmatest.iterations=1 dmatest.run=1

提示：

可用通道列表可以通过运行以下命令提取:

% ls -1 /sys/class/dma/

启动后，会发出类似于“ dmatest的消息：添加了 1 个线程使用 dma0chan0”的消息。之后只报告测试失败消息，直到测试停止。

请注意，运行新测试不会停止正在进行的任何测试。

以下命令返回测试的状态。

% cat /sys/module/dmatest/parameters/run

为了等待测试完成，用户空间可以轮询“运行”，直到其为假，或使用 wait 参数。在加载模块时指定“wait=1”会导致模块初始化暂停，直到测试运行完成，而读取 /sys/module/dmatest/parameters/wait 则等待任何正在运行的测试完成后返回。例如，以下脚本在退出之前等待 42 个测试完成。请注意，如果“iterations”设置为“ infinite”，则禁用等待。

示例:

% modprobe dmatest run=1 iterations=42 wait=1

% modprobe -r dmatest

或:

% modprobe dmatest run=1 iterations=42

% cat /sys/module/dmatest/parameters/wait

% modprobe -r dmatest

#### 第 3 部分-当内置在内核中时

提供给内核命令行的模块参数将用于执行的第一次测试。用户获得控制权后，可以使用相同或不同的参数重新运行测试。有关详细信息，请参见上面的第 2 部分-当 dmatest 构建为模块时。

在这两种情况下，模块参数被用作测试用例的实际值。您可以通过运行以下命令在运行时进行检查：

% grep -H . /sys/module/dmatest/parameters/\*

#### 第4部分-收集测试结果

测试结果以以下格式打印到内核日志缓冲区中:

"dmatest: result <channel>: <test id>: '<error msg>' with src\_off=<val> dst\_off=<val> len=<val> (<err code>)"

输出示例:

% dmesg | tail -n 1

dmatest: result dma0chan0-copy0: #1: No errors with src\_off=0x7bf dst\_off=0x8ad len=0x3fea (0)

消息格式在不同类型的错误之间统一。括号中的数字表示附加信息，例如错误代码、错误计数或状态。测试线程还在完成时发出总结行，列出执行的测试数、失败的数目和结果代码。

示例:

% dmesg | tail -n 1

dmatest: dma0chan0-copy0: summary 1 test, 0 failures 1000 iops 100000 KB/s (0)

数据不匹配错误的详细信息也会被发出，但不符合上述格式。

## PXA DMA 文档

这本书增加了一些关于PXA DMA的注释。

### [PXA/MMP - DMA 从](https://www.kernel.org/doc/html/latest/driver-api/dmaengine/pxa_dma.html)设备控制器

#### 限制

1. 传输热排队一个驱动程序提交一个传输并发出它，应该允许即使在运行的DMA通道上也排队等待传输。这意味着队列不等待前一个传输结束，并且描述符链接不仅在传输结束时由irq/tasklet代码完成。在物理上提交并发出的传输不需要等待物理传输停止和重新启动，但是在运行中的通道上提交。其他驱动程序，特别是mmp\_pdma，需要等待物理传输停止后才能重新启动新的传输。
2. 所有要求确认的转移都应该被通知发出DMA\_PREP\_INTERRUPT的任何发出的传输都应该触发回调调用。这意味着即使irq/tasklet是由tx1结束触发的，但在irq/dma tx2的时间结束，tx1->complete()和tx2->complete()也应该被调用。
3. 通道运行状态驱动程序应该能够查询通道是否运行或停止。对于多媒体案例，例如视频捕获，如果提交了一个传输，然后检查DMA通道报告“停止通道”，则在下一个“帧开始中断”之前不应发出传输，因此需要知道通道是否处于运行或停止状态。
4. 带宽保证PXA架构具有4个级别的DMA优先级:高、正常、低。高优先级的带宽是正常的两倍，正常的带宽是低优先级的两倍。驱动程序应该能够请求优先级，特别是实时的，例如pxa\_camera，带有（大的）吞吐量。

#### 设计

1. 虚拟通道与sa11x0驱动程序相同的概念，即为请求者线路分配“虚拟通道”，当传输发出时，将动态分配物理DMA通道。
2. 散列表传输的传输解剖图
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此结构指向dma->sg\_cpu。描述符使用如下：

1. desc-sg[i]：第i个描述符，将第i个sg元素传输到视频缓冲散射聚集区
2. 状态更新器将单个u32传输到已知的dma一致内存中，以留下此传输完成的痕迹。 “well known”是唯一的物理通道，这意味着阅读此值将告诉此时的最后一个已完成的传输。
3. 完成器：具有ddadr=DADDR\_STOP，dcmd=ENDIRQEN
4. 链接器：具有ddadr =下一个传输的desc-sg [0]，dcmd = 0
5. 传输热链假设正在运行的链为:
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调用dmaengine\_submit（b3）后，链接如下所示:
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如果创建new\_link时DMA通道停止，则不会重新启动。热链不会打破使用dma\_async\_issue\_pending（）确保实际启动传输的假设。

对这个规则的一种例外：

1. 如果Buffer1和Buffer2的所有地址都对齐为8个字节
2. 并且如果Buffer3至少有一个地址不是4个字节对齐的

那么热链接不能发生，因为必须停止通道，设置“对准位”，然后重新启动通道。因此，这种传输tx\_submit（）将排队在提交队列中，并且特定情况下，如果DMA已在对齐模式下运行。

4）传输完成更新器每次在通道上完成一次传输时，可能会生成中断或不生成，取决于客户的请求。但在每种情况下，传输的最后一个描述符，“状态更新器”，将把最新完成的传输写入物理通道的完成标记中。

这将加速残留计算，对于像视频缓冲区这样持有约6k个描述符或更多的大型传输非常有用。这也允许在不锁定的情况下找到运行DMA链中最新完成的传输。

5）传输完成，中断和tasklet。当完成标记为“DMA\_PREP\_INTERRUPT”的传输完成后，dma irq会被触发。在这个中断上，一个tasklet会被调度到物理通道上。

Tasklet负责：

读取物理通道的最后一个更新标记

调用所有完成的传输的传输回调函数，基于该标记和每个传输标志。

如果在进行此处理时完成了传输，则会触发DMA中断，并且将再次安排Tasklet，具有新的更新器标记。

6）残留粒度将基于描述符。已发出但尚未完成的传输将扫描其描述符，与当前运行的描述符进行比较。

7）驱动程序tx队列的最复杂情况是：

最棘手的情况是：

1. 没有“acked”传输（tx0）
2. 驱动程序提交了一个对齐的tx1，不是链式的
3. 驱动程序提交了一个对齐的tx2 => tx2冷链到tx1
4. 驱动程序发出了tx1 + tx2 =>通道在对齐模式下运行
5. 驱动程序提交了一个对齐的tx3 => tx3是热链
6. 驱动程序提交了不对齐的tx4 => tx4放在提交队列中，未链式
7. 驱动程序发出了tx4 => tx4放在发出队列中，未链式
8. 驱动程序提交了一个对齐的tx5 => tx5被放在提交队列中，未链式
9. 驱动程序提交了一个对齐的tx6 => tx6放在提交队列中，冷链到tx5

这转化为（tx4发出后）：

1. 发出队列
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1. 完成的队列：空
2. 分配队列：tx0

应该注意的是，在tx3完成后，通道将停止，并以“非对齐模式”重新启动以处理tx4。

# Linux内核SLIMbus支持

## 概述

### 什么是SLIMbus?

SLIMbus（串行低功耗互连媒体总线）是由MIPI（移动行业处理器接口）联盟开发的规范。总线使用主/从配置，并且是2线路多点实现（时钟和数据）。  
目前，SLIMbus用于应用处理器和外围组件（通常是编解码器）之间的接口。SLIMbus使用时分多路复用来容纳多个数据通道和一个控制通道。

控制通道用于各种控制功能，例如总线管理、配置和状态更新。这些消息可以是单播的（例如读/写设备特定值），也可以是多播的（例如，数据通道重新配置序列是向所有设备公布的广播消息）。数据通道用于在2个SLIMbus设备之间传输数据。数据通道使用设备上的专用端口。

## 硬件说明:

SLIMbus规范具有基于其功能的不同类型的设备分类。管理器设备负责枚举、配置和动态通道分配。每个总线都有1个活动管理器。

通用设备是提供应用功能的设备（例如编解码器）。

帧设备负责时钟总线，并在总线上传输帧同步和帧信息。

每个SLIMbus组件都有一个用于监视物理层的接口设备。

通常，每个SoC都包含一个SLIMbus组件，其中包含一个管理器、一个帧设备、一个通用设备（用于数据通道支持）和一个接口设备。外部外围SLIMbus组件通常有1个通用设备（用于功能/数据通道支持）和一个相关的接口设备。通用设备的寄存器被映射为“值元素”，以便可以使用SLIMbus控制通道交换控制/状态类型的信息进行写入/读取。如果在同一总线上有多个帧设备，则管理器设备负责选择活动帧设备以时钟总线。

根据规范，SLIMbus使用“时钟齿轮”对基于当前频率和带宽要求的功率管理进行处理。有10个时钟齿轮，每个齿轮使SLIMbus频率变为前一个齿轮的两倍。

每个设备都有一个6字节的枚举地址，并且管理器在设备在总线上报告存在后为每个设备分配一个1字节的逻辑地址。

### 软件说明:

有两种类型的SLIMbus驱动程序：

slim\_controller表示SLIMbus的“控制器”。这个驱动程序应该实现SoC需要的职责（管理器设备、关联的接口设备以监视层并报告错误、默认帧设备）。

slim\_device 表示 SLIMbus 的“通用设备/组件”，slim\_driver 应该为该 slim\_device 实现驱动程序。

### 向驱动发送的设备通知:

因为 SLIMbus 设备有报告其存在的机制，所以框架允许驱动程序在相应设备报告其在总线上存在时进行绑定。然而，可能需要先探测驱动程序，以便它能启用相应的 SLIMbus 设备（例如，对其供电和/或使其退出重置）。为了支持这种行为，框架也允许驱动程序先进行探测（例如，使用标准的DeviceTree兼容字段）。这就需要驱动程序在设备正常运行时（即报告其存在时）知道设备已经可用。因此，当设备报告存在并被控制器分配逻辑地址时，使用 device\_up 回调函数。

类似地，当 SLIMbus 设备停机时，它们会“报告不存在”。当设备报告缺席并且其逻辑地址分配被控制器无效时， 'device\_down' 回调函数会通知驱动程序。

另一个通知“boot\_device”用于在控制器重置总线时通知 slim\_driver，这个通知允许驱动程序采取必要的步骤来启动设备，以使其在总线被重置后正常运行。

### 驱动程序和控制器APIs:

#### struct slim\_eaddr

SLIMbus设备的枚举地址

**定义**

struct slim\_eaddr {

u8 instance;

u8 dev\_index;

u16 prod\_code;

u16 manf\_id;

};

**成员**

instance

实例值

dev\_index

设备索引

prod\_code

产品代码

manf\_id

设备的制造商ID

#### enum slim\_device\_status

slim设备状态

**常量**

SLIM\_DEVICE\_STATUS\_DOWN

slim设备不存在或尚未报告

SLIM\_DEVICE\_STATUS\_UP

slim设备在总线上发布

SLIM\_DEVICE\_STATUS\_RESERVED

保留供将来使用

#### struct slim\_device

Slim设备句柄

**定义**

struct slim\_device {

struct device dev;

struct slim\_eaddr e\_addr;

struct slim\_controller \*ctrl;

enum slim\_device\_status status;

u8 laddr;

bool is\_laddr\_valid;

struct list\_head stream\_list;

spinlock\_t stream\_list\_lock;

};

**成员**

dev

设备的驱动程序模型表示

e\_addr

此设备的枚举地址

ctrl

slim控制器实例

status

slim设备状态

laddr

该设备的1字节逻辑地址。

is\_laddr\_valid

如果 laddr 有效，则表示为真

stream\_list

此设备上的流列表

stream\_list\_lock

保护流列表的锁

**说明**

当向控制器注册 SLIMbus 设备时，将返回此客户端/设备句柄。客户端驱动程序使用该结构的指针作为句柄。

#### struct slim\_driver

SLIMbus“通用设备”（从设备）设备驱动程序（类似于 SPI 上的 “ spi\_device”）

**定义**

struct slim\_driver {

int (\*probe)(struct slim\_device \*sl);

void (\*remove)(struct slim\_device \*sl);

void (\*shutdown)(struct slim\_device \*sl);

int (\*device\_status)(struct slim\_device \*sl, enum slim\_device\_status s);

struct device\_driver driver;

const struct slim\_device\_id \*id\_table;

};

**成员**

probe

将此驱动程序绑定到 SLIMbus 设备

remove

从 SLIMbus 设备中取消此驱动程序的绑定

shutdown

在断电/停机期间使用的标准关机回调

device\_status

当该设备报告其存在并被分配 laddr 时，调用此回调函数；当设备报告缺席或总线关闭时，也会调用该回调函数

driver

SLIMbus设备驱动程序应该初始化此结构的名称和所有者字段

id\_table

由该驱动程序支持的SLIMbus设备列表

#### struct slim\_val\_inf

Slimbus值或信息元素

**定义**

struct slim\_val\_inf {

u16 start\_offset;

u8 num\_bytes;

u8 \*rbuf;

const u8 \*wbuf;

struct completion \*comp;

};

**成员**

start\_offset

在信息/值元素映射中指定起始偏移量

num\_bytes

高达16，这确保消息符合 SLIMbus 规范的分片大小

rbuf

读取值的缓冲区

wbuf

写入缓冲区

comp

用于异步操作的完成，仅在需要TID进行事务时有效，例如请求操作。其他事务都是同步的

#### struct slim\_stream\_config

在音频驱动程序的 hw\_params 或 prepare 调用中进行了流配置，其中它们具有有关速率、通道数量等所需信息。每个通道和端口之间具有1:1映射。

**定义**

struct slim\_stream\_config {

unsigned int rate;

unsigned int bps;

unsigned int ch\_count;

unsigned int \*chs;

unsigned long port\_mask;

int direction;

};

**成员**

rate

数据速率

bps

数据样本每位数

ch\_count

通道数

chs

通道编号列表的指针

port\_mask

用于该流的端口的端口掩码

direction

流的方向，SNDRV\_PCM\_STREAM\_PLAYBACK or SNDRV\_PCM\_STREAM\_CAPTURE.

#### module\_slim\_driver (\_\_slim\_driver)

用于注册SLIMbus驱动程序的辅助宏

**参数**

\_\_slim\_driver

slimbus\_driver结构体

**说明**

用于 SLIMbus 驱动程序，不在模块 init/exit 中进行任何特殊处理的情况。这消除了许多样板文件。每个模块只能使用此宏一次，并且调用它将替换module\_ init() 和 module\_exit()。

#### struct slim\_framer

代表 SLIMbus 成帧器。每个控制器可能有多个成帧器。有 1 个主动成帧器设备负责为总线计时。管理者负责成帧器的移交。

**定义**

struct slim\_framer {

struct device dev;

struct slim\_eaddr e\_addr;

int rootfreq;

int superfreq;

};

成员

dev

设备的驱动模型表示

e\_addr

帧枚举地址

rootfreq

帧同步器可运行的根频率。这是总线可以运行的最大频率（“时钟齿轮10”）

superfreq

每个根频率的超级帧。每个帧都是6144位。

#### struct slim\_msg\_txn

控制器要发送的消息。此结构有数据包头、有效负载和要填充的缓冲区（如果存在）。

**定义**

struct slim\_msg\_txn {

u8 rl;

u8 mt;

u8 mc;

u8 dt;

u16 ec;

u8 tid;

u8 la;

struct slim\_val\_inf \*msg;

struct completion \*comp;

};

**成员**

rl

报头字段。剩余长度

mt

报头字段。消息类型

mc

报头字段。最低有效位是消息代码，用于类型mt

dt

报头字段。目标类型

ec

元素代码。用于元素访问API

tid

事务ID。用于期望响应的消息（适用于涉及读操作的消息代码）

la

此消息要发送到的设备的逻辑地址。（当目标类型是广播时不使用）

msg

要读取/写入的元素访问消息

comp

完成时，如果读/写是同步的，则用于tid基础事务的内部使用。

#### enum slim\_clk\_state

**常量**

SLIM\_CLK\_ACTIVE

SLIMbus时钟处于活动状态

SLIM\_CLK\_ENTERING\_PAUSE

SLIMbus时钟暂停序列正在总线上发送。如果成功，状态将更改为SLIM\_CLK\_PAUSED。如果转换失败，则状态将更改回SLIM\_CLK\_ACTIVE

SLIM\_CLK\_PAUSED

SLIMbus控制器时钟已暂停

**说明**

维护当前时钟状态

#### struct slim\_sched

**定义**

struct slim\_sched {

enum slim\_clk\_state clk\_state;

struct completion pause\_comp;

struct mutex m\_reconf;

};

**成员**

clk\_state

来自枚举slim\_clk\_state的控制器时钟状态

pause\_comp

信号时钟暂停序列完成。当客户端尝试在控制器进入时钟暂停时调用SLIMbus事务时，这很有用

m\_reconf

此互斥锁被保持，直到完成当前重新配置（数据通道调度、消息带宽预留）。当保持此互斥锁时，消息API可以并行使用总线，因为在重新配置进行时，元素访问消息可以在总线上发送

#### enum slim\_port\_direction

**常量**

SLIM\_PORT\_SINK

SLIMbus端口为接收端

SLIM\_PORT\_SOURCE

SLIMbus端口是源

#### enum slim\_port\_state

**常量**

SLIM\_PORT\_DISCONNECTED

SLIMbus 端口在 DISCONNECT\_PORT 或 REMOVE\_CHANNEL 内核命令后断开连接，从未配置/配置状态进入

SLIM\_PORT\_UNCONFIGURED

SLIMbus端口处于未配置状态。从CONNECT\_SOURCE/SINK核心命令后，从断开状态进入

SLIM\_PORT\_CONFIGURED

SLIMbus端口处于配置状态。从未配置状态经过DEFINE\_CHANNEL、DEFINE\_CONTENT和ACTIVATE\_CHANNEL核心命令后进入。准备好数据传输

**描述**

根据 SLIMbus 规范 2.0

#### enum slim\_channel\_state

**常量**

SLIM\_CH\_STATE\_DISCONNECTED

SLIMbus通道已断开连接

SLIM\_CH\_STATE\_ALLOCATED

SLIMbus通道已分配

SLIM\_CH\_STATE\_ASSOCIATED

SLIMbus通道已与端口关联

SLIM\_CH\_STATE\_DEFINED

定义了SLIMbus通道参数

SLIM\_CH\_STATE\_CONTENT\_DEFINED

定义了SLIMbus通道内容

SLIM\_CH\_STATE\_ACTIVE

SLIMbus通道处于活动状态，准备好数据

SLIM\_CH\_STATE\_REMOVED

SLIMbus通道处于不活动状态并已删除

#### enum slim\_ch\_data\_fmt

**常量**

SLIM\_CH\_DATA\_FMT\_NOT\_DEFINED

未定义

SLIM\_CH\_DATA\_FMT\_LPCM\_AUDIO

LPCM音频

SLIM\_CH\_DATA\_FMT\_IEC61937\_COMP\_AUDIO

IEC61937 压缩音频

SLIM\_CH\_DATA\_FMT\_PACKED\_PDM\_AUDIO

打包的PDM音频

**说明**

SLIMbus 规范 1.01.01 表 60

#### enum slim\_ch\_aux\_bit\_fmt

**常量**

SLIM\_CH\_AUX\_FMT\_NOT\_APPLICABLE

未定义

SLIM\_CH\_AUX\_FMT\_ZCUV\_TUNNEL\_IEC60958

用于隧道IEC60958的ZCUV

SLIM\_CH\_AUX\_FMT\_USER\_DEFINED

用户定义

**说明**

SLIMbus规范2.0的第63表

#### struct slim\_channel

用于状态机的SLIMbus通道

**定义**

struct slim\_channel {

int id;

int prrate;

int seg\_dist;

enum slim\_ch\_data\_fmt data\_fmt;

enum slim\_ch\_aux\_bit\_fmt aux\_fmt;

enum slim\_channel\_state state;

};

**成员**

id

通道ID

prrate

来自SLIMbus 2.0规范第66表的通道存在率

seg\_dist

来自SLIMbus 2.0规范第20表的段分配代码

data\_fmt

通道的数据格式

aux\_fmt

此通道的辅助格式

state

通道状态机

#### struct slim\_port

SLIMbus端口

**定义**

struct slim\_port {

int id;

enum slim\_port\_direction direction;

enum slim\_port\_state state;

struct slim\_channel ch;

};

**成员**

id

端口号

direction

端口方向，源或接收端

state

端口状态机

ch

与此端口关联的通道

#### enum slim\_transport\_protocol

**常量**

SLIM\_PROTO\_ISO

等时协议，没有流控，因为数据速率匹配通道速率，流控嵌入数据中

SLIM\_PROTO\_PUSH

推送协议，包括流控，用于携带速率等于或低于通道速率的数据

SLIM\_PROTO\_PULL

拉取协议，用法与推送协议相似，但拉取是单播

SLIM\_PROTO\_LOCKED

锁定协议

SLIM\_PROTO\_ASYNC\_SMPLX

异步协议-单向

SLIM\_PROTO\_ASYNC\_HALF\_DUP

异步协议-半双工

SLIM\_PROTO\_EXT\_SMPLX

扩展异步协议-单向

SLIM\_PROTO\_EXT\_HALF\_DUP

扩展异步协议-半双工

**说明**

SLIMbus 2.0规范第47表

#### struct slim\_stream\_runtime

SLIMbus流运行时实例

**定义**

struct slim\_stream\_runtime {

const char \*name;

struct slim\_device \*dev;

int direction;

enum slim\_transport\_protocol prot;

unsigned int rate;

unsigned int bps;

unsigned int ratem;

int num\_ports;

struct slim\_port \*ports;

struct list\_head node;

};

**成员**

name

流的名称

dev

与此流关联的SLIM设备实例

direction

流的方向

prot

在此流中使用的传输协议

rate

样本的数据率 \*

bps

每个样本的位数

ratem

速率乘数，即超帧速率/数据速率

num\_ports

端口数量

ports

指向端口实例的指针

node

与slim设备关联的流的列表头

#### struct slim\_controller

控制SLIM总线的每个实例（类似于SPI上的“主”）

**定义**

struct slim\_controller {

struct device \*dev;

unsigned int id;

char name[SLIMBUS\_NAME\_SIZE];

int min\_cg;

int max\_cg;

int clkgear;

struct ida laddr\_ida;

struct slim\_framer \*a\_framer;

struct mutex lock;

struct list\_head devices;

struct idr tid\_idr;

spinlock\_t txn\_lock;

struct slim\_sched sched;

int (\*xfer\_msg)(struct slim\_controller \*ctrl, struct slim\_msg\_txn \*tx);

int (\*set\_laddr)(struct slim\_controller \*ctrl, struct slim\_eaddr \*ea, u8 laddr);

int (\*get\_laddr)(struct slim\_controller \*ctrl, struct slim\_eaddr \*ea, u8 \*laddr);

int (\*enable\_stream)(struct slim\_stream\_runtime \*rt);

int (\*disable\_stream)(struct slim\_stream\_runtime \*rt);

int (\*wakeup)(struct slim\_controller \*ctrl);

};

**成员**

dev

驱动程序的设备接口

id

此控制器/总线的特定板号标识符

name

此控制器的名称

min\_cg

此控制器支持的最小时钟档位（默认值：1）

max\_cg

此控制器支持的最大时钟档位（默认值：10）

clkgear

此总线正在运行的当前时钟档位

laddr\_ida

逻辑地址ID分配器

a\_framer

正在运行管理此控制器的总线时钟的活动框架

lock

保护控制器数据结构的互斥量

devices

Slim设备列表

tid\_idr

tid id分配器

txn\_lock

保护事务表的锁定

sched

控制器使用的调度器结构

xfer\_msg

在此控制器上传输消息（这可以是像数据信道设置那样的广播控制/状态消息，也可以是像值元素读取/写入那样的单播消息

set\_laddr

设置逻辑地址（laddr）以与元素地址（e\_addr）匹配的从设备。实现控制器驱动程序将会期望向此设备发送单播消息，并与其逻辑地址进行通讯

get\_laddr

在某些情况下（例如，当主设备在远程处理器端时），可能需要控制器设置固定的逻辑地址表，可以使用get\_laddr进行分配。当控制器需要分配逻辑地址时，可以使用此表进行控制。此用例是由在远程处理器端的主设备负责分配逻辑地址

enable\_stream

此函数指针实现了控制器特定的启用流程

disable\_stream

此函数指针实现了控制器特定的禁用流程

wakeup

此函数指针实现了控制器特定的唤醒过程。框架将调用此函数，以从时钟暂停中将控制器唤醒

**说明**

“管理器设备”负责设备管理、带宽分配、通道设置和每个通道的端口关联。设备管理意味着基于设备的枚举（报告-存在或报告-不存在）进行逻辑地址分配/删除。带宽分配由管理器根据总线上活动通道和SLIM总线设备发出的消息带宽请求动态完成。根据当前带宽使用情况，管理器选择一个频率来运行总线（按照“时钟档位”步骤，从1到10，每个时钟档位表示前一个档位的两倍频率）。管理器还负责进入（和退出）低功耗模式（称为“时钟暂停”）。如果总线上有多个帧同步器，且某个用例需要使用特定的帧同步器以避免保持先前的帧同步器开启，则管理器可以执行帧同步器的交接。

控制器在此处执行管理员设备和“接口设备”的职责。接口设备负责监视总线并报告信息，如丢失同步和数据时隙冲突。

#### int slim\_unregister\_controller(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl)

控制器拆卸

**参数**

struct slim\_controller \*ctrl

需要拆卸的控制器

#### void slim\_report\_absent(struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*sbdev)

当设备报告不存在时，或者当无法与设备通信时，控制器调用此函数

**参数**

struct slim\_device \*sbdev

设备无法连接或发送的报告不存在

#### struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*slim\_get\_device(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, struct [slim\_eaddr](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_eaddr" \o "slim_eaddr) \*e\_addr)

获取设备的句柄

**参数**

struct slim\_controller \*ctrl

将在其上添加/查询此设备的控制器

struct slim\_eaddr \*e\_addr

要查询的设备的枚举地址

**返回**

如果设备已经报告，则返回指向设备的指针。如果尚未枚举设备，则创建一个新设备并返回指向该设备的指针

#### struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*of\_slim\_get\_device(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, struct device\_node \*np)

使用dt节点获取设备的句柄

**参数**

struct slim\_controller \*ctrl

将在其上添加/查询此设备的控制器

struct device\_node \*np

设备的节点指针

**返回**

如果设备已经报告，则返回指向设备的指针。如果尚未枚举设备，则创建一个新设备并返回指向该设备的指针

#### int slim\_device\_report\_present(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, struct [slim\_eaddr](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_eaddr" \o "slim_eaddr) \*e\_addr, u8 \*laddr)

报告已经枚举的设备

**参数**

struct slim\_controller \*ctrl

枚举设备的控制器

struct slim\_eaddr \*e\_addr

设备的枚举地址

u8 \*laddr

返回逻辑地址（如果有效标志为假）

**说明**

在响应REPORT\_PRESENT时，由控制器调用。框架将为此枚举地址分配逻辑地址。函数返回-EXFULL，表示所有逻辑地址已被占用

#### int slim\_get\_logical\_addr(struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*sbdev)

获取/分配一个SLIM总线设备的逻辑地址

**参数**

struct slim\_device \*sbdev

请求地址的客户端句柄

**返回**

如果逻辑地址有效或已分配新的逻辑地址，则为零。如果出现错误，则返回错误代码

### 时钟暂停:

SLIM总线规定，在总线进入低功耗模式之前，必须向总线上的所有活动设备广播重新配置序列（称为时钟暂停）。当控制器决定进入低功耗模式时，控制器使用此序列，以便关闭相应的时钟和/或电源电路以节省电能。通过唤醒帧设备（如果控制器驱动程序启动退出低功耗模式），或者切换数据线（如果从设备想要启动它），可以退出时钟暂停。

### 时钟暂停 APIs:

#### int slim\_ctrl\_clk\_pause(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, bool wakeup, u8 restart)

由SLIM总线控制器调用以进入/退出“时钟暂停”

**参数**

struct slim\_controller \*ctrl

请求暂停或唤醒总线的控制器

bool wakeup

唤醒此控制器退出时钟暂停

u8 restart

根据规范使用的重新启动时间值，用于时钟暂停。当要唤醒控制器时，该值不被使用

**说明**

Slimbus规范需要这个序列来关闭总线上的时钟。序列涉及发送3个广播消息（重新配置序列）以通知总线上的所有设备。要退出时钟暂停，控制器通常会唤醒活动帧设备。如果wakeup为false，则此API执行时钟暂停重新配置序列。如果wakeup为true，则调用控制器的wakeup。如果有待处理的消息txn，则返回-EBUSY以进入时钟暂停。

### 消息:

框架支持regmap和读/写api以交换与SLIM总线设备的控制信息。API可以是同步或异步的。头文件<linux/slimbus.h>有关于消息API的更多文档。

### 消息传递APIs:

#### void slim\_msg\_response(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, u8 \*reply, u8 tid, u8 len)

将从设备收到的消息响应传递给框架

**参数**

struct slim\_controller \*ctrl

控制器句柄

u8 \*reply

从设备收到的回复

u8 tid

与之相关的框架可以关联回复的事务ID

u8 len

回复的长度

**说明**

由控制器呼叫，以通知框架收到的响应。这有助于使API异步，控制器驱动程序不需要管理除框架映射TID与缓冲区之外的其他表

#### int slim\_alloc\_txn\_tid(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, struct [slim\_msg\_txn](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_msg_txn" \o "slim_msg_txn) \*txn)

为txn分配一个tid

**参数**

struct slim\_controller \*ctrl

控制器句柄

struct slim\_msg\_txn \*txn

要分配tid的事务

**返回**

成功时为零，具有有效txn->tid，失败时为错误代码

#### void slim\_free\_txn\_tid(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, struct [slim\_msg\_txn](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_msg_txn" \o "slim_msg_txn) \*txn)

释放txn的tid

**参数**

struct slim\_controller \*ctrl

控制器句柄

struct slim\_msg\_txn \*txn

应释放其tid的事务

#### int slim\_do\_transfer(struct [slim\_controller](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_controller" \o "slim_controller) \*ctrl, struct [slim\_msg\_txn](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_msg_txn" \o "slim_msg_txn) \*txn)

处理一个SLIM总线消息传递事务

**参数**

struct slim\_controller \*ctrl

控制器句柄

struct slim\_msg\_txn \*txn

要通过SLIMbus发送的事务

**说明**

由控制器呼叫以传输不涉及接口/值元素的消息事务（例如，传输消息以为从设备分配逻辑地址）

**返回**

-ETIMEDOUT: 如果此消息的传输超时（例如，由于总线线路未被控制器时钟或驱动程序驱动）

#### int slim\_xfer\_msg(struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*sbdev, struct [slim\_val\_inf](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_val_inf" \o "slim_val_inf) \*msg, u8 mc)

在slim设备上传输价值信息消息

**参数**

struct slim\_device \*sbdev

要将此消息传输到的Slim设备

struct slim\_val\_inf \*msg

值信息消息指针

u8 mc

消息的消息代码

**说明**

由想要传输值或信息元素的驱动程序调用

**返回**

-ETIMEDOUT: 如果此消息的传输超时

#### int slim\_read(struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*sdev, u32 addr, size\_t count, u8 \*val)

读取SLIM总线值元素

**参数**

struct slim\_device \*sdev

客户端句柄

u32 addr

要读取的值元素的地址

size\_t count

要读取的字节数。允许的最大字节数为16

u8 \*val

将返回价值元素的值

**返回**

对于无效参数，返回-EINVAL，如果传输此消息超时，则返回-ETIMEDOUT（例如，由于总线线路未被控制器时钟或驱动程序驱动）

#### int slim\_readb(struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*sdev, u32 addr)

从SLIM值元素中读取一个字节

**参数**

struct slim\_device \*sdev

客户端句柄

u32 addr

要读取的值元素中的地址

**返回**

值元素的字节值

#### int slim\_write(struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*sdev, u32 addr, size\_t count, u8 \*val)

Write SLIMbus value element

**参数**

struct slim\_device \*sdev

客户端句柄

u32 addr

要写入的值元素中的地址

size\_t count

要写入的字节数。最大允许字节数为16

u8 \*val

要写入值元素的值

**返回**

-EINVAL表示参数无效，-ETIMEDOUT表示传输此消息超时（例如，由于总线线路未被控制器时钟或驱动而超时)

#### int slim\_writeb(struct [slim\_device](https://www.kernel.org/doc/html/latest/driver-api/slimbus.html" \l "c.slim_device" \o "slim_device) \*sdev, u32 addr, u8 value)

向SLIMbus值元素写入字节

**参数**

struct slim\_device \*sdev

客户端句柄

u32 addr

要写入值元素的地址

u8 value

要写入值元素的值

**返回**

-EINVAL表示参数无效，-ETIMEDOUT表示传输此消息超时（例如，由于总线线路未被控制器时钟或驱动而超时)

### 流APIs

# SoundWire文档

## SoundWire子系统概述

SoundWire是由MIPI联盟于2015年批准的一种新接口。SoundWire用于传输通常与音频功能相关的数据。 SoundWire接口经过优化，可将音频设备集成到移动或移动启发式系统中。

SoundWire是一种具有数据和时钟线的2引脚多点接口。它便于开发低成本，高效，高性能的系统。 SoundWire接口的广泛关键特征包括：

1. 通过单个双针接口传输所有有效负载数据通道，控制信息和设置命令。
2. 通过使用DDR（双数据速率）数据传输降低时钟频率，从而降低功耗。
3. 时钟缩放和可选的多个数据通道可为系统提供广泛的数据速率灵活性
4. 设备状态监视，包括向主控制器发送中断样式警报。

SoundWire协议支持最多11个从接口。所有接口共享包含数据和时钟线的公共总线。每个从站最多支持14个数据端口。 13个数据端口专用于音频传输。 Data Port0专用于传输批量控制信息，每个音频数据端口（1..14）都可以支持最多8个通道在发送或接收模式下（通常是固定方向，但由规范启用可配置方向）。由于带宽限制在约19.2..24.576Mbits / s，因此无法同时传输11 \* 13 \* 8个通道。下图显示了SoundWire主控和两个从设备之间的连接示例。

![](data:image/png;base64,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)

### 术语

MIPI SoundWire规范使用术语“设备”来指称主控制器或从接口，这显然会令人困惑。在本概述和代码中，我们仅使用术语接口来指代硬件。我们按照Linux设备模型，将连接在总线上的每个从接口映射为由特定驱动程序管理的设备。 Linux SoundWire子系统提供了一个框架，以实现具有API的SoundWire从驱动程序，允许第三方供应商启用实现定义的功能，而通用的设置/配置任务由总线处理。

总线：实现处理SoundWire协议的SoundWire Linux总线。编程所有MIPI定义的从站寄存器。代表SoundWire主控。系统中可以存在多个总线实例。

从站slave：注册为SoundWire从设备（Linux设备）。多个从站设备可以注册到总线实例。

从站驱动程序Slave driver：控制从站设备的驱动程序。总线直接控制MIPI指定的寄存器（并通过主控驱动程序/接口传输）。任何实现定义的从站寄存器由从站驱动程序控制。实际上，预计从站驱动程序依赖于regmap并且不请求直接寄存器访问。

### 编程接口（SoundWire主控接口驱动程序）

SoundWire总线支持SoundWire主控实现和SoundWire从设备的编程接口。所有代码使用SoC设计人员和第三方供应商通常使用的“sdw”前缀。

每个SoundWire主控接口都需要注册到总线上。总线实现API以读取标准主控MIPI属性，并为主控操作提供回调以实现其自己的提供功能信息的功能。目前尚未实现DT支持，但应该很容易添加，因为设备\_property\_ API启用了功能。

根据板文件，DT或ACPI注册主控接口以及主控接口功能。

以下是用于注册SoundWire总线的总线API:

int sdw\_add\_bus\_master(struct sdw\_bus \*bus){

if (!bus->dev)

return -ENODEV;

mutex\_init(&bus->lock);

INIT\_LIST\_HEAD(&bus->slaves);

/\* Check ACPI for Slave devices \*/

sdw\_acpi\_find\_slaves(bus);

/\* Check DT for Slave devices \*/

sdw\_of\_find\_slaves(bus);

return 0;

}

这将初始化sdw\_bus对象的主设备。提供“sdw\_master\_ops”和“sdw\_master\_port\_ops”回调函数以处理总线。

“sdw\_master\_ops”用于以硬件特定的方式控制总线。它包括总线控制函数，如在总线上传递SoundWire读/写消息，设置时钟频率和流同步点（SSP）。 “sdw\_master\_ops”结构在总线中抽象了主节点的硬件细节。

“sdw\_master\_port\_ops”用于设置主接口端口的端口参数。由MIPI规范未定义主接口端口寄存器映射，因此总线调用“sdw\_master\_port\_ops”回调函数进行端口操作，如“Port Prepare”，“Port Transport params set”，“Port enable and disable”等。然后主驱动程序的实现可以执行硬件特定的配置。

### 编程接口（SoundWire从驱动程序）

MIPI规范要求每个Slave接口公开存储在6个只读dev\_id寄存器中的唯一48位标识符。此dev\_id标识符包含供应商和零件信息，以及使其与相同组件区分开的字段。另外，一个类字段目前未使用。从驱动程序写入特定供应商和部件标识符，总线根据这两个标识符枚举从设备。基于这两个标识符的设备和驱动程序匹配。在成功匹配设备和驱动程序ID之间，总线会调用从驱动程序的Probe。主/从设备之间强制执行父/子关系（逻辑表示与物理连通性对齐）。

主/ 从依赖关系的信息存储在平台数据，板文件，ACPI或DT中。MIPI软件规范为具有多个主接口的控制器定义了其他link\_id参数。在链路范围内，dev\_id寄存器仅是唯一的，并且link\_id在控制器范围内是唯一的。dev\_id和link\_id在系统级别上不一定是唯一的，但父/子信息用于避免歧义。

static const struct sdw\_device\_id slave\_id[] = {

SDW\_SLAVE\_ENTRY(0x025d, 0x700, 0),

{},

};

MODULE\_DEVICE\_TABLE(sdw, slave\_id);

static struct sdw\_driver slave\_sdw\_driver = {

.driver = {

.name = "slave\_xxx",

.pm = &slave\_runtime\_pm,

},

.probe = slave\_sdw\_probe,

.remove = slave\_sdw\_remove,

.ops = &slave\_slave\_ops,

.id\_table = slave\_id,

};

对于功能，总线实现了API来读取标准Slave MIPI属性，并在从操作中提供回调以使Slave驱动程序实现自己的提供功能信息的功能。总线需要知道一组从能力来程序从寄存器并控制总线重新配置。

### 未来要做的改进

批量寄存器访问（BRA）传输。

多数据通道支持。

### 链接

SoundWire MIPI规范1.1可在以下位置找到：<https://members.mipi.org/wg/All-Members/document/70290>

SoundWire MIPI DisCo（发现和配置）规范可在以下位置找到：<https://www.mipi.org/specifications/mipi-disco-soundwire（注册后可公开访问或MIPI成员可直接访问）>

MIPI 联盟制造商ID页面：mid.mipi.org

## SoundWire中的音频流

音频流是在之间创建的逻辑或虚拟连接

1. 系统内存缓冲区和编解码器之间
2. DSP内存缓冲区和编解码器之间
3. FIFO和编解码器之间
4. 编解码器和编解码器之间

通常通过数据链路驱动的DMA通道，音频流包含一个或多个数据通道。流中的所有通道必须具有相同的采样率和相同的采样大小的数据通道。假设使用SoundWire接口打开带有两个通道（左和右）的流。下面是在SoundWire中表示流的一些方式。

内存中的样本流（系统存储器，DSP存储器或FIFO）

-------------------------

| L | R | L | R | L | R |

-------------------------

示例1：使用单个端口从主设备呈现带有L和R通道的立体声流到从设备。![](data:image/png;base64,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)
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示例3：由主节点呈现带有L和R通道的立体声流。每个L和R通道由两个不同的从设备接收。主设备和两个从设备都使用单个端口。
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示例4：由主节点呈现带有L和R通道的立体声流。两个L和R通道都由两个不同的从设备接收。主设备和两个从设备都使用单个处理L + R的端口。每个从设备基于静态配置或动态方向通常会在本地处理L + R数据并驱动一个或多个扬声器。
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### SoundWire流管理流程

#### 流定义

当前流：这被分类为必须执行操作的流，如准备，启用，禁用，取消准备等

活动流：这被分类为除当前流之外已经在总线上活动的流。可以在总线上有多个活动流。

SoundWire总线管理SoundWire总线上每个渲染/捕获流的流操作。本部分解释了总线为总线上分配/释放的每个流执行的操作。以下是总线为每个音频流维护的流状态。

#### SoundWire流状态

以下显示了SoundWire流状态和状态转换图。
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注意：规范支持准备和去准备之间的状态转换，但在软件（子系统）中不支持。

注意2：流状态转换检查需要由调用框架（例如ALSA / ASoC）处理。 SoundWire子系统中不存在流转换的检查。

#### 流状态操作

以下部分解释总线在主从上执行的操作，作为流状态转换的一部分。

#### SDW\_STREAM\_**A**LLOCATED

流的分配状态。这是流的入口状态。进入此状态之前执行以下操作：

1. 为流分配流运行时。该流运行时用作对流执行的所有操作的参考。
2. 分配并初始化保存流运行时信息所需的资源。其中包含所有与流相关的信息，例如流类型（PCM / PDM）和参数，与流关联的主和从接口，流状态等。

完成上述所有操作后，将流状态设置为SDW\_STREAM\_ALLOCATED。

总线为分配流实现以下API，需要针对每个流调用一次。从ASoC DPCM框架来看，此流状态可能与.startup（）操作关联。

int sdw\_alloc\_stream(char \* stream\_name);

#### SDW\_STREAM\_CONFIGURED

流的配置状态。在进入此状态之前执行以下操作：

1. 在SDW\_STREAM\_ALLOCATED状态下为流信息分配的资源在此处得到更新。这包括与当前流相关的流参数、主、从运行时信息。
2. 所有与当前流相关的主和从提供端口信息给总线，其中包括主和从为当前流分配的端口号及其通道掩码。

完成所有上述操作后，将流状态设置为SDW\_STREAM\_CONFIGURED。

总线为CONFIG状态实现以下API，这些API需要由与流相关的相应主和从调用，且只能由相应的主和从调用一次。从ASoC DPCM框架来看，此流状态与.hw\_params（）操作相关联

int sdw\_stream\_add\_master(struct sdw\_bus \* bus,

struct sdw\_stream\_config \* stream\_config,

struct sdw\_ports\_config \* ports\_config,

struct sdw\_stream\_runtime \* stream);

int sdw\_stream\_add\_slave(struct sdw\_slave \* slave,

struct sdw\_stream\_config \* stream\_config,

struct sdw\_ports\_config \* ports\_config,

struct sdw\_stream\_runtime \* stream);

#### SDW\_STREAM\_PREPARED

流的准备状态。在进入此状态之前执行以下操作：

1. 带宽、帧形状、时钟频率等总线参数是根据当前流和已经在总线上活动的流计算的。需要重新计算以适应总线上的当前流。
2. 基于步骤1中计算的帧形状和时钟频率，为当前流和已经激活的所有流计算所有主从端口的传输和端口参数。
3. 将计算的总线和传输参数编程到主和从寄存器中。banked寄存器编程是在备用bank（当前未使用的bank）上完成的。在备用bank上启用已经激活的流的端口。这样做是为了不干扰已经激活的流。
4. 一旦所有值都被编程，总线启动切换到备用bank，其中所有新编程的值发挥作用。
5. 通过编程PrepareCtrl寄存器准备当前流的主从端口。

完成所有上述操作后，将流状态设置为SDW\_STREAM\_PREPARED。

总线为PREPARE状态实现以下API，需要针对每个流调用一次。从ASoC DPCM框架来看，此流状态与.prepare（）操作相关联。

int sdw\_prepare\_stream(struct sdw\_stream\_runtime \* stream);

#### SDW\_STREAM\_ENABLED

流的启用状态。在进入此状态时，数据端口被启用。在进入此状态之前执行以下操作：

1. 将在SDW\_STREAM\_PREPARED状态下计算的所有值编进备用bank（当前未使用的bank）中。它包括对已经激活的流的编程。
2. 通过对ChannelEn寄存器编程，在备用bank（当前未使用的bank）上启用当前流的所有主从端口。
3. 一旦所有值都被编程，总线启动切换到备用bank，其中所有新编程的值发挥作用，并启用与当前流相关联的端口。

在以上所有操作都成功之后，流状态被设置为SDW\_STREAM\_ENABLED

总线为ENABLE状态实现以下的API，需要每个流调用一次。根据ASoC DPCM框架来看，这个流状态与.trigger()的启动操作相关联。

int sdw\_enable\_stream(struct sdw\_stream\_runtime \* stream);

#### SDW\_STREAM\_DISABLED

流的禁用状态。离开这个状态后数据端口将被禁用。进入该状态前执行以下操作：

1. 通过编程通道（ChannelEn）寄存器，当前流的主、从端口上在备用bank(当前未使用的bank)上禁用。
2. 将总线和活动流的当前配置编程到备用bank(当前未使用的bank)。
3. 编程完所有值后，总线启动切换到备用bank，在那里所有新编程的值生效，并且与当前流相关的端口将被禁用。

在所有以上操作都成功之后，流状态被设置为SDW\_STREAM\_DISABLED。

总线实现以下API用于DISABLED状态，需要每个流调用一次。根据ASoC DPCM框架，这个流状态与.trigger()的停止操作相关联。

int sdw\_disable\_stream(struct sdw\_stream\_runtime \* stream);

#### SDW\_STREAM\_DEPREPARED

流的取消准备状态。进入该状态前执行以下操作：

1. 通过编程准备控制寄存器取消当前流的所有主、从端口的准备。
2. 将当前流的有效载荷带宽从总线的总带宽要求中减少，并通过执行bank切换等操作来计算和应用新参数。

在所有以上操作都成功之后，流状态被设置为SDW\_STREAM\_DEPREPARED。

总线实现以下API用于DEPREPARED状态，需要每个流调用一次。根据ASoC DPCM框架，这个流状态与.trigger()的停止操作相关联。

int sdw\_deprepare\_stream(struct sdw\_stream\_runtime \* stream);

#### SDW\_STREAM\_RELEASED

流的释放状态。进入该状态前执行以下操作：

1. 释放与当前流相关联的所有主、从端口的端口资源。
2. 释放与当前流相关联的所有主、从控运行时资源。
3. 释放与当前流相关联的流运行时资源。

在所有以上操作都成功之后，流状态被设置为SDW\_STREAM\_RELEASED。

总线实现以下API用于RELEASE状态，所有与流相关联的主、从控都需要调用此API。根据ASoC DPCM框架，这个流状态与.hw\_free()操作相关联。

int sdw\_stream\_remove\_master(struct sdw\_bus \* bus,

struct sdw\_stream\_runtime \* stream);

int sdw\_stream\_remove\_slave(struct sdw\_slave \* slave,

struct sdw\_stream\_runtime \* stream);

.shutdown（）ASoC DPCM操作在总线API下面调用，以释放分配为ALLOCATED状态的一部分的流。

在.shutdown()中维护流状态的数据结构将被释放。

void sdw\_release\_stream(struct sdw\_stream\_runtime \* stream);

#### 不支持

具有多个通道支持的单个端口不支持在两个流之间或跨流之间使用。例如，具有4个通道的端口不能用于处理2个独立的立体声流，即使在SoundWire理论上是可能的。

## SoundWire 错误处理

SoundWire物理层经过精心设计，总线上的错误很少发生，如果发生错误，应该限制在单个位错误范围内。这种设计的例子可以在同步机制(两次错误后同步丢失)以及用于批量寄存器访问的短CRC中找到。

错误可以通过多种机制检测到：

1. 总线冲突或奇偶校验错误：该机制依赖于独立于有效载荷和用法的低级别检测器，并且涵盖控制和音频数据。当前实现仅记录此类错误。改进可以是使整个编程序列无效并从已知位置重新启动。在控制/命令序列以外发生这样的错误时，SoundWire协议不支持音频数据的掩盖或恢复，错误的位置也会影响其可听性(PCM中最高有效位将更受影响)，并且在检测到一定数量的这样的错误之后，总线可能会被重置。请注意，由于编程错误(两个流使用相同的位插槽)或在发送/接收转换期间的电气问题引起的总线冲突无法区分，虽然在启用音频的情况下发生反复的总线冲突是总线分配问题的指示。中断机制也可以帮助识别检测到总线冲突或奇偶校验错误的从控，但它们可能不负责错误，因此单独重置它们并不是可行的恢复策略。
2. 命令状态：每个命令都与一个状态相关联，该状态仅涵盖设备之间的数据传输。应答状态表示命令已收到，并将在当前帧结束时执行。NAK表示命令有错误，并且不会被执行。在出现错误编程(发送到不存在的从控或未实现的寄存器)或电气问题的情况下，没有响应表明该命令被忽略了。一些主控实现允许多次重传命令。如果重传失败，回溯并重新启动整个编程序列可能是一种解决方案。或者，一些实现可能直接发出总线复位并重新枚举所有设备。
3. 超时：在一些情况下（如通道准备或时钟停止准备），总线驱动程序应该轮询一个寄存器字段，直到其过渡到零的未完成值。MIPI SoundWire 1.1 规范没有定义超时，但 MIPI SoundWire DisCo 文档为超时提出了建议。如果这样的配置不能完成，驱动程序将返回 -ETIMEOUT。这些超时是故障从设备的标志，并且可能无法恢复。

在全局重新配置序列期间出现的错误非常难以处理：

BankSwitch：在发出 BankSwitch 的最后一个命令期间出现错误很难回溯。在单个段设置中重新传输银行切换命令可能是可能的，但是当启用多个总线段（具有帧重新配置等副作用的命令会在不同的时间处理）时，这可能会导致同步问题。全局硬重置可能是最佳解决方案。

请注意，SoundWire 不提供检测在有效寄存器中写入非法值的机制。在某些情况下，标准甚至提到从设备可能以实现定义的方式行为。总线实现不提供此类错误的恢复机制，从设备或主驱动程序实现者负责在有效寄存器中编写有效值，并在需要时实现其他范围检查。

## SoundWire锁

本文档解释了 SoundWire总线的锁机制。总线使用以下锁以避免在共享资源上的总线操作中出现竞争条件。

1. 总线锁
2. 消息锁

### 总线锁

SoundWire 总线锁是一个互斥锁，并且是总线数据结构（sdw\_bus）的一部分，它用于每个总线实例。该锁用于序列化 SoundWire 总线实例中的以下操作。

1. 增加和删除从设备，更改从设备状态
2. 准备、启用、禁用和清除流操作。
3. 访问流数据结构。

### 消息锁

SoundWire 消息传输锁。该互斥体是总线数据结构（sdw\_bus）的一部分。该锁用于序列化 SoundWire 总线实例中的消息传输（读/写）。

下面的例子显示如何获取锁。

#### 示例1

消息传输。

1. 对于每个消息传输：
2. 获取消息锁。
3. 将消息（读/写）传输到 从1 或在bank切换的情况下在总线上广播消息。
4. 释放消息锁。
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#### 示例2

准备操作。

1. 获取与主机1关联的总线实例的锁。
2. 对于准备操作中的每个消息传输。
3. 获取消息锁。
4. 将消息（读/写）传输到 从1 或在bank切换的情况下在总线上广播消息。
5. 释放消息锁。
6. 释放与主机1关联的总线实例的锁。
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# FPGA子系统

## 介绍

FPGA 子系统支持在 Linux 下动态重新编程 FPGA。FPGA 子系统的一些核心意图是：

FPGA 子系统不受供应商限制。

FPGA 子系统将上层（用户空间接口和枚举）与具有编程特定 FPGA 知识的下层分开。

代码不应在上下层之间共享。这应该是理所当然的。如果似乎有必要这样做，那么可能会添加一些框架功能，这将使其他用户受益。编写 Linux-fpga 邮件列表和维护者，并寻求扩展框架以进行广泛重用的解决方案。

一般而言，在添加代码时，请考虑未来。计划重用。

内核中的框架分为:

### FPGA管理器

如果您正在添加新的 FPGA 或新的 FPGA 编程方法，则适用于此子系统。低级 FPGA 管理器驱动程序包含如何编程特定设备的知识。该子系统包括 fpga-mgr.c 中的框架和向其注册的低级驱动程序。

### FPGA桥

FPGA 桥可防止在编程期间从 FPGA 或 FPGA 的某个区域发送杂波信号。在编程开始之前禁用它们，之后重新启用。FPGA 桥可能是实际的硬件，用于将总线连接到 CPU，或者是 FPGA 结构中围绕FPGA部分重新配置区域的软“冻结”桥。该子系统包括 fpga-bridge.C 和向其注册的低级驱动程序。

### FPGA区域

如果您要向 FPGA 框架添加新接口，请将其添加到 FPGA 区域顶部，以允许最大程度地重用您的接口。

FPGA 区域框架（fpga-region.c）将管理器和桥关联为可重新配置的区域。该区域可以指整个 FPGA 全面重新配置区域，也可以指部分重新配置区域。  
设备树 FPGA 区域支持（of-fpga-region.c）在应用设备树叠加时处理对 FPGA的重新编程。

## FPGA管理器

### 概述

FPGA 管理器核心提供了一组功能，用于使用映像编程 FPGA。API 是跨制造商的。所有制造商的特性被隐藏到低级别驱动程序中，该驱动程序在核心中注册一组操作。FPGA 映像数据本身是制造商特定的，但对于我们的目的而言，它只是二进制数据。FPGA 管理器核心不会解析它。

要编写程序的 FPGA 映像可以是散点收集列表、单个连续缓冲区或固件文件。因为应该避免为缓冲区分配连续的内核内存，因此鼓励用户使用散点收集列表。

编程映像的详细信息以结构体（struct fpga\_image\_info）呈现。该结构包含诸如 FPGA 映像的指针以及映像特定的详细信息，例如映像是为完全重新配置还是部分重新配置而构建的。

### 如何支持新的 FPGA 设备

要添加另一个 FPGA 管理器，请编写一个实现一组操作的驱动程序。探测函数调用 fpga\_mgr\_register()，例如:

static const struct fpga\_manager\_ops socfpga\_fpga\_ops = {

.write\_init = socfpga\_fpga\_ops\_configure\_init,

.write = socfpga\_fpga\_ops\_configure\_write,

.write\_complete = socfpga\_fpga\_ops\_configure\_complete,

.state = socfpga\_fpga\_ops\_state,

};

static int socfpga\_fpga\_probe(struct platform\_device \*pdev)

{

struct device \*dev = &pdev->dev;

struct socfpga\_fpga\_priv \*priv;

struct fpga\_manager \*mgr;

int ret;

priv = devm\_kzalloc(dev, sizeof(\*priv), GFP\_KERNEL);

if (!priv)

return -ENOMEM;

/\*

\* do ioremaps, get interrupts, etc. and save

\* them in priv

\*/

mgr = fpga\_mgr\_create(dev, "Altera SOCFPGA FPGA Manager",

&socfpga\_fpga\_ops, priv);

if (!mgr)

return -ENOMEM;

platform\_set\_drvdata(pdev, mgr);

ret = fpga\_mgr\_register(mgr);

if (ret)

fpga\_mgr\_free(mgr);

return ret;

}

static int socfpga\_fpga\_remove(struct platform\_device \*pdev)

{

struct fpga\_manager \*mgr = platform\_get\_drvdata(pdev);

fpga\_mgr\_unregister(mgr);

return 0;

}

ops 将实现为该特定 FPGA 执行编程序列所需的任何设备特定寄存器写入。这些 ops 成功返回 0，否则返回负错误代码。

编程序列为::

.write\_init

.write 或 .write\_sg (可能会被调用一次或多次)

.write\_complete

.write\_init 函数将准备 FPGA 接收映像数据。传递到 .write\_init 的缓冲区至少为 info->header\_size 字节长。如果整个比特流不可用，则核心代码会在开始之前至少缓存这么多。

.write 函数将缓冲区写入 FPGA。缓冲区可以包含整个 FPGA 映像或是 FPGA 映像的较小块。在后一种情况下，此函数将被多次调用以用于连续块的后续块。此接口适用 于PIO 的驱动程序。

write\_sg 版本的行为与 .write 相同，只是输入为 sg\_table 散点收集列表。此接口适用 于 DMA 的驱动程序。

在写入所有映像后调用 .write\_complete 函数，使 FPGA 进入工作模式  
ops包括一个 .state 函数，该函数将确定 FPGA 所处的状态并返回类型为 enum fpga\_mgr\_states 的代码。它不会导致状态发生变化。

### 如何将映像缓冲区编写到受支持的 FPGA

一些示例代码：

#include <linux/fpga/fpga-mgr.h>

struct fpga\_manager \*mgr;

struct fpga\_image\_info \*info;

int ret;

/\*

\* Get a reference to FPGA manager. The manager is not locked, so you can

\* hold onto this reference without it preventing programming.

\*

\* This example uses the device node of the manager. Alternatively, use

\* fpga\_mgr\_get(dev) instead if you have the device.

\*/

mgr = of\_fpga\_mgr\_get(mgr\_node);

/\* struct with information about the FPGA image to program. \*/

info = fpga\_image\_info\_alloc(dev);

/\* flags indicates whether to do full or partial reconfiguration \*/

info->flags = FPGA\_MGR\_PARTIAL\_RECONFIG;

/\*

\* At this point, indicate where the image is. This is pseudo-code; you're

\* going to use one of these three.

\*/

if (image is in a scatter gather table) {

info->sgt = [your scatter gather table]

} else if (image is in a buffer) {

info->buf = [your image buffer]

info->count = [image buffer size]

} else if (image is in a firmware file) {

info->firmware\_name = devm\_kstrdup(dev, firmware\_name, GFP\_KERNEL);

}

/\* Get exclusive control of FPGA manager \*/

ret = fpga\_mgr\_lock(mgr);

/\* Load the buffer to the FPGA \*/

ret = fpga\_mgr\_buf\_load(mgr, &info, buf, count);

/\* Release the FPGA manager \*/

fpga\_mgr\_unlock(mgr);

fpga\_mgr\_put(mgr);

/\* Deallocate the image info if you're done with it \*/

fpga\_image\_info\_free(info);

### 实现新的FPGA管理器驱动程序的 API

#### struct fpga\_manager

fpga管理器结构

**定义**

struct fpga\_manager {

const char \*name;

struct device dev;

struct mutex ref\_mutex;

enum fpga\_mgr\_states state;

struct fpga\_compat\_id \*compat\_id;

const struct fpga\_manager\_ops \*mops;

void \*priv;

};

**成员**

name

低级别 FPGA 管理器名称

dev

FPGA 管理器设备

ref\_mutex

只允许对FPGA管理器进行一次引用

state

FPGA 管理器状态

compat\_id

用于兼容性检查的 FPGA 管理器 ID

mops

指向 FPGA 管理器操作的结构体指针

priv

底层驱动程序的私有数据

#### struct **fpga\_manager\_ops**

底层 FPGA 管理器驱动程序的操作

**定义**

struct fpga\_manager\_ops {

size\_t initial\_header\_size;

enum fpga\_mgr\_states (\*state)(struct fpga\_manager \*mgr);

u64 (\*status)(struct fpga\_manager \*mgr);

int (\*write\_init)(struct fpga\_manager \*mgr,struct fpga\_image\_info \*info, const char \*buf, size\_t count);

int (\*write)(struct fpga\_manager \*mgr, const char \*buf, size\_t count);

int (\*write\_sg)(struct fpga\_manager \*mgr, struct sg\_table \*sgt);

int (\*write\_complete)(struct fpga\_manager \*mgr, struct fpga\_image\_info \*info);

void (\*fpga\_remove)(struct fpga\_manager \*mgr);

const struct attribute\_group \*\*groups;

};

**成员**

initial\_header\_size

应该传递给 write\_init 的最大字节数

state

返回 FPGA 状态的枚举值

status

返回 FPGA 的状态，包括重配置错误代码

write\_init

准备 FPGA 接收配置数据

write

向 FPGA 写入 count 字节的配置数据

write\_sg

向 FPGA 写入配置数据的散列列表

write\_complete

在写入完成后将 FPGA 设置为操作状态

fpga\_remove

可选：在驱动程序删除期间将 FPGA 设置为特定状态

groups

可选属性组

**说明**

fpga\_manager\_ops 是特定 fpga 管理器驱动程序实现的底层函数。在调用它们之前，可选项会被测试为 NULL，所以省略它们是可以的。

#### struct [fpga\_manager](https://www.kernel.org/doc/html/v4.19/driver-api/fpga/fpga-mgr.html" \l "c.fpga_manager" \o "fpga_manager) \* fpga\_mgr\_create(struct [device](https://www.kernel.org/doc/html/v4.19/driver-api/infrastructure.html" \l "c.device" \o "device) \* dev, const char \* name, const struct [fpga\_manager\_ops](https://www.kernel.org/doc/html/v4.19/driver-api/fpga/fpga-mgr.html" \l "c.fpga_manager_ops" \o "fpga_manager_ops) \* mops, void \* priv)

创建和初始化 FPGA 管理器结构

**参数**

struct device \* dev

pdev 中的 fpga 管理器设备

const char \* name

fpga 管理器名称

const struct fpga\_manager\_ops \* mops

指向 FPGA 管理器操作的结构体指针

void \* priv

ffpga 管理器私有数据

**返回**

指向 struct fpga\_manager 的指针或 NULL

#### void fpga\_mgr\_free(struct fpga\_manager \* mgr)

释放 FPGA 管理器

**参数**

struct fpga\_manager \* mgr

由 fpga\_mgr\_create 创建的 fpga 管理器结构

#### int fpga\_mgr\_register(struct fpga\_manager \* mgr)

注册 FPGA 管理器

**参数**

struct fpga\_manager \* mgr

由 fpga\_mgr\_create 创建的 fpga 管理器结构

**返回**

成功返回 0，否则返回负错误代码

#### void fpga\_mgr\_unregister(struct [fpga\_manager](https://www.kernel.org/doc/html/latest/driver-api/fpga/fpga-mgr.html" \l "c.fpga_manager" \o "fpga_manager) \*mgr)

注销并释放FPGA管理器

**参数**

struct fpga\_manager \*mgr

fpga 管理器结构

### 编程 FPGA 的 API

FPGA 管理器标志

fpga\_image\_info->flags 字段中使用的标志

FPGA\_MGR\_PARTIAL\_RECONFIG:如果支持，则进行部分重配

FPGA\_MGR\_EXTERNAL\_CONFIG: FPGA 在 Linux 引导之前已被配置

FPGA\_MGR\_ENCRYPTED\_BITSTREAM:指示位流已加密

FPGA\_MGR\_BITSTREAM\_LSB\_FIRST:  SPI位流顺序是 LSB 在前

FPGA\_MGR\_COMPRESSED\_BITSTREAM:FPGA 位流已压缩

#### struct fpga\_image\_info

特定于 FPGA 映像的信息

**定义**

struct fpga\_image\_info {

u32 flags;

u32 enable\_timeout\_us;

u32 disable\_timeout\_us;

u32 config\_complete\_timeout\_us;

char \*firmware\_name;

struct sg\_table \*sgt;

const char \*buf;

size\_t count;

int region\_id;

struct device \*dev;

#ifdef CONFIG\_OF;

struct device\_node \*overlay;

#endif;

};

**成员**

flags

如上所定义的布尔标志

enable\_timeout\_us

启用通过桥的流量的最大时间（微秒）

disable\_timeout\_us

禁用通过桥的流量的最大时间（微秒）

config\_complete\_timeout\_us

FPGA 切换到写入完成操作中的操作状态所需的最大时间

firmware\_name

FPGA 映像固件文件的名称

sgt

包含 FPGA 映像的分散/聚集表

buf

包含 FPGA 映像的连续缓冲区

count

缓冲区的大小

region\_id

目标区域的 ID

dev

拥有此设备的设备

overlay

设备树覆盖

#### enum fpga\_mgr\_states

FPGA 框架状态

**常量**

FPGA\_MGR\_STATE\_UNKNOWN

无法确定状态

FPGA\_MGR\_STATE\_POWER\_OFF

FPGA 电源已关闭

FPGA\_MGR\_STATE\_POWER\_UP

FPGA 报告电源已打开

FPGA\_MGR\_STATE\_RESET

FPGA 复位状态

FPGA\_MGR\_STATE\_FIRMWARE\_REQ

正在进行固件请求

FPGA\_MGR\_STATE\_FIRMWARE\_REQ\_ERR

固件请求失败

FPGA\_MGR\_STATE\_WRITE\_INIT

为编程准备 FPGA

FPGA\_MGR\_STATE\_WRITE\_INIT\_ERR

WRITE\_INIT 阶段出错

FPGA\_MGR\_STATE\_WRITE

向 FPGA 写入映像

FPGA\_MGR\_STATE\_WRITE\_ERR

写入 FPGA 时出错

FPGA\_MGR\_STATE\_WRITE\_COMPLETE

完成编程步骤

FPGA\_MGR\_STATE\_WRITE\_COMPLETE\_ERR

在 WRITE\_COMPLETE 期间发生错误

FPGA\_MGR\_STATE\_OPERATING

FPGA 已编程并正在运行

#### struct fpga\_image\_info \* fpga\_image\_info\_alloc(struct device \* dev)

分配 FPGA 映像信息结构

**参数**

struct device \* dev

拥有此设备的设备

**返回**

struct fpga\_image\_info或NULL

#### void fpga\_image\_info\_free(struct fpga\_image\_info \* info)

释放 FPGA 映像信息结构

**参数**

struct fpga\_image\_info \* info

要释放的 FPGA 映像信息结构

#### struct fpga\_manager \* of\_fpga\_mgr\_get(struct device\_node \* node)

给定一个设备节点，获取FPGA管理器结构的引用

**参数**

struct device\_node \* node

设备节点

**返回**

FPGA管理器结构或包含错误代码的 IS\_ERR() 条件

#### struct fpga\_manager \* fpga\_mgr\_get(struct device \* dev)

给定一个设备，获得 fpga 管理器的引用

**参数**

struct device \* dev

fpga 管理器注册的父设备

**返回**

fpga 管理器结构或包含错误代码的 IS\_ERR() 条件

#### void fpga\_mgr\_put(struct fpga\_manager \* mgr)

释放对 fpga 管理器的引用

**参数**

struct fpga\_manager \* mgr

fpga 管理器结构

#### int fpga\_mgr\_lock(struct fpga\_manager \* mgr)

锁定 FPGA 管理器以进行独占使用

**参数**

struct fpga\_manager \* mgr

fpga管理器

**说明**

给定一个指向 FPGA Manager 的指针（从 fpga\_mgr\_get() 或 of\_fpga\_mgr\_put() 获得），尝试获取互斥体。用户应调用 fpga\_mgr\_lock()，并验证它返回 0 后才尝试编程 FPGA。同样，用户在编程 FPGA 完成后应调用 fpga\_mgr\_unlock。

**返回**

成功为 0，否则为 -EBUSY

#### void fpga\_mgr\_unlock(struct fpga\_manager \* mgr)

完成编程后，请解锁FPGA管理器

**参数**

struct fpga\_manager \* mgr

fpga管理器

#### enum fpga\_mgr\_states

fpga框架状态

**常量**

FPGA\_MGR\_STATE\_UNKNOWN

无法确定状态

FPGA\_MGR\_STATE\_POWER\_OFF

FPGA电源已关闭

FPGA\_MGR\_STATE\_POWER\_UP

FPGA报告电源已上电

FPGA\_MGR\_STATE\_RESET

FPGA重置状态

FPGA\_MGR\_STATE\_FIRMWARE\_REQ

正在进行固件请求

FPGA\_MGR\_STATE\_FIRMWARE\_REQ\_ERR

固件请求失败

FPGA\_MGR\_STATE\_WRITE\_INIT

准备FPGA进行编程

FPGA\_MGR\_STATE\_WRITE\_INIT\_ERR

WRITE\_INIT阶段出错

FPGA\_MGR\_STATE\_WRITE

向FPGA写入图像

FPGA\_MGR\_STATE\_WRITE\_ERR

在写入FPGA时出错

FPGA\_MGR\_STATE\_WRITE\_COMPLETE

进行后期编程步骤

FPGA\_MGR\_STATE\_WRITE\_COMPLETE\_ERR

WRITE\_COMPLETE时出错

FPGA\_MGR\_STATE\_OPERATING

已经编程并正在运行

注：使用fpga\_region\_program\_fpga()代替fpga\_mgr\_load()

#### int fpga\_mgr\_load(struct fpga\_manager \* mgr, struct fpga\_image\_info \* info)

从分散/聚合表、缓冲区或固件加载fpga

**参数**

struct fpga\_manager \* mgr

fpga管理器

struct fpga\_image\_info \* info

fpga镜像信息

**说明**

从在info中指示的映像中加载FPGA。如果成功，FPGA处于操作模式。

**返回**

成功返回 0，否则返回负错误代码

## FPGA桥

### 实现新FPGA桥接的API

#### struct fpga\_bridge

FPGA bridge structure

**定义**

struct fpga\_bridge {

const char \*name;

struct device dev;

struct mutex mutex;

const struct fpga\_bridge\_ops \*br\_ops;

struct fpga\_image\_info \*info;

struct list\_head node;

void \*priv;

};

**成员**

name

低级FPGA桥接的名称

dev

FPGA桥接设备

mutex

强制桥接的独占参考

br\_ops

指向FPGA桥接操作的结构体的指针

info

FPGA镜像特定信息

node

FPGA桥接列表节点

priv

低级驱动程序私有数据

#### struct fpga\_bridge\_ops

用于底层FPGA桥接驱动程序的操作

**定义**

struct fpga\_bridge\_ops {

int (\*enable\_show)(struct fpga\_bridge \*bridge);

int (\*enable\_set)(struct fpga\_bridge \*bridge, bool enable);

void (\*fpga\_bridge\_remove)(struct fpga\_bridge \*bridge);

const struct attribute\_group \*\*groups;

};

**成员**

enable\_show

返回FPGA桥的状态

enable\_set

将FPGA桥设置为启用或禁用

fpga\_bridge\_remove

在驱动程序删除期间将FPGA设置为特定状态

groups

可选属性组

#### struct fpga\_bridge \* fpga\_bridge\_create(struct device \* dev, const char \* name, const struct fpga\_bridge\_ops \* br\_ops, void \* priv)

创建并初始化fpga\_bridge

**参数**

struct device \* dev

从pdev获取的FPGA桥接设备

const char \* name

FPGA桥名称

const struct fpga\_bridge\_ops \* br\_ops

指向FPGA桥接操作的结构体的指针

void \* priv

FPGA桥接私有数据  
**返回**

struct fpga\_bridge 或 NULL

#### void fpga\_bridge\_free(struct fpga\_bridge \* bridge)

释放fpga桥接及其ID

**参数**

struct fpga\_bridge \* bridge

fpga\_bridge\_create创建的FPGA桥接结构体

#### int fpga\_bridge\_register(struct fpga\_bridge \* bridge)

注册FPGA桥

**参数**

struct fpga\_bridge \* bridge

由fpga\_bridge\_create创建的FPGA桥结构体

**返回**

成功返回 0，否则返回错误代码

#### void fpga\_bridge\_unregister(struct [fpga\_bridge](https://www.kernel.org/doc/html/latest/driver-api/fpga/fpga-bridge.html" \l "c.fpga_bridge" \o "fpga_bridge) \*bridge)

注销并释放一个fpga桥

**参数**

struct fpga\_bridge \*bridge

由fpga\_bridge\_create创建的FPGA桥结构体

### 用于控制 FPGA 桥接器的 API

您可能不需要直接使用这些。 FPGA区域应处理此事。

#### struct fpga\_bridge \* of\_fpga\_bridge\_get(struct device\_node \* np, struct fpga\_image\_info \* info)

获取对fpga桥的独占引用

**参数**

struct device\_node \* np

FPGA桥节点指针

struct fpga\_image\_info \* info

FPGA镜像特定信息

**说明**

如果成功，则返回fpga\_bridge结构。如果有人已经引用了桥接，则返回-EBUSY。如果np不是FPGA Bridge，则返回-ENODEV。

#### struct fpga\_bridge \* fpga\_bridge\_get(struct device \* dev, struct fpga\_image\_info \* info)

获取对fpga桥的独占引用

**参数**

struct device \* dev

用于注册fpga桥接的父设备

struct fpga\_image\_info \* info

fpga管理器信息

**说明**

给定设备，获取对fpga桥接的独占引用。

**返回**

fpga桥结构或包含错误代码的IS\_ERR()条件。

#### void fpga\_bridge\_put(struct fpga\_bridge \* bridge)

释放对桥接的引用

**参数**

struct fpga\_bridge \* bridge

FPGA桥接

#### int fpga\_bridge\_get\_to\_list(struct device \* dev, struct fpga\_image\_info \* info, struct list\_head \* bridge\_list)

给定设备，获取桥接，将其添加到列表中

**参数**

struct device \* dev

FPGA桥接设备

struct fpga\_image\_info \* info

FPGA镜像特定信息

struct list\_head \* bridge\_list

FPGA桥接列表

**说明**

获取对桥接的独占引用并将其添加到列表中。

返回0表示成功，从fpga\_bridge\_get()返回的错误代码表示出错。

#### int of\_fpga\_bridge\_get\_to\_list(struct device\_node \* np, struct fpga\_image\_info \* info, struct list\_head \* bridge\_list)

获取桥接并将其添加到列表中

**参数**

struct device\_node \* np

FPGA桥节点指针

struct fpga\_image\_info \* info

FPGA镜像特定信息

struct list\_head \* bridge\_list

FPGA桥接列表

**说明**

获取对桥接的独占引用并将其添加到列表中。

返回0表示成功，从of\_fpga\_bridge\_get()返回的错误代码表示出错。

#### int fpga\_bridge\_enable(struct fpga\_bridge \* bridge)

启用桥上的事务

**参数**

struct fpga\_bridge \* bridge

FPGA桥

**返回**

成功返回 0，否则返回错误代码

#### int fpga\_bridge\_disable(struct fpga\_bridge \* bridge)

禁用桥上的事务

**参数**

struct fpga\_bridge \* bridge

FPGA桥

**返回**

成功返回 0，否则返回错误代码

## FPGA区域

### 概述

本文档旨在简要概述FPGA区域API的使用。在设备树绑定文档中可以找到更具概念性的区域视图[1].

出于本API文档的目的，我们假设一个区域将FPGA管理器和桥接器（或多个桥接器）与FPGA的可重新编程区域或整个FPGA相关联。 API提供了一种注册区域并编程区域的方法。

目前内核中仅在fpga-region.c上面的唯一层[1]对设备树支持（of-fpga-region.c）进行描述。T支持层使用区域对FPGA进行编程，然后使用DT进行枚举处理。通用区域代码旨在由其他具有其他方法在编程后完成枚举的方案使用。

可以设置fpga-region以了解以下内容：

使用哪个 FPGA 管理器进行编程

在编程之前禁用哪些桥接，然后在编程之后启用。

传递到结构体fpga\_image\_info中的附加信息包括：

指向图像的指针作为分散收集缓冲区、连续缓冲区或固件文件的名称

指示细节的标志，包括图像是否用于部分重构等具体信息。

### 如何使用区域对 FPGA 进行编程

首先，分配信息结构:

info = fpga\_image\_info\_alloc(dev);

if (!info)

return -ENOMEM;

根据需要设置标志，即：

info->flags |= FPGA\_MGR\_PARTIAL\_RECONFIG;

指向FPGA映像，例如:

info->sgt = &sgt;

向区域添加信息并进行编程:

region->info = info;

ret = fpga\_region\_program\_fpga(region);

fpga\_region\_program\_fpga（）操作传递给 fpga\_image\_info（region->info）的信息。此函数将尝试:

锁定区域的互斥锁；

锁定区域的FPGA管理器；

如果已指定一种方法，则构建FPGA桥接器列表；

禁用桥接器；

程序FPGA；

重新启用桥接器；

释放锁。

然后，您将需要枚举FPGA中出现的任何硬件。

### 如何添加新的 FPGA 区域

可以在[2]的探测功能中查看用法。

1. ../devicetree/bindings/fpga/fpga-region.txt
2. ../../drivers/fpga/of-fpga-region.c

### 编程FPGA的API

#### int fpga\_region\_program\_fpga(struct fpga\_region \* region)

编程FPGA

**参数**

struct fpga\_region \* region

FPGA区域

**说明**

使用FPGA映像信息（region - >info）编程FPGA。如果该区域具有get\_bridges函数，则在编程成功后会保持桥接器的独占引用。这旨在防止重新编程该区域，直到调用程序认为安全为止。调用程序需要在尝试重新编程该区域之前调用fpga\_bridges\_put（）。返回0表示成功，否则为负错误代码。

### 添加新的FPGA区域的API

#### struct fpga\_region

FPGA区域结构

**定义**

struct fpga\_region {

struct device dev;

struct mutex mutex;

struct list\_head bridge\_list;

struct fpga\_manager \*mgr;

struct fpga\_image\_info \*info;

struct fpga\_compat\_id \*compat\_id;

void \*priv;

int (\*get\_bridges)(struct fpga\_region \*region);

};

**成员**

dev

FPGA区域设备

mutex

强制引用区域

bridge\_list

在区域中指定的FPGA桥接器列表

mgr

FPGA管理器

info

FPGA映像信息

compat\_id

于兼容性检查的FPGA区域标识符

priv

私有数据

get\_bridges

获取桥接器列表的可选函数

#### struct fpga\_region \* fpga\_region\_create(struct device \* dev, struct fpga\_manager \* mgr, int (\*get\_bridges) (struct fpga\_region \*)

分配并初始化fpga\_region

**参数**

struct device \* dev

设备父项

struct fpga\_manager \* mgr

管理此区域的管理器

int (\*)(struct fpga\_region \*) get\_bridges

获取桥接器列表的可选函数

**返回**

struct fpga\_region 或 NULL

#### void fpga\_region\_free(struct fpga\_region \* region)

释放结构体fpga\_region

**参数**

struct fpga\_region \* region

regionfpga\_region\_create创建的FPGA区域

#### int fpga\_region\_register(struct fpga\_region \* region)

注册FPGA区域

**参数**

struct fpga\_region \* region

regionfpga\_region\_create创建的FPGA区域

**返回**

0 或 -errno

#### void fpga\_region\_unregister(struct [fpga\_region](https://www.kernel.org/doc/html/latest/driver-api/fpga/fpga-region.html" \l "c.fpga_region" \o "fpga_region) \*region)

注销并释放FPGA区域

**参数**

struct fpga\_region \*region

FPGA区域